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Abstract—Power consumption is a crucial design aspect in
multimedia and machine learning applications. Approximate
computing offers an energy-efficient approach for both power
reduction and area optimization. In this paper, a hybrid approx-
imation methodology based on error tolerant multipliers (ETMs)
is introduced. The proposed design splits the approximation
process into two parts: (1) approximating the most significant bits
(MSBs) using approximate logarithms and (2) approximating the
least significant bits (LSBs) using truncation. A prototype of the
proposed multiplier is demonstrated with an image processing
application (JPEG compression) using a Discrete Cosine Trans-
form (DCT) where the power delay product (PDP) is improved
by 1.9X. And the area utilization is reduced by 2.7X with only
20% reduction in the output image peak signal-to-noise ratio
(PSNR).

Index Terms—approximate computing, approximate multi-
plier, low-power, truncation, error-tolerant, power-efficient.

I. INTRODUCTION

Due to the high prevalence of embedded systems based
on machine learning, there is a high demand for designing
an ultra-low-power, small footprint, and high-performance
hardware. Approximate computing satisfies this demand by
trading the computational accuracy versus the superior per-
formance, power reduction, and area optimization. Moreover,
approximate computing represents a good candidate for mul-
tiple applications such as media processing (audio, video,
graphics, and image), recognition, machine learning, and data
mining [1]. A literature survey [[2], [3], [4], [5], [6], [7], [8],
[9] about the different approximate multipliers classifies the
approximation methodologies as follows:

1) Approximation in partial product tree [2]
2) Approximation in partial products summation [3], [4]
3) Multiplication using approximate logarithms [5], [6], [7]
4) Approximate hardware generation using a genetic algo-

rithm [8]
5) Error-tolerant multiplication (ETM) [9]

In this paper, a hybrid design based on ETM approximate mul-
tiplier (HETM) is presented. The proposed design reduces the
utilization area significantly compared to the other architec-
tures. Correspondingly, the power consumption is optimized.
A prototype of HETM is evaluated using ZYNQ XCZ 7020-
1ClG484 FPGA board. Furthermore, the proposed HETM is
tested with JPEG compression of a standard image.

The rest of the paper is organized as follows: in Section
II discusses the proposed architecture as well as the energy-
efficient approximate multipliers. Then Section III details the
error and circuit performance characteristics of the proposed
HETM. And in Section VI presents an application for evalu-
ating the different HETMs using JPEG compression. Finally,
a conclusion is driven in section V.

II. PROPOSED HYBRID ERROR TOLERANT MULTIPLIER

A. Error Tolerant Multiplier

Fig. 1. ETM algorithm

Fig. 1 portrays an illustration for the ETM algo-
rithm [9]. Initially, both the multiplicand (65295)10 =
(1111111100001111)2 and the multiplier (36472)10 =
(1000111001111000)2 are segmented into two equal 8-bit
segments. When these inputs are fed to the multiplier, the
upper parts of both operands are sent to an 8-bit exact
multiplier, and the lower parts of both operands are sent to
an approximation unit. The 8-bit exact multiplier generates
the upper 16-bit of the 32-bit result, and the approximation
unit applies an approximation algorithm to generate the lower
16-bit. The adopted algorithm begins at the point where
the inputs are segmented into upper and lower parts then it
progressively moves to rightmost bits of the input operands.
An OR operation is applied to the lower bits of the operands.
When the algorithm detects the presence of the first logic ’1’
output from the OR operation, it begins to approximate the rest
of the 16-bit output by setting all bits past the first ’1’ bit to a
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logic ’1’. In the event where no logic ’1’ bit is detected when
an OR operation is applied to lower bits of both operands, the
lower 16 bits of the output are assumed to be logic ’0’. If either
of the upper parts of both operands is equal to zero, then the
lower parts of both operands are sent to the exact multiplier.
The starting point for the multiplier is arbitrary. Moving the
starting point left reduces the size of the exact multiplier which
minimizes hardware but also decreases accuracy. Moving the
starting point right increases accuracy at the cost of a larger
multiplier [9].

B. Proposed Architecture

Based on the segmentation mechanism of ETM [9], the
most significant bits (MSBs) can be evaluated using another
approximate algorithm. Correspondingly, this replacement re-
duces area utilization as well as the power consumption. The
upper bits approximate multiplier should be selected carefully
to evaluate the MSB of the input operands precisely than the
least significant bits (LSBs) of the same operand to limit output
inaccuracy. Based on the approximate multipliers review in
[10], [11], here are the best candidates to form HETM as
follows:

1) Broken Array Multiplier: Mahdini et al. proposed an
approximate broken array multiplier (BAM) composed of
carry select adder cells (CSA) and an n-bit row of vector
merging cells [2]. Depending on the desired reduction in
hardware necessary Mahdini proposes the removal of several
CSA blocks according to two design parameters, the vertical
break line (VBL), and the horizontal break line (HBL). The
VBL moves from the right-most CSA block towards the
leftmost block. Depending on the position of the line any
CSA blocks that fall to the right of it are omitted with their
output assumed to be null. Similarly, the HBL moves from
top to bottom, and all CSA blocks falling above the HBL are
omitted with their output assumed to be null. BAM designs are
defined by their VBL and HBL index numbers which define
the amount and location of CSA cells to remove.

2) Approximated Partial Product Summation Multipliers:
Masadeh et al. proposed several arrays based and tree-based
approximate multipliers composed of several approximate full
adder cells [11]. The proposed designs are defined by the
percentage and type of approximate full adders used. Designs
considered in this paper are both array-based, and tree-based
multipliers were only the full adders and compressors that con-
tribute to the lowest 50% of the output bits are approximate.
The designs considered in this paper are the array based EM4
and compressor based CEM5 that are based on different full
adders proposed in [12]. The EM4 multiplier replaces 50% of
the full adders in an array multiplier with an AMA4 full adder.
The CEM5 multiplier uses approximate compressors based on
the AMA5 full adder to evaluate partial production summation
for the lower 50% of the partial products.

3) Mitchell-Based Approximate Multipliers: Mitchell Loga-
rithm multiplication converts input operands into approximate
logarithms, adds the converted logarithms and then gets the
anti-logarithm of the result. This reduces the multiplication

of the two operands to simple addition. McLaren proposed a
modified Mitchell based logarithm multiplier that uses a look-
up table with 64 correction values to improve on Mitchell’s
original design [5]. McLaren reduced the mean error of the
output result from 3% to 0.04% at the cost of increased
area utilization due to the addition of the look-up table in
the design. While other approaches for improving Mitchells
multiplication have been proposed in the literature [13], [7],
Mclaren’s implementation has been selected for this work due
to its superior balance of error and circuit performance.

4) Approximate Multiplier Generation Using Genetic Al-
gorithms: Vojtech et al. developed a library of approximate
multipliers generated by a multi-objective Cartesian genetic
programming algorithm that attempted to balance error and
circuit performance [8]. The library documents each multi-
plier’s error performance metrics in addition to their circuit
characteristics. A selection of nine 8bit EVO multipliers with
varied error performance metrics was chosen and used in this
work from the library provided in [14].

III. ERROR PERFORMANCE AND CIRCUIT
CHARACTERISTICS

A. Error Performance
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Fig. 2. MRED for different HETMs

Error performance is evaluated using a test-set of 100
million random multiplications. The operands in the test-
set were all normally distributed 16-bit numbers. The mean
relative error distance (MRED) and normalized mean error
distance (NMED) are the primary metrics used to evaluate the
approximate multiplier performance [15]. The Error Distance
(ED) is defined as the distance between the approximate result
of a multiplication M

′
and the exact result of a multiplication

M for each of the evaluated test cases (1). The Relative Error
Distance (RED) is the scaling of ED by the exact result M (2).
The Mean Error Distance (MED) is the mean of the evaluated
ED’s for all the test cases (3) where nt is the number of
test cases used. The Mean Relative Error Distance (MRED)
is the mean of the evaluated REDs for the given test set
(4). The Normalized Mean Error Distance (NMED) is the
normalization of MED by the maximum possible output of
the design. It is a function of the number of output bits of
the multiplier ni (5). In all of the proposed designs in this
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paper ni = 32. NMED’s purpose is to compare multiplier
error performance across different multiplier sizes.

ED(i) = |M ′(i) −M (i)| (1)

RED(i) =
ED(i)

M (i)
(2)

MED =

∑nt

i=1 ED(i)

nt
(3)

MRED =

∑nt

i=1 RED(i)

nt
(4)

NMED =
MED

2ni − 1
(5)

According to Fig. 2, the Exact ETM had the lowest MRED
and NMED of all the multipliers. BAM error performance
progressively declined with the removal of more CSA blocks.
The omission of CSA columns has a much greater effect
on accuracy in comparison to the omission of CSA rows.
BAMV6H3 has the worst error performance in terms of
MRED and NMED which is understandable given that it omits
57% of the total available CSA cells. Mitchell’s approximate
multiplier had a comparable MRED to the original ETM.
According to Fig. 3, NMED generally follows MRED for
all multipliers. EVO MRED results were similar to those
documented by [14] even with the addition of the ETM
approximation. However, NMED for the EVO multipliers
combined with ETM approximation was worse in comparison
to EVO operating as a standalone 8-bit multiplier. CEM5 had
a higher MRED than EM4 because the AMA cells used in its
compressors have more erroneous test cases and thus a higher
probability of error [12].
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Fig. 3. NMED for different HETMs

B. Circuit Characteristics

All HETM are implemented on ZYNQ XCZ 7020-1ClG484
FPGA board. Operand bits in each multiplication have an
activity rate of 50%. Power delay product (PDP) and area
reduction percentages are evaluated relative to an array based
16-bit exact multiplier implemented on the same FPGA plat-
form. Fig. 4 shows the PDP and area reduction for each of
the different multipliers. Area reduction exceeded a factor of
2X for all characterized multipliers which is to be expected

given the inclusion of the approximating unit. The original
ETM performed poorly in terms of PDP due to the 8-bit x 8-
bit exact array multiplier’s high delay. The highest reduction
in both PDP and area is achieved by the EVO198_ETM,
BAMV6H3_ETM, and EVO429_ETM. Significant gains in
delay and power reduction can be observed in BAM_ETM
based HETMs due to the omission of CSA cells. The move-
ment of the VBL further left reduces delay in the critical
path of the circuit by one CSA cell in addition to removing
more CSA cells with each step left. EM4 performed well
in terms of PDP given the simplicity of the AMA4 full
adder cell it is based on. CEM5 while based on an even
simpler AMA5 full adder cell performed worse in terms of
power consumption due to its internal node structure [16]. All
EVO approximate multipliers where generated using a genetic
algorithm, therefore no observations based on their structure
can be made. However, there is a strong inverse relationship
between the superior error performance, PDP, and area re-
duction for all EVO multipliers. The Mitchell-based error-
tolerant multiplier (METM) achieved an area improvement
of 2.7X which is comparable to the BAMV6H0_ETM, and
a PDP improvement of 1.9X which is also comparable to the
BAMV6H3_ETM. The area reduction percentage produced by
the METM exceeded the area reduction percentage reported
in [5].
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Fig. 4. PDP and Area Reduction Percentages for different multipliers

IV. IMAGE PROCESSING IN JPEG COMPRESSION

Joint Photographics Experts Group (JPEG) is a lossy com-
pression standard used for images. An integral part of JPEG is
DCT [17], which is a mathematical transformation involving
matrix multiplications of two 8 x 8 matrices. To perform
compression, DCT needs 512 multiplication operations per
8x8 pixel block of any given grayscale image. Approximate
multipliers are employed in forward DCT to evaluate their
error performance in a real-world application beyond the error
metrics discussed in section 4. A standard Lena image is
compressed with various HETMs, and the Peak Signal to
Noise (PSNR) is evaluated for all compressed images using
the uncompressed image as a reference. PSNR is defined as
follows:

PSNR = 10 log10
2552

MSE
(6)
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Where 255 is the highest weight of a pixel in a grayscale
image.

Fig. 5 shows the original and compressed JPEG im-
ages using a selection of different approximate multipli-
ers. The PSNR after compression using an exact 16-bit
multiplier, METM, EVO474_ETM, BAMv4H0_ETM, and
EVO218_ETM is 32.08 dB, 25.75 dB, 22.89 dB, 19 dB,
and 18.07 dB respectively. Fig. 6 shows that the METM was
superior in terms of PDP with a PDP improvement factor of
1.9X and an accuracy loss of only 20%, however, it was not the
best performer overall in terms of PDP and Area improvement.

(a) (b) (c)

(d) (e) (f)

Fig. 5. (a) Original Image, Compressed JPEG images using (b) Exact (c)
METM (d) EVO474_ETM (e) BAMV4H0_ETM (f) EVO312_ETM
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Fig. 6. PDP and Accuracy Loss in JPEG compression for different multipliers

V. CONCLUSION

In this paper, a low-power compact Mitchell-based error-
tolerant multiplier (METM) is discussed. The proposed de-
sign is evaluated based on PDP optimization, area reduction,
MRED, and NMED. In addition, the accuracy loss in JPEG
compression is evaluated using standard Lena image. Finally,
the proposed METM has superior performance in comparison
with the other designs in terms of PDP and the accuracy loss.
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