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Abstract

The analog to Digital Converter (ADC) is considered one of the most essential blocks
in Software Defined Radio (SDR), Ultra Wide Band (UWB) receivers, biomedical ap-
plications, and embedded systems. The majority of the Integrated Circuits (ICs) today
are mixed analog/digital systems to get benefit from the growing capabilities in Digital
Signal Processing (DSP). The DSP is preferred to the analog signal processing in many
different ways such as: power consuming and processing speed. Thus, the main target is
to decrease the analog processing blocks and increase the digital processing blocks in the
aforementioned systems.

There are various types of ADC to cope with different systems requirements. The
eminent performance factors are speed, power, area, and resolution. Based on applications
needs the correct ADC can be designed. We can find in literature several types like flash
ADC, successive approximation register ADC, sigma-delta ADC, pipelined ADC, and
ramp ADC. Mainly, all the aforementioned ADCs depend on operational amplifiers.

Decreasing the percentage of the analog part and increasing the percentage of the dig-
ital part in integrated circuits is the current trend and is highly recommended to maximize
the benefit of the unceasing CMOS technology scaling. The unceasing CMOS technol-
ogy scaling makes transistors channel length shorter and increases transistors integration
density leading to supply voltage reduction. This reduction in supply voltage increases
the difficulties imposed on the analog circuit design because the threshold voltage and the
noise level do not scale with the same factor as the supply voltage. As smaller the V53— Vyj,-
headroom - becomes, as difficult the cascoding (transistor stacking) becomes because of
the overdrive voltage required and the noise effect. Therefore, the digital circuits are pre-
ferred to the analog circuits in deep sub-micron technology. The switching time becomes
smaller and the circuits that depend on time resolution get a superior accuracy over the
analog circuits.

In this thesis proposal, we introduce Time Based Analog to Digital Converter (TB-
ADC) as an alternative solution to traditional ADC in SDR and UWB systems. The basic
benefit from the TB-ADC is that the percentage of digital to analog circuits is grater than
the traditional one and it is Op-Amp less design. This type of ADCs gets benefit from the
time resolution where time resolution increases as technology node scales. Moreover, it
has its inherited sample & hold circuit.
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Chapter 1

Introduction

We are living in an analog world and all the signals around us are continuous analog
signals. The understanding and processing of these signals are vital to our lives. The
electronics industrial trend, nowadays, tends to monitor, sense, and control everything
around us. The remarkable advance in the digital signal processing domain drives the
scientific community to design different types of analog to digital converters to satisfy
the needs of the consumer market. The analog to digital converters appeared to shorten
the gap between the analog world and the digital processing domain by converting the
analog signal to digital signal. Therefore, the majority of integrated circuits today are
mixed analog/digital circuits that need ADCs.

The most important parameters in ADCs are sampling frequency, resolution, power,
and area. Different types of ADCs exist to satisfy the requirements of different systems
because each system has a different critical parameter. Software defined radio, wireless
communications, biomedical systems and sensors, and internet of things are examples
for the systems that need ADCs and each one of them has specific constraints on power,
speed, and resolution. For example, sensors impose restrictions on the consumed power.
Sensors are used to sense and measure different physical quantities like viscosity, speed,
pressure, and flexibility. All these quantities are analog and need to be processed by DSP
circuits. However, sensors have restrictions on the power consumed. This emphasizes the
need for new ADC types.

The classification process for ADCs is either based on the sampling rate or the conver-
sion type. We have two main categories based on the sampling frequency. The first one
is Nyquist rate ADCs and the second one is oversampling ADCs. Flash ADC, pipelined
ADC, and Successive Approximation Register ADC (SAR-ADC) are examples of the
Nyquist rate type and Sigma-Delta modulator is an example of the over sampling ADCs

[1].

The other type of classification is based on the conversion way. We can discuss two
kind of conversions. The first one is the traditional conversion and it is called Direct
Conversion. In the direct conversion ADCs, the voltage is converted to code directly. The
second way of conversion is Indirect Conversion. The indirect conversion converts the
voltage signal to an intermediate form like time or frequency then this form is converted



to code. This thesis proposal introduces the indirect conversion by converting the voltage
to time then converting the time to code [2].

1.1 Motivation

With technology scaling, the improvement in the digital circuits surpasses the improve-
ment in the analog circuits. There are two main reasons. First, the supply voltage scales
down with the technology leading to decreasing the voltage swing. However, the noise
does not scale with technology leading to smaller signal to noise ratio that makes the ana-
log system less immune to the noise. Second, the threshold voltage does not scale with
the same factor as the supply voltage. Therefore, the cascoding technique becomes harder
and more difficult [1, 3].

Meanwhile, with technology scaling the time-based processing gains popularity be-
cause of the increasing time resolution that can be observed from the deep sub-micron
CMOS technology switching time. As said by Staszewski in [4] and confirmed by
Macpherson in [3] “ in a deep CMOS process, time domain resolution of a digital sig-
nal edge transition is superior to voltage resolution of analog signals”. Also, the time
processing consumes less power because it depends on the digital circuits that is normally
minimum size and its reduced power supply dissipates limited power [2, 5, 6]. Moreover,
a good portion of TB-ADC designs have an inherited sample and hold, so the need of the
sample and hold circuit can be reduced up to certain frequency based on the design.

1.2 Proposed work

In this thesis proposal, a time based analog to digital converter that does not use an ex-
ternal sample and hold circuit and depends on the indirect conversion from voltage to code
through the Pulse Width Modulation (PWM) is introduced. This work mainly depend on
Voltage-to-Time-Converter (VTC) followed by Time-to-Digital-Converter (TDC).

Eliminating the use of Sample and Hold (S/H) circuit decreases the hardware and
decreases the dissipated power. Using the VTC and TDC techniques makes the digital
portion of the circuit is much larger than the analog circuits.

1.3 Organization of the thesis

The remainder of this thesis is organized as follows: Chapter 2 introduces a literature
review and basic concepts for the conventional and time based analog to digital converters.
Chapter 3 presents detailed analysis for the VTC circuit used in this proposal and its sim-
ulation results. Chapter 4 introduces the TDC circuit and its simulation results. Chapter
5 discusses the overall TB-ADC and introduces a conclusion for the thesis. Finally, the
appendices illustrate how to deal with the simulators and the used matlab codes.



Chapter 2

Literature Review

2.1 Analog to Digital Converter

Analog to digital converters are used to convert the continuous time and amplitude
signal to code that is discrete in both amplitude and time. Each code represents a specific
sampling instance and its corresponding quantized amplitude that introduces the quanti-
zation error, that will be illustrated later in this thesis. This quantization error could be
reduced by using higher resolution, higher number of bits ADCs. The opposite operation
is carried out using Digital to Analog Converters (DAC). Figure 2.1 shows three bit ADC
sampling instances and values[1].

The sampled input
P Digital output

111

110

101

100

011

Digital Output

010

001

0o0

Sampling instants

Figure 2.1: Example of a 3-bit ADC [1]

2.1.1 Sampling

ADCs sample the input analog signal with a frequency called the sampling frequency
fs. The sampling frequency should satisfy the Nyquist rate sampling with f; > 2« Fmacx,
where F'max is the maximum frequency in the spectrum of the input signal[7]. Figure 2.4



(a) illustrates a signal in time domain and illustrates its shape in the frequency domain.
Sampling in time domain is equivalent to multiplication with impulse train. In frequency
domain multiplication is equivalent to convolution and the impulse train in time domain
becomes impulse train in the frequency domain like in Figure 2.4 (b). Figure 2.4 (c¢)
illustrates the multiplication in time domain, convolution in the frequency domain, that
form the sampled signal.

To reconstruct the original, unsampled signal, we need a reconstruction filter, low pass
filter, like the one shown in Figure 2.4 (d) as a time and frequency domains. As much as
the f; is grater than the 2 * F,,,, as easier as the design of low pass filter. If the signal
reconstructed correctly it will be like Figure 2.4 (e). However, if the sampling frequency
does not satisfy the Nyquist criteria, the signal will not be reconstructed correctly and
aliasing will occur. Figure 2.2 illustrates the sampled signal, in frequency domain, that
satisfies the Nyquist criteria. Thus, the original signal could be reconstructed with a low
pass filter. In contradiction , Figure 2.3 illustrates the sampled signal, in frequency domain,
that does not satisfy the Nyquist rate. The aliasing, kind of frequency interference, occurs
and the original signal will not be extracted by the low pass filter [7].

S(f)

fs 5 f.+f3

5 2f +fs f
fe 2f, e

Figure 2.2: Frequency domain representation for sampled signal with f; > 2F,,,.[1]

S(f)
Aliasing

gty 2f + f

Figure 2.3: Frequency domain representation for sampled signal with f; < 2F,,,.[1]
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2.1.2 Quantization

Quantization happens when a continuous range of inputs is translated to the same
output code as shown in Figure 2.5. The quantization process leads to quantization error
or what is denoted by quantization noise. Thus, the quantization process has an undesired
effect. Quantization noise is the main source of error in the ideal ADCs. The quantization
error can be defined as the difference between the original signal and the quantized version
of it as shown in Figure 2.6 and it ranges from —0.5 % LS B : 0.5 = LS B as shown in Figure
2.7, where LSB is the Least Significant Bit (LSB). However, the quantization error can
be reduced, but not eliminated, by using higher resolution ADC [1].

Amplitude

i I I I I I h f i
a 0.1 0.2 0.3 04 05 06 07 0.8 09 1
Time (sec.)

Figure 2.5: Original and Quantized signal
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Figure 2.6: Quantization error
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Figure 2.7: Quantization error

The resolution of an ADC can be measured by LSB as

FS
LSB=—=- 2.1
where the 7 is the number of bits and F'S is the full scale input of the ADC. Therefore,
to reduce the quantization noise power, we have to increase the resolution by increasing
the number of bits.

2.2 ADC characteristic and performance metrics

Deep understanding of the ADC characteristics and performance metrics helps to pick
up the correct ADC for the target application. Moreover, understanding these character-
istics is vital to know the limiting factors in your design to achieve optimal performance.

2.2.1 Static specifications and definitions

Due to non idealities in circuit implementations some errors, other than the quantiza-
tion error, are introduced. These errors are time independent. In this section, we are going
to illustrate some of these non idealities and how it affects the ADC and how it could be
calculated.

2.2.1.1 ADC transfer curves

The ADC converts the input voltages into the corresponding output codes. Ideally, the
curve describing this behavior is the ideal transfer function. The ideal transfer function is
completely linear and any change in the input voltage has the same effect on the output
code. However, this does not happen and the actual curve describing this behavior is the
actual transfer function. Some calibration techniques are used to help shorten the gap
between the actual and the ideal transfer functions [9].

2.2.1.2 Ideal transfer function
The ideal transfer function represents the ideal line that expands from the minimum

input voltage, V,.;, to the maximum input voltage, V,.s;, and this transfer function is
quantized through dividing by the number of available output codes, 2", where n is the
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number of bits. The input voltage range is divided to equivalent code width. Ideal Code
Width (ICW) is the portion of the continuous input voltage that can be defined as follow

Vrefh - Vrefl
2l’l

Vin — Vrefl

LSB

ICW=LSB= 2.2)

Code = 2.3)

where Vj, is the input voltage [9].

2.2.1.3 Offset error

The offset error can be defined as the deviation of the actual characteristic line from the
ideal characteristic line as shown in Figure 2.8. The actual characteristic line can be shifted
from the 1deal one to the right or to the left [1, 9, 10]. This offset error is introduced by
the offset voltage between the positive and negative terminals of the operational amplifier
due to the mismatch between both terminals [11].

Digital Output 4
o “ﬂ"f]i_ _ ADC with an

|- offset ermor

' characteristic
line

-
Analog Input

—— Offset emor

Figure 2.8: ADC offset error [1]

2.2.1.4 Gain error

The gain error is defined as the deviation between the ideal characteristic line slope
and the actual characteristic line slope as shown in Figure 2.9 after removing the offset
error[1, 9, 10].



2.2.1.5 Differential non-linearity

The Differential Non-Linearity (DNL) is defined as the deviation of the ICW from 1
LSB. Figure 2.10 illustrates n bit ADC with DNL. DNL for code k can be calculated as

follow

where Cyis the actual code width for code K.

Offset and Gain Error
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I ] | [ | | | [
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(+) Offset Error REFH

Input Voltage in LSB

Figure 2.9: Gain and Offset Error [9]
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Figure 2.10: Example on differential non-linearity

2.2.1.6 Integral non-linearity

The integral non-linearity (INL) is the deviation of the actual transfer function from
the straight line as shown in Figure 2.11. The INL is given by

k
INL(K) :Z DNL 2.5)
i=0
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Figure 2.11: Example on integral non-linearity

2.2.1.7 Missing codes

ADC might skip one of its output codes such as in Figure 2.12. Missing some of the
output codes is an undesired phenomenon. This phenomenon affects the overall linearity
of the ADC badly. If the maximum DNL is smaller than 1 LSB or the maximum INL is
smaller than 0.5 LSB, then the ADC is guaranteed not to have a missing codes [1]. So,
the INL and DNL are important measures for any ADC.
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Figure 2.12: Example of Missing Codes [1]

2.2.2 Dynamic specifications

In this section we are going to introduce dynamic, time dependent, specifications for
ADCs.

2.2.2.1 ADC conversion time and maximum sampling rate

ADC:s have an important metric called conversion time. Conversion time is the time
required to acquire an analog input and convert it to a corresponding output code. If con-
version time is small, then more samples are converted at the same time interval. The
inverse of the conversion time is the maximum sampling rate that is defined as the maxi-
mum number of samples that can be converted continuously [1].

2.2.2.2 Signal to noise ratio

Signal to Noise Ration (SNR) is the ratio between the input signal power to the noise
power at the output. However, the output noise consists of circuit noise and quantization
error [1].

Full scale input
SNR = 10 % log( | Tue Scdle inpit power )dB (2.6)
Quanllzallon notse power + Clrcult noise power

Ignoring the circuit noise power and taking into account the quantization noise power
only the SNR is given by:

SNR=6.02xn+1.76 (dB) 2.7

As shown in (2.7), as the number of bits, n, increases, the SNR increases.
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2.2.2.3 Signal to noise and distortion ratio

Signal to Noise and Distortion Ratio (SNDR) is the ratio of the full scale input power
to the noise and distortion power.

SNDR = 10+ log( Full scale input power

)dB (2.8)

noise power + distortion power

Figure illustrates first, second and third harmonic distortion for an input signal.
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Figure 2.13: Harmonic distortion

2.2.2.4 Effective number of bits

The SNDR of the ADC system is not equal to the ideal SNR. The number of bits
directly affected by the ideal SNR as in (2.7).Therefore, the effective number of bits is
obtained by the following equation:

SNDR (dB)—1.76

ENOB =
0 6.02

2.9

2.3 Linearity Analysis

Linearity is an essential property for any converter. Linearity has to be measured for
ADCs, VTCs, TDCs, and Voltage Controlled Oscillators (VCOs). INL, DNL, Total Har-
monic Distortion (THD), SNDR, and ENOB are important alternative metrics to measure
system linearity. Mainly, ENOB is the most intuitive measure for ADCs [3].
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2.4 Traditional ADC types

ADC:s are divided into two main categories as shown in Figure 2.14. The first category
is direct conversion ADCs; these ADCs convert the analog input voltage directly to output
codes. The second category is indirect conversion ADCs. Indirect conversion ADCs
convert the analog input voltage to intermediate form like time or frequency. Then, this
intermediate form is converted to digital code by digital circuits.

In consonance with sampling frequency each category can be subcategory into two
subcategories, Nyquist rate ADCs subcategory and Oversample ADCs. Nyquist rate
ADCs sample at rate equal to double the maximum input frequency in order to satisfy
Nyquist criteria [7], to reconstruct the sampled signal correctly. Oversample ADCs sam-
ple at a rate much higher than Nyquist rate. Thus, this kind of ADCs is suitable for small
input frequencies and high resolution[1, 7].

Flash ADC and Successive Approximation register ADC (SAR-ADC) are examples
on Nyquist rate direct conversion ADCs and Sigma-Delta modulator ADC is an example
on oversampling direct conversion ADC. Single and dual slope ADCs are example on
Nyquist rate indirect conversion ADCs. Voltage controlled oscillator ADC is an example
on Oversample indirect conversion ADC. In the following subsections the aforementioned
examples will be illustrated [1, 2].

Analog to
Digital
Converters
1
\ 4 \ 4
Direct Indirect
Conversion Conversion
ADCs ADCs
— |
\ 4 A\ 4 A\ 4 \ 4
Nyquist Oversample Nyquist Oversample
Rate ADCs ADCs Rate ADCs ADCs

Figure 2.14: ADC Types
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2.4.1 Nyquist rate ADCs

24.1.1 Flash ADC

Flash ADC is one of the fastest ADCs. N-bit Flash ADC consists of 2N resistors and
comparator. The input voltage instantaneously compared to a group of reference
voltages, 2N°! reference voltages, each reference voltage is greater than its previous ref-
erence voltage by LSB. Resistors are used as a resistive ladder to generate the reference
voltages and comparators are used to compare the analog input voltage with the reference
voltages. Comparators’ outputs are a thermometer code that is converted to a binary code

2N— 1

by thermometer to binary decoder.

This ADC has two major drawbacks for this type of ADCs. This ADC contains large
number of Op-Amps compared to other types of ADCs. Thus, it consumes large area and
power. Nonetheless, this type of ADCs is typically used for low resolution( i.e., less than
8-bit). If the higher resolution is required, the speed of the flash ADC is degraded by the

loading effect of the large number of comparators [1].

Vdd
1

B-line to
3-line
priority
encoder

N VY

—

L —

L —

Figure 2.15: Flash ADC
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2.4.1.2 Successive Approximation Register ADC

Successive Approximation Register (SAR-ADC) is one of the most successful ADCs
and it represents a considerable portion of the market [12]. As shown in Figure 2.16, the
basic SAR-ADC consists of comparator, DAC, and Successive Approximation Register
(SAR). SAR-ADC takes an iterative approach to determine the input voltage. This iter-
ative approach start from the MSB to the LSB with rate equals to 1 bit/clock. First, the
Most Significant Bit (MSB) in SAR starts with one “logic 1”. The DAC converts this
value to its corresponding voltage, which is the mid-scale voltage, then the comparator
compares the input voltage with the reference voltage. If the comparator output is one,
then the MSB will be erased. Otherwise, the MSB will remain one. After that, the next
bit to the MSB will be one and the whole process is repeated, until all bits in SAR are
known and the End Of Conversion (EOC) signal becomes one [1].

—Clock—» SAR —EOC>
Dn-1| Dn-2 D2| Di1| Do
e\ [ R £ DAC —
Comparator
—Vir—»| S/H +

Figure 2.16: Successive Approximation Register ADC

SAR-ADC implements the binary search algorithm as shown in Figure 2.17 and
Figure2.18. SAR-ADC works on two different clocks. The internal clock, which works
on several Megahertz, and slower external clock. The external frequency is slower than
the internal frequency by N, where N is the number of bits. This reduction in external
frequency is the main drawback in this ADC [12].
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Figure 2.17: SAR-ADC binary search algorithm
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Figure 2.18: Binary Search Algorithm for 4-bit ADC

2.4.1.3 Pipelined ADC

Pipelined ADC is comparable to flash ADC from the throughput perspective and com-
parable to the SAR-ADC from the resolution perspective. However, the pipelined ADC
consume less power and area than the flash ADC.

e N :

1 S&H I

: I

R '

'--q____“ 3 bits ,-**’j
— _.__--

= Stage 1 ™ Stage 2 [ Stage 3 - 4-Bit flash

sl Ale Al Al 7

Time Alignment & Digital Error Corraction

T

Figure 2.19: System block diagram for pipelined ADC
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N Integrator ADC >

As shown in Figure 2.19, pipelined ADC consists of K stages. Each stage, except
the last stage, consists of n bits flash ADC, n bits DAC, S&H, subtractor, and amplifier.
The last stage is a flash ADC. In the first stage the S&H block samples and hold the
analog input. Then, this input is fed to the n-bits flash ADC to convert it to n-bit code.
Afterwards, the n-bits are fed to n-bits DAC to get intermediate analog voltage. Then, the
intermediate analog voltage is subtracted from the original analog input to this stage to
produce a residual voltage. This residual voltage will by amplified by 2"then fed to the
next stage to get new n-bits resolution and so on. while stage number two is working on
the first analog voltage stage number one samples new analog input; this pipelining is the
main reason for the high throughput. Finaly, all the N-bits have to be aligned because they
were generated at different time [1, 12].

2.4.2 Oversampling ADCs

Oversampling ADCs become popular recently because they avoid some of the chal-
lenges imposed by Nyquist rate ADCS like the anti-aliasing analog filter [1].

2.4.2.1 Sigma-Delta Modulator

The basic concept of Sigma-Delta modulator is the use of high sampling rate with
respect to the Nyquist rate and using the feedback system do decrease the error. The ratio
between the sampling frequency and the Nyquist frequency is called the oversampling
ratio and it is an important factor at Sigma-Delta modulator design.

Figure 2.20 illustrates first order Sigma-Delta modulator, this is the simplest sigma-
delta ADC. The main idea is converting the input voltage to code. Then through the
feedback, a DAC is used to convert the code to voltage to be subtracted from the input
signal to produce error. If the error term become zero, then we will have a perfect n-bit
conversion.

yvin]

< DAC |=
o

Figure 2.20: Sigma-Delta Modulator [1]




2.5 Time-based ADC types

Time-based ADCs are one form of indirect conversion. First, a converter converts
the analog input to intermediate form. Then, a digital circuit converts this intermediate
form to output code. For instance, the VTC converts the analog input voltage into a Pulse
Width Modulation (PWM) or Pulse Position Modulation (PPM). Afterwards, the TDC
converts the pulse width to an equivalent code.

2.5.1 Nyquist rate TB-ADC
2.5.1.1 Single Slop ADC (Integrating ADC)

Single slope ADC or Integrating ADC is one of Nyquist rate time based ADCs. As
shown in Figure 2.21 integrating ADC samples , holds the analog input and uses a con-
stant current source to discharge the sample and hold output. After time ¢ the comparator
indicates that the discharging is complete. The discharging time, ¢, the difference between
start and stop signals, is proportional to the analog input voltage. The start signal starts a
digital counter to count the number of cycles until the stop signal.

Integrating ADC is a simple ADC that consumes small power and provides high res-
olution. However, its main disadvantage is the sampling rate. It works at low sampling
rate and it is suitable for low speed applications [3].

VS
Vin{\[\, S&H /. N\ Comparator

Stop

. . =—Enable
T Counter :

Figure 2.21: Single Slope ADC [3]
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2.5.1.2 Dual Slope TB-ADC

Figure 2.22 illustrates dual slope TB-ADC, also denoted by integrating converter TB-
ADC, as an example of Nyquist rate ADCs. It is used in high resolution, but low data
rates applications. Dual slope TB-ADC has a small offset and gain error comparable to
other ADC types[1]. Moreover, it needs a simple circuitry. Dual slope ADC consists of
comparator, integrator, counter, and control logic.

First, the analog input, namely V;,, is integrated to produce the output voltage,
namelyVout, in the first part of the clock cycle. V,,; value depends on the analog in-
put voltage as in equation 2.10. Afterwards, the switch converts from —Vj,to V,.s and
at this point the discharging starts until the V,,,,reach zero voltage. The discharging time
depends on V,,; that depends on Vj,. Then, the discharging time will depend on Vj,as in
equation 2.13.

t

—Vin Vint
Vour = f ~=C dt = Ré (2.10)
0
VinxT
ot =~ ! Q2.11)
V t
p V;
Vom:—fRecdeR—g (2.12)
T1
Vo Ty Vier(Ty —t
Vour = = 1+ ef( 10 (2.13)
RC RC

The discharging will continue until V,,;becomes zero. Substituting V,,;by zeroin 2.13
leads to equation 2.14 where T, =t—T'1.

Vi
Vie f

T, = T (2.14)

Now, the input voltage is related to the pulse width as shown in equation 2.14. The next
step is to convert the time 75to digital code using any ordinary method like the different
types of TDCs or counters. One of the main difference between the single and dual slope
ADC:s is that the dual slope ADC does not depend on the RC in contrast with the single
slope ADC[1].
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Figure 2.22: Dual Slope ADC [1]

2.5.2 Oversampling TB-ADC
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=
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Oversampling TB-ADC depends mainly on angular modulation like frequency or
phase modulation [1]. In the following subsections we will introduce exaple on both the

frequency and phase modulation.

2.5.2.1 Pulse Width Modulation ADC

Pulse Width Modulation ADC is one of the oldest time-based ADC. PWM ADC
shown in Figure 2.23 exists from more than 70-years [2]. It depends on pulse width mod-
ulating for the analog input, then converting the PWM to time through a digital counter.
This technique depend on converting the amplitude to pulse width. Normally, the PWM
distort the signal and to avoid this distortion we have to sample with a rate 8 times grater
than the Nyquist rate [2].

5-Bit
Counter

Data out

input | Pulse width
Modulator =]
Sampling Clock
pulse 600 kHz
6 kSPS
+10

-~

Figure 2.23: Pulse Width Modulation ADC [2]
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2.5.2.2 Analog to Time Converter followed by Time to Digital Converter

In this kind of TB-ADC, two steps are required to convert the analog input to digital
output code. First, Analog to Time Converters (ATC) convert the analog input to pulse
width by phase modulation a reference input clock. Second, the time is quantized using
TDCs that convert the pulse width to digital code, many designs applied the aforemen-
tioned steps like designs in [13]. Figure 2.24 illustrates the general block diagram for the
ATC/TDC systems.

|j—)
—)
VTC TDC
Analog Domain Time Domain l
_I Digital Domain
0110

Figure 2.24: System Block Diagram

2.5.2.3 Analog to Frequency Converter followed by Frequency to Digital Converter

In this kind of TB-ADC, two steps are required to convert the analog input to digital
output code. First, Analog to Frequency Converters (AFC) convert the analog input to
frequency change by Voltage Controlled Oscillator. Second, the frequency is converted
to digital code using Frequency to Digital Converters (FDC). Figure illustrates the system
block diagram for AFC/FDC systems, this systems were addressed in a lot of publication

[1].

Analog to Analog to
eamAnalog Inputh-] Frequency F V1=l Frequency p==Digital Outsp-
Converter Converter
(AFCQC) (AFCQC)

Figure 2.25: AFC/FDC system block diagram
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Chapter 3

VTC Analysis and A New Design
Methodology for VTC Circuits Suitable
for TB-ADCT

Voltage-to-Time Converter (VTC) circuit is considered one of the essential blocks
in the design of Time-Based Analog-to-Digital Converters (TB-ADCs). TB-ADC is a
promising candidate for Software Defined Radio (SDR) receivers that require wide band
and high resolution ADC circuits. TB-ADC circuits provide higher speed and lower power
dissipation compared to conventional ADCs. The proposed design methodology increases
the dynamic range of the VTC circuits. Moreover, the adoption of this new methodology
results in increasing the VTC circuit sensitivity and improving the VTC linearity. In one
of the proposed case study, the dynamic range increases up to 550mV with maximum
linearity error of 3% and sensitivity of 2.13 ps/mV in TSMC 65nm CMOS technology,
with a supply voltage of 1.2V.

3.1 Introduction

SDR receiver becomes an important target for industrial and scientific community. It
is one of the most important blocks in UWB receivers. High-speed, high accuracy, and
low power ADC is one of the most important blocks in SDR receivers. These require-
ments of SDR systems cannot be satisfied by the currently available conventional ADC
circuits because these conventional ADCs require unaffordable power budget to achieve
the wide band and high resolution requirements. Time-based ADCs depend on indirect
conversion that needs intermediate step between the analog and the digital domains. The
analog voltage is first converted to a pulse width time, by using the VTC circuit, and then
this time is converted to a digital word using a TDC circuit as shown in figure 3.1. This
type of ADCs consumes less power and occupies less die area than conventional ADC ar-
chitectures that use direct conversion. In addition, TB-ADCs operate at higher frequency
ranges without the sample and hold circuits [14, 15]. In addition, biomedical sensor ap-
plications have grown dramatically, and these sensors require low-power and low voltage
analog-to-digital converters [16]. For these biomedical sensors requirements, TB-ADC
is the best candidate.
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Figure 3.1: TB-ADC block diagram.

As the CMOS technology continues to scale down to the nanometer regime, the supply
voltage decreases at a higher rate than the threshold voltage which results in reducing
the overdrive voltage (i.e., the difference between the supply voltage and the threshold
voltage). However, the noise does not scale down at the same pace like the supply voltage
and correspondingly, the ADC experiences Signal-to-Noise Ratio (SNR) degradation [14].
Due to the aforementioned reasons, conventional ADCs do not get any benefits from the
CMOS technology scaling. In contrast with conventional ADCs, the time-based ADCs
performance is improved as technology scales because one of the main blocks of the T-
ADC:s is the TDC circuit that is implemented completely by using digital circuits [1].

Several VTCs have been reported in the last few years [14, 15, 17] and [18]. The basic
building block in these VTC circuits is the current starved inverter displayed in figure 3.2.
In this basic circuit, the fall time depends on the analog input voltage, Vin, applied on
transistor M1 gate. The value of this input voltage controls the fall time that makes the
pulse width of the output inversely proportional to Vin. The previously published circuits
are facing several limitations and design trade-offs. For example, all VTC circuits exhibit
a trade-off between linearity and dynamic range (i.e., increasing the dynamic range results
in higher non-linearity effects and vice versa). Also, they suffer from limited sensitivity
which is defined as the slope of the pulse width versus Vin curve. The proposed design
methodology improves the VTC linearity, dynamic range, total harmonic distortion and
sensitivity, at the expense of extra area/power overheads.
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Figure 3.2: Basic current starved inverter.

3.2 Traditional VTC

Each VTC circuit can be implemented using N type transistor as the main transistors,
P type transistor as the main transistors, or a hybrid circuit. Traditional VTCs suffer from
non-linearity over wide input range.

3.2.1 N-type VTC
Figure 3.5 illustrates the ordinary N-type VTC. The main idea is about making the fall

delay at the output of the current starved inverter linear with the input voltage as much as
possible.

3.2.1.1 Operation Explanation

Na1, Naa, Ng3 , and Py form normal current starved inverter. The input voltage control
N, transistor and the clock controls N,3 and Pp1. The clock start at logic low where N,
is ideally open circuit and Pp is ideally short circuit. With the rising edge of the clock
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signal, Py transistor becomes open circuit and N,i, Ny , and N3 start to control the
inverter output which is a falling edge in contrast with the input clock’s rising edge.

Initially, the clock equals to logic low and the output volt, V,,,;, equals to V4. The
transistors namely Pp1, Ng1, and Ngpin figure 3.5 are initially in deep triode region and
Ng3 is in cut-off. With the rising edge of the clock, transistor Pyenter the cut-off region
and transistor N3 enters the saturation region driving N,jand Ny, to enter the saturation
region as well.

Afterwards, the voltage at the drain of N,jand N will increase rapidly driving both
transistor to be in saturation region. This makes the current flowing through N3 transistor
maximum and constant as I;,; = Inq1 + Ing2 Where N, and N,» are in saturation region.
The slope of the discharging ramp will be S 4,y = C,;‘f where 1, = %,unCox%[Vi -

Vinl? + 31nCor ™2 [V e = Vi 2.

Then N3 drain voltage will decrease as the output voltage decrease and N,3 region
of operation becomes triode. However, N,; and N, are saturation and their current is
maximum. The linearity of the ramp are affected by N,; and N, because N3 does not
affect the discharging current.

Finally, one of the two main transistors N,jor N,owill enter the triode first leading to
non-linear ramp and soon the second transistor will enter the triode also until reaching
the steady state where N,1, N2, and Na3 are in deep triode; so the threshold of the state
driven by the current starved inverter should be reached before entering the triode region

[3].

Figure 3.3 shows the important phases at wich the relation between the input voltage
and the discharging current has to be linear, afterwards one of the main transistors enters
the triode and the discharging time becomes non-linear.
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3.2.2 The inheret sample and hold for the N-type VTC

The time based ADC that contains VTC can illuminate the use of Sample and Hold
(S/H) circuit up to certain frequency fysax, after this frequency the used of the sample
and hold circuit becomes a must. In the proposed VTC the circuit has an inherited S/H
unlike the designs in [13].

Clock

’
i
i
B
o
[N I
o
[N
'
o]
' '
' '
' '
' '
'
1

Tim Vout

Vout (Capacitor out)

s
Ed

Time

Figure 3.4: The inherent Sample and Hold operation in VTC

Figure 3.4 illustrates the basic S/H operation. With the rising of the clock edge the
output starts to fall down with rate dependent on the input voltage. If the input signal is
slow relative to the clock as in figure 3.4 the input voltage at the rising clock can be con-
sidered constant and the discharging will be linear as in the zoomed part in the figure. The
output discharge until reaching the threshold voltage of the next stage, normally equals
to %, after that the discharging curve is not effective. The hole operation repeats itself

again with the next rising edge. For further investigation refer to [1].

3.3 Proposed Design Methodology

This Methodology is based on the complementary behavior between the pull-down
network and the pull-up network. This makes the proposed design methodology similar
to the CMOS logic design methodology as portrayed in figure 3.5 and figure 3.6. The pull-
down network consists of n-channel transistors, carrying a current that is proportional to
Vin. Thus, the required time to discharge the output capacitor ,denoted by the fall time
Tfi, 1s inversely proportional to Vin. The pull-up network exhibits opposite behavior,
where the required time to charge the output capacitor is denoted by the rise time, Try,.
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The difference between Tfy;, and Try, have to be maximized to improve the ADC dynamic
range; Thus, the pull-down network is designed to be faster to increase the dynamic range.

It is shown mathematically that the subtraction of the Try, and Tfy, curves have a more
linear behavior than each curve of them due to the non-linearity error cancellation between
the two curves, which extends the dynamic range of the proposed methodology circuit, and
provides a lower Total Harmonic Distortion (THD) as illustrated in the following sections.

This new methodology can be applied on any current-starved inverter based VTC
circuit available in the literature. To apply the proposed methodology, a complementary
VTC circuit is designed (For example, if the original VTC circuit depends on controlling
the fall delay by Vin, the complementary circuit should be designed such that the rise delay
is controlled by Vin, and vice versa). Following that, the outputs of both VTC circuits
(i.e., the original VTC and the complementary VTC) are applied as inputs to an XNOR
gate to get the difference between the rise delay and the fall delay as illustrated in Figures
3.7 and 3.8.

3.3.1 Circuit Description

In this subsection, the proposed methodology is applied on a selected VTC circuit
from literature as a case study. Figure 3.5 illustrates the basic current starved inverter,
denoted by the falling circuit or the original VTC circuit. An NMOS transistor, Nal, is
added to limit the maximum discharge time in case Vin is lower than the threshold voltage
of transistor Na2. Figure 3.6 displays the complementary VTC circuit of the original VTC
circuit portrayed in figure 3.5, this complementary circuit is denoted by the rising circuit.
This circuit uses an inverted delayed version of the original clock signal applied to the
original VTC circuit. Similarly, if the difference between the source of transistor Pb2 and
its gate is less than the threshold voltage, transistor Pb3 is used to limit the rise time of
the complementary circuit.

i

Pb1

Clock o Voutl
S e——

e L

CL

Vin DC bias
Na2 Nal

Figure 3.5: Original VTC circuit.
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Figure 3.7: Proposed methodology block diagram.

In Tables 3.1 and 3.2, all the transistor sizes and the dc bias voltages, selected based on
the analytical analysis given in the following subsection, are tabulated. Figure 3.8 shows
the corresponding timing diagram of the proposed new methodology. For a given input
voltage, the pulse width of the output signal is 4 + T'ry, — T fi5,, where Try, 1s the rising
circuitdelay, T f, is the falling circuit delay, and 4 is the delay of the inverted clock version
applied on the complementary VTC circuit. The sizing of the transistors is carried out to
maximize the term T'ry, — T fy;,. To maximize the rising time, 7'ry,, the effective transistor,
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Pb,, in the rising circuit is designed to be minimum size but greater than the DC biased
transistor, Pbs, to dominate the rising time. To minimize the falling time, Tfy,, the falling
circuit is designed to discharge rapidly the load capacitor by increasing the width of the
input transistor Naj.

Parameter | Value |

WNal 120 nm
WnNa2 1.44 pm
Wna3 1.2 pym
Wpai 2.4 pm
L 80 nm
DCbias 600 mV

Table 3.1: Falling circuit parameters

| Parameter | Value |

pr3 120 nm
pr2 240 nm
WPbl 2.4 Hm
WNbl 1.2 Hm
L 80 nm
DCbias 600 mV

Table 3.2: Rising circuit parameters

3.3.2 Analytical Analysis

The VTC circuits displayed in figure 3.5 and figure 3.6 are analyzed and compared
with the proposed new methodology to show the strength of the proposed methodology.
The load capacitance, Cr, is 30 fF in all cases representing the FO4 load capacitor. In
the falling circuit, when the clock signal is zero, the load capacitor is charged to Vdd,
transistors Naj, Naj, and Pbjare in the deep triode region, and transistor Na3 is in the cut-
off region. When the clock goes high, transistor Nasturns on and the capacitor discharges
through transistors Naj, Naj, and Na3 based on equation (3.1). The objective is to find the
threshold fall time required to discharge the capacitor to the threshold voltage of the next
state (i.e., 0.5 * Vdd) as given by the following equations, where more details are provided
in [1, 3].

dVoull
Ir=-C;—— 3.1
f L (3.1)
Iy = Ing1 +INa2 (3.2)
1 Whnal 1 Wra2
Iy = Euncox%[vm — Vil + Euncox%[vm — V] 3.3)
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dVoy 1 Wna 1 Whna
-Cr dttl = zﬂncox_ z l[VDC_Vth]a/n+E#HCOX%Z[Vin_Vth]an (3.4)
0.5V T fo,
f _CLdVoutl :f (If)dl (35)
Vaa 0
Ccpvdd
T fun = 3.6
fth 2*If ( )

The same analysis is performed for the rising VTC circuit (i.e., the complementary
circuit) to determine the rise threshold time as in (3.8). The pulse width of the rising cir-
cuit, falling circuit, and the proposed methodology is Try,, Tfi,, and Tmethy, respectively.
Where Tmethy, is the difference between the rising and the falling times, in addition to a
constant delay from the inverted delay line as in figure 3.8.

1 w 1 w
Iy = 5tpCox— > [Vdd = Vpe = Vi)™ + 511y Cor— > [Vdd = Viu =Vl (3.7)
Vdd=Cy.
Trj=———— 3.8
T'th 21, (3.3)
Tmethy, =A+Try, — Tfth 3.9

where I7, I, Inq1, and Iy are the capacitor current in the falling circuit, the capacitor
current in the rising circuit, the transistor Nal current, and the transistor Na2 current,
respectively; and Vpc, Vi, unCox, Whai, and L are the DC bias voltage, the threshold
voltage, the electrons mobility multiplied by the oxide capacitance, the width of the iy,
transistor, and the channel length, respectively. «, and «), represent the effect of short
channel in modern technologies and they are called the velocity saturation indices. As
mentioned in [19], @, and a), decreased from 2 to about 1 monotonically based on whether
the transistor is in velocity saturation or pinch off saturation.

The following equations represent the Taylor series expansions for 7 fy;,, Try,, and
Tmethy,. They help in illustrating the most effective parameters in the linearity error
curve displayed in figure 3.12. This linearity error curve is optimized based on these
coefficients, and proves the higher linearity nature for the proposed new methodology.

Tfth =ap+a1(Viy) +ax(Viy — Vconst)2 +-+ay(Vip — Vconst)n (3.10)
Trth = bO + bl (Vm) + bZ(Vin - Vconst)2 +eeet bn(Vin - Vconst)n (3 1 1)
Tmethsy, = co+c1(Vip) +c2(Vip — Vconst)2 +-+cp(Vip— Vconst)n (3.12)

where a;, b;, and c; are the iy, terms of the Taylor coefficients for T fy,,Try,, and
Tmethy, respectively and V., 1S the point at which the Taylor expansion is centered.
These coefficients in (3.10), (3.11), and (3.12) are used to calculate the THD and their
corresponding dynamic ranges as in [20]. Also, they are used in optimizing the VTC.
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Figure 3.9: Sample of the output of the original falling VTC circuit at different
input voltage values.

Our objective is to get a linear relation between the pulse width, namely
Try, T finsor Try, — T fin, and the input voltage, Vin, over the largest possible dy-
namic range with the highest sensitivity. The proposed methodology, that results from
the difference between the rise time and the fall time, exhibits better linearity over the
same dynamic range compared to the original VTC circuit or the complementary circuit
as shown in figure 3.12.

3.3.3 Simulation Results and Discussions

The VTC specifications parameters such as sensitivity, linearity, dynamic range, and
power dissipation are calculated by sweeping the input voltage. The simulations are car-
ried out on Cadence Virtuoso using industrial hardware-calibrated TSMC 65nm CMOS
technology, with supply voltage of 1.2V. Figures 3.9, 3.10, and 3.11 show the outputs
of the circuits displayed in Figures 3.5, 3.6, and 3.7, respectively by sweeping the input
analog voltage from —275mV to 275mV superimposed on 675mV dc voltage.

For the original falling VTC circuit, the pulse width decreases as the input voltage
increases. However, the pulse width of the complementary rising VTC circuit increases
as the input voltage increases. This results in an overall pulse width that increases at a rate
approximately equal to both the rise and falling VTC circuits rates. It is clear from Tables
3.3, 3.5, and 3.4 that the proposed methodology provides higher sensitivity than that of
the original falling VTC. Moreover, the proposed methodology exhibits higher linearity
as demonstrated in Figure 3.12. As shown in Figure 3.12, the maximum linearity error in
the original falling VTC circuit is 33.87%, and in the complementary rising VTC circuit
is 5.85%. However, the maximum linearity error in the proposed new methodology is
3%. The sensitivity of the original falling VTC circuit, the complementary rising VTC
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Figure 3.10: Sample of the output of the complementary rising VTC circuit at
different input voltage values.
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different input voltage values.
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Figure 3.12: Linearity error for the falling, rising, and the new methodology as
input change from —-275mV to 275mV.

’ Parameter \ Falling \ Rising \ Methodology ‘
€ 33.87% 5.85% 3%
THD -4.771dB | —11.87dB -20dB

o 0.64mV/ps | 2.45mV/ps | 2.13mV/ps

Table 3.3: Comparison between the three circuits for a fixed dynamic range 550mV

circuit, and the proposed new methodology is 0.64ps/mV, 2.45mV/ps, and 2.13mV/ ps,
respectively.

Tables 3.3, 3.4,and 3.5 tabulate some of the simulation results. In both tables the
Dynamic Range (DR), the sensitivity (o), and the linearity error (€) are given. The main
drawbacks of the proposed new methodology is the area and power overheads. However,
this overhead is still small compared to the overall T-ADC power and area and compared
to conventional ADCs. The XNOR gate used in this proposed methodology designed by
using transmission gate transistor logic to reduce the power and area overhead.

The small glitch on the proposed methodology output at figure 3.11 can be eliminated
by two technique. The first one is by masking it with the clock signal. The second one
is performed through the digital TDC part. Optimization of the proposed methodology
is our active current research work as well as adopting this design methodology on other
current-starved inverter based VTC circuits in the literature and investigating how the new
methodology act under PVT variation compared to the falling and the rising VTCs.

The Total Harmonic Distortion (THD) is calculated for the three VTC circuits to show
the strength of the proposed new methodology. For a fixed dynamic range of 550mV, the
new methodology exhibits smaller THD compared to the original VTC and the comple-
mentary VTC by 15dB and 8.2dB, respectively as illustrated in table 3.3. Moreover, table
3.3 illustrates the improvement in the linearity error over the falling and rising circuits.
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’ Parameter \ Falling \ Rising \ Methodology ‘
$DR$ 80mV 140mV 550mV
$\epsilon$ 10.14% 3.6% 3%
$\sigma$ | 0.64ps/mV | 2.45ps/mV | 2.13mV/ps
Table 3.4: Comparison between the three circuits For the same maximum THD
$-20 dB$
’ Parameter \ Falling \ Rising \ Methodology ‘
$DR$ 240mV 400mV 550mV
$THD$ -9.9dB —12.45dB —-20dB
$\sigma$ | 0.64mV/ps | 2.45mV/ps | 2.13mV/ps

Table 3.5: Comparison between the three circuits for a fixed maximum error 3%.

Table 3.4 shows the dynamic range of the new methodology and the original comple-
mentary VTC circuits for a fixed THD of -20dB. The dynamic range of the proposed new
methodology is improved by factors of 6.9X and 3.9X over the original and complemen-
tary circuits, respectively for the same THD of -20dB. In addition, the maximum dynamic
range is 2.75X wider than [15] and 3.7X wider than [14].

The dynamic range of the proposed new methodology is improved by factors of 2.3X
and 1.4X over the original and complementary circuits, respectively for a fixed maximum
linearity error of 3% as in table 3.5.

Table 3.6 shows the power dissipation and gate area of the falling, rising, and the
new design methodology circuits. The large difference in power and area, between the
new methodology and the other circuits, is due to the large buffer at the XNOR gate that
consumes a short circuit power. This short circuit power reduction is our current research
work.

Walden in [21] defined a Figure Of Merit (FOM) to be used in the ADCs which is
FOM = DR;*f . Where DR, f, and P are the dynamic range, the maximum frequency of
operation, and the power dissipation. The FOM represents the efficiency of using the
power to increase the $DR$ and/or the maximum frequency. The maximum frequency
range for the falling, rising, and the proposed new methodology are 1600 MHz, 285 MHz,
and 700 MHz respectively calculated for the dynamic ranges in table 3.4. The FOM for the
falling circuit, rising circuit, and the new design methodology are 1%10'%,0.14%10'?, and
3.4 % 10'? respectively. The aforementioned FOM shows the strength of the new design

methodology over both the falling and rising VTC circuits.

’ Parameter \ Falling \ Rising \ Methodology ‘
$Area$ | 0.4128um® | 0.3168um?> | 4.2872um?
$Power$ | 9.65uW | 9.138uW 61.86uW

Table 3.6: Comparison between the three circuits for Area and Power.
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Figure 3.13: Fast Fourier Transform

The THD is calculated based on [20] and [2]. Fast Fourier Transform (FFT) is applied
t0 (3.6), (3.8), and (3.9) as shown in Figure \ref{ fig:THD}, and then applying the following
equation:

2,2, 2

a2+a3+a4

THD:20*L0g(a—l) (3.13)

where a;,a»,a>,a3, and a4 are the fundamental, second, third, and fourth harmonics.

3.3.4 Methodology Conclusion

In this chapter, a new design methodology is proposed that improves the dynamic
range, the linearity, the sensitivity, and the total harmonic distortion of the current-starved
based VTC circuits. The proposed methodology depends on increasing the slope of the
delay-input voltage curve that relates the pulse width time to the input voltage. This occurs
by using a complementary VTC circuit for the original VTC circuit and combining both
of them as shown in figure 3.7. The proposed new methodology improves the sensitivity,
the dynamic range, and the linearity error by factors of 3.3X, 6.9X, and 3.4X, compared
to the original VTC circuit for the same THD. In addition, the new methodology results in
improving the THD by 8dB. Moreover, the corresponding power and area overhead of the
proposed new methodology is under research to be minimized. However, it is still small
compared to the overall TB-ADC power and area. However the figure of merit shows the
superiority of the new design methodology.

Applying the proposed methodology on the basic VTC circuit results in a new circuit
with the parameters in table \ref{table:new_par} showing the strength of the new method-

ology.
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Parameter\ Value ‘

DR 550mV

THD -20dB
o 2.13mV/ps
€ 3%

Area | 4.2872um?
Power 61.86u

Table 3.7: The new performance parameters after applying the new methodology

3.4 VTC for 8-bit TB-ADC

In order to achieve 8-bits resolution TB-ADC, the VTC circuit has to achieve an ac-
cepted sensitivity with SNDR equals to 50dB, approximately. The previous VTC circuit
achieves 550mv dynamic range giving a sensitivity of 2.13 ps/myv, but it provides poor
SNDR. So, the dynamic range have to be reduced to increase the SNDR to achieve high
resolution with accepted sensitivity. However, reducing the dynamic range will affect the
TDC design badly. As a solution for this dilemma, first the supply voltage for the VTC
circuit was increased to 1.3 V and the dynamic range was reduced to 460myv with a new
optimization parameters. The new parameters are listed in Tables 3.8 and 3.9. These new
parameters give a sensitivity of 2.6 ps/mv and SNDR equals to 42dB as shown in figure
3.14 approach the required results.

’ Parameter \ Value

Wnai 200 nm
Wia2 5 pm

wNa3 15 pm
Wpai 30 pm
Lpal 500 nm

LNa3 60 nm

LNa2 60 nm

LNal 60 nm
DClias 1.2V

Table 3.8: Fall Circuit Parameters
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Parameter | Value
Wpb1 30 pm
Wpp 1 pm
pr3 200 nm
Wnb1 15 pm
Lpbl 500 nm
Lpb2 400 nm
Lpb3 250 nm
LNbl 60 nm

DCljas oV

Table 3.9: Rise Circuit Parameters
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Figure 3.14: FFT for input sine wave sampled at rateS0 MHz

Figures 3.15, 3.16, 3.17, 3.18, 3.19 and 3.20 illustrate the linearity of the VTC at
100KHz,500KHz,2MHz, 10 MHz, 25 KHz, and 50 M Hz, respectively, with a sampling
rate equals to 200 M Hz without the use of an external Sample and Hold circuit. If higher
input frequency is needed, an external Sample and Hold circuit will be used.
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Figure 3.16: Output frequency spectrum for input sine ave with 500 KHz frequency
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Figure 3.17: Output frequency spectrum for input sine ave with 2 MHz frequency
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Figure 3.19: Output frequency spectrum for input sine ave with 25 KHz frequency

— FFTY input SOM)
—-175.0

T T
i i
T MMO(1l5.58NHz, —18.95dB)
—-200.0

[y 4] ||I|.]

25.0 50.0 75.0 100.0 125.C
freq (MHz)
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ENOB vs Frequency
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Figure 3.21: ENOB vs input frequency

As illustrated by Figure 3.21, the maximum SQNR is 42.5dB and the SQNR decreases
as the input frequency increases. The maximum SQNR achieved by the proposed circuit
is not adequate. Hence, the 8-bit accuracy is not applicable in this situation. Moreover,

for an input frequency higher than 5 M Hza sample and hold circuit is needed to maintain
the ENOB.

3.4.1 Differential VTC

Analog systems usually use differential input differential output to increase the SQNR.
Thus, we tried to make a differential VTC to increase the SQNR , hence, increase the
ENOB. The input to the TB-ADC will be differential. The positive terminal of the input
is V*and the negative terminal is V~. This idea duplicates the size and the power of the
VTC, but gives a better SQNR as shown in Figure 3.22. However, we face a problem at
the Differential VTC output. The output is represented as two start and two stop signal,
these signals need to be subtracted as following:

(Startl —Stopl)—(Start2 —Stop2) (3.14)

This simple equation normally can be achieved using XOR gate. However, this solu-
tion is not suitable in our case because the (Startl —Stopl) signal and (Start2 — Stop2)
are not synchronized. We used the single ended VTC in our design until solving this
problem.
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Chapter 4

Time to Digital Converter

4.1 Introduction

Time to digital converter is a basic building block in a lot of applications that need
time measurement systems. For instance, time of flight particle detector, logic analyzer,
medical imaging, time-based ADC, spectrometry systems, All Digital PLL (ADPLL), and
laser ranging. In modern applications and systems the TDC required small resolution
starting from 1ps up to 1ns in 65nm CMOS technology [22, 23].

4.2 TDC types

There are a lot of TDCs to satisfy the different systems requirements. System re-
quirements can be divided into main metrics such as: time rang, resolution, power, area,
linearity, and speed where, TDC time range is the difference between the largest time
input and the smallest time input and TDC resolution is the smallest time difference that
can be detected.

Selecting the correct TDC is a function of the aforementioned parameters. Various
types of TDC exist such as: Vernier delay line, two level Vernier delay line, stochastic
delay line, Vernier ring delay line,cyclic based, counter based, and flash TDC. The TDC
can be designed as a full custom digital design or using standard cells [23].

4.2.1 Counter based TDC

Digital counter based TDC is one of the basic TDCs. Counter based TDC is a simple
counter that count the number of complete cycle of a refrence clock between the start and
stop signal. Then, this couniting is captured in output buffer. However, it consumes small
area, to achieve high resolution a high frequency counter is used to avoid errors such as in
figure 4.1. Moreover, this kind of TDCs might consume large power because of the high
frequency counter [2].
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Figure 4.1: Theory of Operation for Counter based TDC

4.2.2 Flash TDC

Flash TDC is one of the fastest and the finest resolution TDCs. As illustrated in figure
[Flash_TDC] the flash TDC consists of D-flipflobs, basic delay elements - mainly a buffer -
each has a delay grater than its previous one by A, and a group of capacitors each has grater
capacitance than its previous one to increase the delay of the basic delay element. The
flash TDC has a very fine resolution that approaches a fraction of pico seconds in 65nm
technology and using standard cell technology as in [#Abbas]. The flash TDC consumes
large area and power, but the main drawback is the tolerance in the fabrication. The main
delay factor is the capacitor and the flash TDC depend on a series of capacitors with
values C, 2C, 3C,... . If each one of this capacitor has a variance equal to 10 ~ 20, which
is accepted at IC manufacturing, the resolution linearity will be distorted. So, in modern
designs for flash TDC, instead of using single capacitor as a delay source; designers are
using a bank of digitally controllable capacitor to make a calibration for the TDC, such as
in [24] and as shown in figure 4.3, to calibrate the process variation.
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4.2.3 Delay line based TDC

Delay line based TDC is an appealing approach in high resolution TDC:s circuit design
and implementation [2]. Figure 4.4 illustrates the delay line TDC theory of operation.
Delay line based TDC can measure a time interval between two events where the first
event lunches Start signal and the second event lunches Stop signal. The Start signal
propagates through series of buffer, each buffer delay the start signal by 7, and the Stop
signal samples the delayed version from the Start signal after each buffer. D-flipflobs
output is a thermometer code where each D-flipflob out is logic one until catch up occurs.
The thermometer code is then converted to binary code through a thermometer to binary
encoder [2].

However, this TDC is a good candidate for high resolution, it couldn’t be used for
measuring long intervals with high resolution because of the required length of the delay
line will be very long. Also, this TDC can used digital standard cells, this TDC cannot
achieve resolution less than the buffer resolution. So, the Vernier delay line based TDC
and the hybrid TDC appeared.

Ll D SET Qb D SET Qb D SET Qb D SET Qb D SET Qb D SET Qb
— P e’ e’ e’ e’ e’
CLR 6 CLR 6 CLR 6 CLR 5 CLR 6 CLR 6
Stop
A\ A\ \j \j \j A\
Q1 Q2 Q3 Q4 Qs Q6

Figure 4.4: Delay Line Based TDC

4.2.4 Hybrid delay line based TDC

The aforementioned TDCs can measure small intervals with high resolution or large
intervals with small resolutions. Hybrid delay line TDC consists of counter and delay
line combined together in order to cover large time intervals with high resolution. The
theory of operation is to make the counter calculate the time and afterwards the delay line
calculate the error time only not the whole time. The error time is a fraction of the counter
clock cycle. The delay line calculate the error time then this error time is subtracted from
the main time to get a higher resolution. Figure 4.5 illustrates the theory of operation
where the counter calculates the time interval with error. Then, refinement is done by
the delay line to increase the accuracy, resolution, of the TDC. There are several types of
hybrid and cyclic TDCs[25].
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Figure 4.5: Residual time error

4.3 Implementation of Two level Vernier Delay line based
TDC

Figure 4.6 illustrate the system block diagram for the TDC. It cosists of Two Vernier
delay line, two interface circuit, two THermal to One Hot (TH20OH) encoders, two One
Hot to Binary (OH2B) encoders. First the VTC works to produce a pulse width. Then, the
pulse width is converted to start and stop signals. Afterwards, the start and stop signals
are issued to the Vernier delay line.

Vernier delay line is an improved delay line to support higher resolution. The tradi-
tional delay line, in figure 4.4 can not achieve resolution higher than the buffer delay, it
depend on the delay of a specific buffer. For instance if the buffer delay is 10 ps then
the maximum resolution is identical to this number, in contrast with Vernier Delay Line
(VDL). Figure 4.7 shows the basic VDL that depends on the time difference between two
delay elements. The start signal is delayed by 741 and the stop signal is delayed by 7>, but
D-flipflobs sense the time difference only as shown in figure 4.7. However, this technique
increase the area, it increase the resolution of the TDC as well.
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Generally speaking, the high resolution problem has been solved by the VDL tech-
nique. On the other hand, the problem of converting wide range of times still exist. There
are different solutions like two level VDL or cyclic based VDL. In our proposed TDC
we selected the two level VDL technique instead of the VDL as shown in figure 4.6. For
n—bit TDC, VDL needs 2" Vernier delay cell which consume large area and power. How-
ever, in two level Vernier Delay Line, 23 Vernier delay cells, are required for each level.
The dashed part of figure 4.8 illustrates one Vernier delay cell.

In our case we need dynamic time range equal to 1.2ns and our TDC target is 8 bit,
8 . . . . 8 .
so we need 22 Vernier delay cell in the coarse Vernier delay line and another 22 Vernier

delay cell in the fine Vernier delay line. The resolution of our coarse delay line is % =
74.6875 ps and the resolution of the fine Vernier delay line is 74'26# =4.668 ps.

4.3.1 Operation Theory

The time interval to be measured starts with “Start” signal and end by “Stop” signal.
As shown in figure 4.8 the start and stop signals are feed to the Coarse Vernier Delay Line
(CVDL) to calculate the Coarse Resolution (CR). The binary output vector, C, indicate the
filpflops output, which is thermometer code. After each Vernier delay cell the start signal;
approaches the stop signal until a catch up occurred. The thermometer code indicates
where the catch up occurs.

Once the catch up occurred, the thermometer code , vector C, will control interface
circuit such as in figure 4.15 to fed the residual start and stop to the Fine Vernier Delay
Line (FVDL). The FVDL will decrease the difference between the residual start and the
residual stop signals until a catch up occurs. The output thermometer code will be used
to fine tune the CVDL result through subtracting this part from the previous one.
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4.3.2 Coarse Delay Line

Figure 4.8 illustrates the Coarse Delay line. The VTC generate a pulse width modu-
lated signal then this signal is feed to PWM to start/stop converter as if figure 4.9. The start
and stop signals are feed to the CVDL then the thermometer code are generated. Figure
4.9 illustrate the connections between the VTC and the PWM to start/stop converter.
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The output of the VCDL, the thermometer code, is converted to logic one at the catch
up position and the rest of outputs becaome logic zeros, which is called one hot code. This
operation is carried out through the XNOR gates at figure 4.8. However, the output is not

ideal the output looks like figure 4.11.

Transient Response

v /I1/outd_int; tran (V) —v /11/outl int tran (V) —v/I1/out2_int; tran () —v /I1/out3_int tran (V) v /I1/outd_int; tran (V)
—v /I1foutS_int; tran (V) —v /I1/outb_int; tran (V) v /I1fout?_int; tran (V) —v /I1/outd_int; tran (V) —v /I1/out9_int; tran (V)
=v /I1/outl0_int; tran (V) —v /11/outll int; tran &) —v /I1/outl2_int; tran (V) v /11/outl3_int; tran (V) —v /I1/outld_int; tran (V)

-

L0 ‘-

125

o 2 4 6
time (ns)

Figure 4.11: Thermometer to one hot code output example at vin=0 V.

After the catch up at the output of the flipflop namelyn, the Q,signal will be zero and
the Q,41signal will be one. However, Q41 takes T2 delay time until it becomes a one.
During this delay the Q,,+ is zero which leads to output logic one at the XNOR gate until
the correct value of Q,,+1appears. Then the correct output appears as shown in figure4.11.
This phenomena makes a problem for the interface circuit where some switches are ran-
domly opened and closed based on the catch up location. This phenomena leads to dif-
ferent seen input capacitance leading to time distortion between the residual start and the
residual stop signal. So, each output from the one hot converter was masked by a delayed
version from itself to get a more suitable output such as in figure 4.12. However, this solu-
tion add more area and power dissipation to the over all system, this part is very critical to
prevent the time distortion imposed by the variable input capacitor seen by residual start

and residual stop.
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Transient Response

v /I1/out0_xor; tran (V) —v /I1/outl_xor; tran (V) —v /I1/out2_xor;tran (V) —v [I1/outd_xor; tran (V) —v /11 /outS_xor; tran (V)
=v /I1/outs_xor; tran (V) v /ILjout7_xor;tran (V) —v /I1/out8_xor;tran (V) —v /IL/outd xor;tran (V) v /I1/outl0 xor; tran (V)
v {11/outll_xor; tran (V) —v /11 /out12_xor; tran (V) —v /11 /outl3 _xor; tran (V) —v [I1/out14_xor; tran (V) —v /11 /outl5 _xor; tran (V)

f

125

10

0 2 4 6 8
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Figure 4.12: Corrected Thermometer to one hot code output example at vin=0 V.

4.3.2.1 Coarse and fine cells at CVDL

As mentioned before the coarse delay line resolution is 74.6 ps, this resolution is
achieved by using a course delay element as in figure 4.13 with a resolution of 101 ps
and a fine delay element as in figure 4.14 with a resolution equals to 26.4. Table 4.1
indicated the transistor sizing.
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Figure 4.14: Fine Cell

’Symbol\ Value ‘

W_CR 1 um
L_CR | 173.5nm
W_FR | 240nm
L_FR 60nm

Table 4.1: Coarse and Fine cell sizing in CYVDL
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4.3.3 Interface Circuit

The interface circuit is a multiplexer based circuit as shown in figure 4.15. The main
purpose of the Interface circuit is to properly transfer the signals without affecting the time
differences between the signals. The first interface circuit is used with the start signal and
the second one is used with the stop signal. Also, the interface circuit is controlled by the
one hot code from the thermal to one hot converter associated with Coarse Vernier delay

line.
Rst__bar | J

[~
I/
c(i)—l l C(i+1) _I l C(i+2) _I '

Out
>

M(i) —l : M(i+1) —l : M(i+2) —l :

v
Rst_bar | J

~—
C(i) _I C(i+1) _I ' C(i+2) _I

Out
>

o —] ': pi+1) —] ': p+2) —] ':

Figure 4.15: Interface Circuit

4.3.4 Fine Delay Line

Figure 4.8 illustrates the Fine Delay line. The fine delay line is similar to the coarse
delay line, but it has a higher resolution. The required resolution here is 4.6 ps. After the
catch up at the CVDL the signals transfer to the fine vernier delay line to calculate the
residual error in the time interval calculated by the CVDL.

4.3.4.1 Coarse and fine cells at FVYDL

The coarse and fine cells at FVDL have to achieve 4.6 ps. This high resolution can
be achieved by using coarse cells with delay equals to 15.23 ps as shown in figure 4.16
and fine cells with delay equals t010.64 as shown in figure 4.17. Table 4.2 illustrate the
transistor sizing for the coarse and fine cells. Figure 4.18 illustrates an example for the
start and stop signal before and after crossing from caorse and fine cell at FVDL.
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Figure 4.16: Coarse Delay Cell at FVDL
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Figure 4.17: Fine Delay Cell at FVDL
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Symbol \ Value ‘
W_FV_C | 2um
L_FV_C | 80nm

W_FL_FC | 2um
L_FL_FC | 60nm

Table 4.2: Coarse and Fine cell sizing in FVDL

Transient Response Transient Response
—v /11/10/lag_out0; tran (V) —v /11/10/lead_out0; tran {V) —v /11/10/lead_outl; tran (V) —v /11/10/lag_outl; tran {V)
1.25 1.25
1.0 [[ MO(23.84ps, - 126u\V) 10
0(19.23ps, 0.0V)
.75 75
g s s
g g
.25 .25
o}
v o} v
-.25
2.8 2.9 3.0 3.1 3.2 2.85 2.9 2.95 3.0 3.0% 3.1 3.15 3.2
time {ns) time {ns)

Figure 4.18: Example from a start and stop signal before and after the delay cell

4.3.5 D-FlipFlop

The flip-flop is a very important component at the VDL. It is responsible for sampling
the stop signal based on the start signal. For any flip-flop it is critical to maintain a setup
time between the data and the clock or the flip-flop will be in a quasi stable state. Figure
4.19 shows a modified C2MOS master slave filp-flop, the main aspect of this modified
flip-flip is it’s set up time. This flip-flop has an almost zero setup time as shown in figure
4.20 [5].
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Figure 4.20: Setup time for the D-FF

However, this flip flop is a very good candidate, this flip-flop consumes large area
about2.232 um?. Also, it consume large amoint of power. We can tolerate with the power
and area requirements. But, the large area leads to lage input capacitance on the D in-
put and the Clock input. The input capacitance seen from the D input is not equal to the
amount of input capacitance seen at the clock input. The difference in the input capaci-
tance lead to timing error between the start and stop signals. So, gradual bufferes were
used at the D input and the Clock input to re-distribute the input capacitance to elliminated
the delay error from the flip-flop.
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4.3.6 Thermometer To Binary Conversion

As shown in figure 4.6 both the Vernier coarse and fine delay lines have a thermometer
output code. As shown in figure 4.8, the Q,and the Q,,,are used as an input to XNOR
gates and the output is a One Hot (OH) code. Using a simple Fat-Tree OR gates such as
shown in figure ?? the OH code is converted to binary equivalent code.

==Inl
==In3

=In5
=In7

BO=—

=In9
=In11:

=In13:
=In15:

=In2
=In3

=In
=In7

Bl=—

=In10:
=In1l

=In14:
=In15

=In
=In

=In
=In7

B2=—

«=In12:
=In13:

=Inl
=In15

=In
=In

=In1
=Inll

B3=—

=In12:
=In13:

=Inl
=In15

Figure 4.21: Fat-Tree OH2B converter

4.3.7 Final 8-bit subtractor
Both the CVDL and the FVDL generate 5-bits to indicate the catch up event. This

binary numbers have to be subtracted using normal carry propagate adder as follow
OutCode =16xCVDL,,;— FVDL,,;.
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Chapter 5

Discussion and Conclusions

In this chapter we integrate the TB-ADC and introduce different performance metrics
and parameters. Our TB-ADC consists of the VTC circuit described in chapter 3 and the
TDC circuit described in chapter 4. Figure 5.1 illustrates the system block diagram. The
VTC circuit inputs are a clock, rise bias, fall bias, rise input, and fall input. The input

dynamic range is 460mV super imposed on a 530mV biasing.

T

Clock

Fall input
Fall bias
Rise input

Rise DC

Voltage To Time
Converter

Pulse Width
Converter

!

Figure 5.1: Total System block diagram

Time to
Digital
Converter

—8-bit—

The input dynamic volt is corresponding to VTC out dynamic range of 1194 ps where
the smallest difference between the start and the stop signal is 768 ps and the largest dif-
ference 1s 1962 ps. The delay element in figure 5.1 is used to delay the start signal by
a constant delay equals to 768 ps. Then the TDC will calculate the time difference be-
tween the start and stop signal to convert it to a digital code. Table 5.1 illustrate the input

voltages and it’s output digital codes.
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| Volt (mV) |

Code

| Volt (mV) |

Code

-230

00000000

4.6939

01111101

-220.6122

00000001

14.0816

10000010

-211.2245

00000110

23.4694

10000111

-201.8367

00001100

32.8571

10001100

-192.4490

00010001

42.2449

10010001

-183.0612

00010110

51.6326

10010111

-173.6735

00011011

61.0204

10011100

-164.2857

00100001

70.4082

10100001

-154.898

00100110

79.7959

10100110

-145.5102

00101100

89.1837

10101100

-136.1224

00110001

98.5714

10110001

-126.7347

00110110

107.9592

10110110

-117.3469

00111011

117.3469

10111100

-107.9592

01000000

126.7347

11000001

-98.5714

01000110

136.1224

11000111

-89.1837

01001011

145.5102

11001100

-79.7959

01010000

154.8980

11010010

-70.4082

01010101

164.2857

11010111

-61.0204

01011010

173.6735

11011101

-51.6326

01011111

183.0612

11100010

-42.2449

01100100

192.4490

11100111

-32.8571

01101001

201.8367

11101101

-23.4694

01101110

211.2245

11110010

-14.0816

01110011

220.6122

11110111

-4.6939

01111000

230

11111100

Table 5.1: Input voltages and the corresponding codes

To calculate the static ENOB figure 5.2 was drawn. In this figure the blue line repre-
sents the output code from cadence using TSMC 65 — nm, the red line represent an ideal
straight line, and the red pars represent the residual error. Through calculating the SNQR
for this line the static ENOB is equal to 7-bits, the calculation method documented at
chapter A.

64



=0 Cadence
=— Ideal line

2 T T T T T

residuals
__..-_-Illllllllll.-

g
| | | |
0 0.05 0.1 0.15
Figure 5.2: Output code linearity

5.1 Area Calculation and distribution

0.2

The total system consist of analog part represented in the VTC and digital part repre-
sented in the TDC and the PWM to start/stop converter. The VTC consumes 24.5 jm?>.
The TDC consists of CVDL. FVDL, Interface Circuits, Subtractor, Fat Tree or gates,
and others. The CVDL consumes 170.5 ,umz, the FVDL consumes 165.8 ,umz, the inter-
face Circuits consume 1m?, the Subtractor consumes 252 um?, the Fat Tree consumes

340.5um?, and all the other components consume 109.2 um?.

2%

16%

10%

<1%

32%

Figure 5.3: Area Distribution
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Transient Response

—Current in VTC
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Figure 5.4: Current at the VTC circuit

Parameter \ Value ‘
Power 2.78mW
Sampling frequency 170MHz
Area 1080 pm?
ENOB 6.5
Maximum Input Frequency (without S&H) | SMHz

Table 5.2: TB-ADC parameters conclusion

5.2 Power Calculation

The power dissipation is a very important metric at any ADC. The power dissipation
for the VTC is 92 uwat input frequency 1 MHz and clk Frequency 200 MHz. Figure 5.4
illustrates the current in the VTC circuit. The whole TB-ADC dissipate 2.78 mW.

5.3 Conclusion

The TB-ADC was simulated using Cadence Tools and TSMC-65nm technology Kkit.
This VTC can operate at maximum clock frequency of 200 M Hz and the TDC can operate
at maximum clock frequency of 170 MHz. Hence, the TB-ADC operates at 170 MHz
maximum. The ENOB is 6.5 bits due to the non-linearity of both the VTC and the TDC.
Table 5.2

The proposed methodolgy enhanced the VTC circuit for better linearity and increased
the dynamic range to 3x comparable to [14]. Also, the propposed design methodology
enhanced the sensitivity of the VIC up to 2.6 ps/mV. The proposed TB-ADC is a promis-
ing step to increase the integrated systems portability from technology node to technology
node. This TB-ADC helps in decreasing the analog part and increasing the digital part in
the circuits to save time and effort in the design cycle.
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Appendix A
First Appendix

A.1 Static ENOB calculation

The TB-ADC linearity can be calculated by making parametric analysis over the input
voltage for a large number of points span the dynamic range. Choose tools as in figure
A.1, choose parametric analysis as in figure A.2
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Figure A.1: Static ENOB calculation (Step 1)
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Figure A.2: Static ENOB calculation (Step 2)

Afterwards, define the input voltage, number of simulation point, and start the simula-
tions as in figure A.3. The output bits will be produced as a plot and using the calculator
the output bits can be converted to single table as in figures A.4, A.5 and A.6.
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Then, the comma seperated variable file is read by the matlab as in figure A.7 and A.8.
Figure A.9 illustrate the work space after step 8, all the variable the represent the input
voltages and the output codes are stored.
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Figure A.9: Static ENOB calculation (Step 9)

Now, we have to convert the binary output codes to decimal and to draw the output vs
the input as shown in the following matlab code:

cle;

read_code;
BO=round(B0)’;
Bl=round(B1)’;
B2=round(B2)’;
B3=round(B3)’;
B4=round(B4)’;
B5=round(B5)’;
B6=round(B6)’;
B7=round(B7)’;
B8=round(B8)’;
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Volts=volt’;

out_code=zeros(1,length(Volts));

for i=1:length(Volts)
out_code(i)=B0(i)*(2"0)+B1(i)*(2"1)+B2(i)*(2"2)+B3(1)*(2"3)+B4(i)*(2"4)+...
BS(i)*(2"5)+B6(i)*(276)+B7(i)*(2"7)+B8(i)*(28);

end

stem(Volts,out_code);

After runing the previous code figure A.10 will appear, select tools -> Basic Fit-
ting. New window will appear such as figure A.11, choose the linear line that best
fit to the real line and choose to plot the residue. Figure A.12 illustrates the residue
error between the ideal and real line. Then, then the SQNR can be calculated as
10log(sum(codesz)/sum(residuez)). ENOB=6.02*SQNR+1.76.
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Figure A.12: Static ENOB calculation (Step 12)

A.2 Static Error Calculation For VTC

First run parametric analysis by spaning the input voltage over the dynamic range. Af-
terwords, using the calculator extract the comma separated value file for the output time
vs input voltage curve. Then apply the following matlab code that calculate the static lin-
earity error over tree different circuits like the fall, rise, and the new design methodology
circuits as in chapter 3.
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clear;

clc;

close all;

%% reading the data of fall circuit %% % % % % % % % % % % % % % % % % % % %o
fall=importdata’E:\TB-ADC\matlab\socc\tpw_f5.csv’);

%% reading the data of rise circuit %% % % % % % % % % % % % % % %o % % % % %
rise=importdataCE:\TB-ADC\matlab\socc\tpw_r5.csv’);

%% reading the data of diff circuit %% % % % % % % % % % % % % % % % % % % %
diff=importdataCE:\TB-ADC\matlab\socc\final2.csv’);

%% smoothing curves and getting linear relation %% % % % % % % % % % % % % %
n=1;

fall_approx=polyfit(fall(:,1),fall(:,2),n);
rise_approx=polyfit(rise(:,1),rise(:,2),n);
diff_approx=polyfit(diff(:,1),diff(:,2),n);
fall_approx_n=polyval(fall_approx,fall(:,1));
rise_approx_n=polyval(rise_approx,rise(:,1));
diff_approx_n=polyval(diff_approx,diff(:,1));

figure;

hold on;

plot(fall(:,1),fall(:,2),"+-.”);

plot(rise(:,1),rise(:,2),’m+");

plot(diff(:,1),diff(:,2),’k+-’);

plot(fall(:,1),fall_approx_n,’g’);

plot(rise(:,1),rise_approx_n,’k’);

plot(diff(:,1),diff_approx_n,’r’);

hold off; grid; xlabel(’ Vin in volts’);

ylabel(Ctpw in Sec’);

titleCpulse width Vs input Volt’);
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legend(’fall’,’rise’,’New methodology ’, fall approx’,’rise approx’,’ New methodology ap-
prox’);

%% Linearty error calculation %% % % % % % % % % % % % % % % % % % % % %o %o %o % % % % % %o
fall_error=((fall_approx_n-fall(:,2))./fall_approx(1))*100;
rise_error=((rise_approx_n-rise(:,2))./rise_approx(1))*100;
diff_error=((diff_approx_n-diff(:,2))./diff_approx(1))*100;
figure;

hold on;

plot(fall(:,1),smooth(fall_error));
plot(rise(:,1),smooth(rise_error),’k’);
plot(diff(:,1),smooth(diff_error),’r’);
plot(t,smooth(fall_error));

plot(t,smooth(rise_error),’k’);
plot(t,smooth(diff_error),’r’);

hold off;

grid;

xlabel(’Vin in volts’);

ylabel(Cerror in %’);

title(’linearity Vs input Volt’);

legend(’fall error’,’rise error’,’ New methodology error’);
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Appendix B
Second Appendix

B.1 Dynamic Effective Number Of Bits (ENOB)

The TB-ADC linearity can be calculating through calculating the ENOB. First, make
the input voltage source a sine wave generator as in figure B.1. Then, make an AC analyses
over a large number of input cycles, where the simulation period was 50us, the input
period was 1 us, and 20ns as a sampling clock.

Transient Response
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300
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Figure B.1: Input Signal (sine wave)
Then, a group of start and stop signals will appear as shown in figure B.2. Using

cadence calculator we can subtract each start signal from its corresponding stop signal as
in figure B.3 . Figure B.4is the resultant of the subtraction.
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Figure B.4 is the relation between the input sine wave and the output time, so it has to
be as close as possible form the input sine wave. Converting this output signal from time
domain to frequency domain will define the different frequency components. Using the
Fast Fourier Transform (FFT) from cadence calculator as shown in figure B.5, the differ-
ent frequency component can be calculated. Figure B.6 illustrate the different frequency
components. However, this figure does not illustrate all the frequency because of its scale;
so the scale is converted to dB scale to get all the information like in figure [].
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