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Summary:  

In this thesis, various metal-insulator-metal (MIM) capacitor-based differential 

Voltage-to-Time Converters (VTCs) including 2 novel proposed designs, which achieve 

a high performance at higher sampling frequency for a Software-Defined Radio (SDR) 

receiver at 65-nm CMOS technology, are presented and compared to their single-ended 

design. A study on tolerating the process-voltage-temperature (PVT) variations for the 

1st proposed design with proposing a dynamic calibration technique based on a set of 

large-sized capacitor-based voltage dividers circuits is presented. Post-layout simulation 

results are provided for both designs at 130-nm CMOS technology for low-frequency 

low-power implantable biomedical systems. 
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Abstract 

At scaled CMOS technologies, the time resolution of digital circuits is much better 

than the voltage resolution of analog circuits. Therefore, increasing the digital design 

percentage becomes more crucial especially at high frequencies. As a result, utilizing 

the Time-based Analog-to-Digital Converter (TADC) becomes one of the essential 

blocks in designing high-speed applications such as: Software-Defined Radio (SDR) 

and Ultra-Wide Band (UWB) receivers; and in designing high-accurate systems such 

as: biomedical, automotive and military application. It manifests lower power and area 

than conventional ADCs. TADC includes 2 main blocks: a Voltage-to-Time Converter 

(VTC) which converts the input voltage into a pulse delay, and a Time-to-Digital 

Converter (TDC) which converts the pulse delay into a digital word.  

In this thesis, various fully-differential VTCs including 2 novel proposed designs for 

SDR receiver, at 65-nm CMOS technology are presented and compared to their single-

ended design. The proposed designs are based on Metal-Insulator-Metal (MIM) 

capacitor to minimize the process-voltage-temperature (PVT) variations. The first 

proposed design is based on an enhanced methodology which achieves 12.8 bits 

effective-number-of-bits (ENOB), a 229 μm2 area and a 0.25 mW power. It operates at 

a 1 GS/s sampling frequency (FS) with a 1.2 V supply voltage. A study of the PVT 

variations which are tolerated by a calibration circuit is proposed. The second proposed 

design operates on a high sampling frequency of 8 GS/s with a 1 V supply voltage. It 

achieves 8.9 bits ENOB, a 742 μm2 area and a 1.6 mW power. These calculations are 

based on pre-layout simulation results on Cadence Spectre and MATLAB. 

Post-layout simulation results are also provided for both designs at 130-nm CMOS 

technology in biomedical applications such as implantable neural systems. The main 

target of these systems is to exhibit low power dissipation, operate on low sampling 

frequency and have a high resolution. The layout design using Calibre is maintained to 

achieve the minimum-distance approach in order to have a low-area design. The 

operating sampling frequency at this case is 10 MS/s. The dynamic calibration 

technique, which is based on a set of large-sized capacitor-based voltage dividers 

circuits, utilized as DC offset voltages to compensate the effect of the PVT variations 

on the circuit characteristics, is validated after the post-layout design of the 1st proposed 

design.  
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Chapter 1 : Introduction 

We live in a continuous analog prospective world. Our main aim is to fully 

understand the analog signals processing around us. Nowadays, the electronics industry 

evolution seeks to monitor, sense and control every single details around us. Starting 

from the mid of the 20th century till these moments, the exceptional advance of the digital 

signal processing domain directed the academia and the industry communities to shorten 

the gap between the continuous analog signals information and the discrete digital signals 

information. With utilizing cutting-edge technologies, we are about to make the digital 

signal become closer to reach the analog signals' information with a few number of noise, 

quantization and distortion errors. Consequently, designing various types of Analog-to-

Digital Converters (ADCs) is one of the major objectives to satisfy the consumer market 

needs. 

Due to the electronics revolution, a periodic demand, to provide more detailed digital 

representations of the analog signals, has been for designing and implementing faster 

ADCs. In 1987, the first ADC was designed with a sampling speed of 1 GS/s [1]. Then, 

this design has been followed by high-speed ADCs to be used in oscilloscopes. The 

technology used was bipolar transistor and it typically has consumed a power of more 

than 3 watts [2]. In large-scale operations, this power is much high regarding the 

Integrated Circuit (IC) heat management and the battery life. By the time of the end of 

20th century, new applications was emerged which required low-power and faster ADCs. 

This made us to think about new alternatives to evolve gradually the bipolar transistor 

technology.  

At the beginning of the 21st century, the Complementary Metal-Oxide 

Semiconductor (CMOS) high-speed ADCs revealed to the industry [3]. This was an 

indifferent shift in the industrial technology due to the much low power introduced by 

the MOSFETs than the bipolar transistors and its integration ease with the digital 

circuitry. The ADC based on CMOS technology has faced some challenges at the 

beginning (latch-up) [4], in which its appearance was delayed for a decade with the 

dependency of the bipolar technology based ADC. Then, the CMOS technology has 

dominated the ADC market once it was able to reach the aimed sampling rate. The 

industrial race has advanced to produce a wide variety of either low-power low-area high-

speed ADCs architecture on the count of ADC accuracy and vice versa. Thus, a new 

classification should be introduced to shorten this gap in order to present high-

performance ADCs with the lowest area and power. 

The major parameters in the ADC specifications [5] are resolution, sampling 

frequency, area and power. As each system has its own requirements with different 

critical parameters, various types of ADCs exist to satisfy these requirements. These 

systems; that need ADCs which have specific constraints on the major ADC parameters; 
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could be used in such applications as: Automotive, Software-defined Radio (SDR), 

biomedical systems, wireless communications, internet of things and sensors. For 

example, sensors sense, amplify and measure various physical quantities like speed, 

pressure, viscosity and flexibility. These quantities are analog signals and they need to 

be processed by Digital Signal Processing (DSP) circuits. Hence, sensors should impose 

restrictions on the dissipate power. This emphasizes the need of new low-power ADC 

category. 

The ADC is classified based on either the conversion type or the sampling rate [6]. 

At first, the conversion type classification consists of 2 kinds of conversions. The first 

conversion type is the traditional one which is called direct conversion. Whereas the 

analog applied voltage is converted to the digital code directly by an ADC. The second 

conversion type is the indirect conversion. Whereas the analog applied voltage is 

converted to an intermediate domain such as frequency or time, then this domain is 

converted to the digital code by VCO-based ADC or Time-based ADC (TADC), 

respectively. At second, the sampling rate classification consists of 2 main categories. 

The first category is oversampling ADCs such as: Sigma-Delta modulator; while the 

second category is Nyquist-rate ADCs such as: Flash ADC, pipelined ADC and 

Successive-Approximation Register ADC. 

1.1. Motivation 

Nowadays, the flow of scaling CMOS technology invades all industrial and 

scientific communities. This drift overcomes the main problems that face conventional 

Analog-to-Digital Converters (ADCs) [5]–[9] to satisfy the Software-Defined Radio 

(SDR) applications requirements. In fact, due to the capacity of demands, a single chip 

is intended to have several chains of transmitting and receiving blocks needed for 

different wireless standards that require from the ADC: a high sampling frequency and a 

wide dynamic range. This results in large power consumption that is not affordable by a 

wireless device. 

 

 

 

Figure 1.1: TADC architecture 

This induces applications such as SDR receivers to appear [10], and [11]. The SDR 

IC configures and controls the chain which is currently used, otherwise all chains are 

switched on. In SDR receiver, the received analog signal is applied to a wide-band ADC, 

followed by a real-time Digital Signal Processor (DSP). New ADCs are reconfigured 
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according to the SDR standard. This leads to think about new techniques of ADCs design 

that exhibit small area and low power dissipation. 

In deep sub-micron CMOS technology, technology scaling makes the ADC design 

more complex, as it reduces the supply voltage which degrades the signal swing 

(headroom level) and the signal-to-noise ratio (SNR). Besides, it has a few effects on the 

threshold voltage resulting in a complexity in the analog design prospective [6]. 

In high frequencies, the time resolution of digital signals is often greater than the 

voltage resolution of the analog signals. Consequently, the percentage of the digital part 

of the ADC system is increased using digital CMOS technology in order to: solve analog 

design problems, get the full use of the digital signal processing, reduce power and area 

consumption, have faster ADCs with higher performance and make the ADC move closer 

to the receiver signal input [5].   

In TADC, the analog signal amplitude is sampled and converted into a pulse in time-

domain by modulating edges of the reference signal, then the time-domain pulse is 

quantized into a digital output. The operation is performed using a Voltage-to-Time 

Converter (VTC) and a Time-to-Digital Converter (TDC) as shown in Figure 1.1. The 

VTC is referred to as either a Pulse Width Modulator (PWM) or Pulse Position Modulator 

(PPM), depending on whether the delay is applied to one or both input clock pulses edges 

[12]. The TDC circuit includes digital logic and counter circuits [9], [13]. 

Several VTC circuits have been introduced in the literature [6], [8]–[9], [12] and 

[14]–[15]. The basic core in the literature circuits is the current inverter, in which the 

applied input voltage (VIN) controls the fall time and makes the pulse width of the output 

inversely proportional to it. All previously published circuits are facing various 

limitations and design trade-offs between dynamic range, linearity and the ADC 

resolution. Also, they suffer from a limited sensitivity.  

Currently, the neuroscience research and electronic industry incredible growth has 

led to implementing remarkable applications in biomedical systems. One of these 

applications is the microsystems which can stimulate, record and enhance the activities 

of the neural brain. Consequently, it is applicable to eliminate and treat various 

neurological disorders such as: Parkinson diseases and Epilepsy. The implantable neural 

system is connected to the brain by some electrodes under the skull. It is fed by supply 

either wirelessly or by energy harvesting ways. One of the main metrics of designing an 

implantable neural systems is to produce a low power consumption in order to extend the 

battery life of these systems. As a result, the number of surgical operations (i.e. therapy 

operation) that aimed to replace only the battery could be minimized [16]. 

There are superior advantages in the differential design than that in the single-ended 

design. First, the common-mode noise is rejected. Second, the differential input offers 

doubling of the signal amplitude resulting in a 6-dB improvement in the SNR. Finally, 

the components of the even-order harmonic distortion caused by a single-ended VTC 

circuit non-linearity are suppressed. 
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Finally, by gathering all the advantages of the usage of scaled technology nodes, 

promising results in linearity, dynamic range (DR) and resolution are achieved at a 

reasonable expense of extra power/ area overheads.  

1.2. Thesis scope 

By using the CMOS technology node, this thesis focuses on proposing 2 novel 

VTC designs: 

1. The 1st proposed design is designing a fully-differential VTC architecture 

based on a modified VTC methodology to produce a higher dynamic range. 

This design is optimized with several techniques including proposing a 

calibration circuit to tolerate the process-voltage-temperature (PVT) 

variations. Moreover, a study on the PVT simulation results is introduced 

before and after adding the calibration circuit. 

2.  The 2nd proposed design is a differential high-speed VTC which could be 

sampled at a frequency of 8 GS/s. This design is also optimized to minimize 

the PVT variations. 

Simulation results of both designs have been illustrated for both 65-nm CMOS and 

130-nm CMOS technologies. The aim of proposing both designs in 65-nm CMOS is to 

show the maximum frequency that could be used in high-frequency applications such as 

SDR transceiver. On the other hand, the aim of proposing both designs in 130-nm CMOS 

is to show the minimum frequency that could be produced in low-frequency applications 

such as biomedical applications. The effective-number-of-bits (ENOB) is discussed to 

show the strength of each proposed design. Moreover, layout and post-layout simulations 

results have been introduced at the 130-nm CMOS technology.  

1.3. Thesis overview 

The rest of the thesis is organized as follows. In Chapter 2, the ADC functionality is 

introduced with defining the ADC sampling and quantization error. Moreover, a 

literature review of the state-of-the-art ADCs is presented from the prospective of both 

the conversion and the sampling types.  

In Chapter 3, several differential VTC circuits using TSMC 65 nm CMOS 

technology for SDR applications have been discussed and analyzed. Furthermore, these 

designs include 2 novel proposed design where they could operate on 2.5 GS/s an 8 GS/s, 

respectively, with higher ENOB and dynamic range. Furthermore, a study of the PVT 

variations with proposing a calibration circuit to tolerate them has been introduced for 

the 1st proposed design.  

Chapter 4 discusses the behavior of both produced designs in UMC 130 nm CMOS 

technology at lower sampling frequency in order to be used in biomedical applications. 

In additions, post-layout simulation results are introduced for both propose designs 
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including a check of the calibrated corner variation for the 1st proposed design with the 

calibration circuit. Chapter 5 reveals the thesis conclusion and shows the future work.  

Finally, Appendix A shows the transistors dimensions of all designs proposed by 

this thesis. While, Appendix B shows all steps needed using Virtuoso Analog Design 

Environment and MATLAB to simulate and validate the linearity check, circuit 

sensitivity, total harmonic distortion, power consumption, noise figure, effective number 

of bits and the PVT variations.   
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Chapter 2 : Literature Review 

2.1. Analog-to-Digital Converter 

Analog-to-Digital Converter (ADC) converts the continuous amplitude and time 

signal to a discrete time and amplitude digital code word. Each digital code word 

represents a combination of a specific sampled instance with its corresponding quantized 

amplitude known as a quantization error. The quantization error is reduced by increasing 

the ADC number of bits and the ADC resolution as well as decreasing the ADC circuit 

thermal noise and the ADC non-linearity and distortion. Figure 2.1 illustrates a 3-bit 

ADC sampling instance. A Digital-to-Analog Converter (DAC) carries out the opposite 

operation of the ADC, where it converts the applied digital code words into the 

corresponding analog level voltages [6]. 
 

 

 

Figure 2.1: A functionality of a 3-bit ADC 

2.1.1. Sampling 

ADC samples the analog input signal with a sampling frequency (FS) which should 

achieve the Nyquist-rate with a frequency larger than the double of the maximum 

frequency of an input signal spectrum. Figure 2.2 shows the spectrum of an input signal 

achieving the Nyquist-rate criterion, while Figure 2.3 shows the spectrum of an input 

signal which does not achieve the Nyquist-rate criterion.  

To be able to reconstruct an original analog input signal, a reconstruction low-pass 

filter is requested. So, it is easier to get back the original signal as long as it satisfies the 

Nyquist criterion. Hence, this filter design can be simply implemented in time and 

frequency domains. On the other hand, if the input signal spectrum does not achieve the 

Nyquist-rate criterion, the signal is not reconstructed correctly due to an aliasing 

occurring as in Figure 2.3. The aliasing represents frequency interference, where the 
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original signal needs another filter design than the low pass filter in order to be extracted 

[17].  

 

 

 

Figure 2.2: An input signal spectrum achieving the Nyquist-rate criterion 

 

 

 

 

Figure 2.3: An input signal spectrum not achieving the Nyquist-rate criterion 

 

 

 

2.1.2. Quantization 

Quantization process happens after sampling a continuous analog input range so as 

to translate the sampled signal into a stream of digital output code words as revealed in 

Figure 2.4. This process leads to a logical undesired main property which is the 
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quantization error [17]. The quantization error is defined as the difference between the 

quantized version of an original signal and this original signal itself. It always ranges 

from –0.5×LSB: +0.5×LSB as shown in Figure 2.5, where LSB is the Least Significant 

Bit. Using a high resolution ADC with a higher number of bits (N) could reduce this error 

as in equation (2.1). Where, VFS is the ADC full scale voltage. 
 

 

                                          𝐿𝑆𝐵 = (
𝑉𝐹𝑆

2𝑁 )                                                      (2.1) 

 

 

 

Figure 2.4: Original signal versus quantized signal 

 

 

 

Figure 2.5: Quantization error representation 

2.2. ADC types 

A various number of ADC architectures have been presented to achieve either higher 

sampling rates than 1GS/s or higher accuracy level than 8 bits or even both of them. 

These ADCs can be categorized as direct conversion ADCs or indirect conversion ones. 

Both could be implemented based on Nyquist formula where the ADCs input bandwidth 
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should be close to the Nyquist-rate which is a half of the sampling rate or based on the 

principle of oversampling where ADCs input signals with fundamental frequencies 

should be far below the sampling rate [4]. 

2.2.1. Direct conversion ADCs 

2.2.1.1. Nyquist-rate ADC 

2.2.1.1.1. Successive-Approximation ADC 

Successive-Approximation Register (SAR) ADCs have been one of the best energy 

efficient and accurate ADC architecture on the account of the sampling rate. Recent 

reduced-power SAR ADCs use switched-capacitor-based charge redistribution DACs 

[4]. The basic idea of the SAR ADC is based on the iterative method. Whereas the input 

signal (VIN) is modulated and provided to a comparator in the duration of the conversion 

process as shown in Figure 2.6. Then, the comparator output decides if the Digital-to-

Analog Converter (DAC) output is lower or higher than the sampled VIN in order to 

complete the first conversion step. As a result, the control digital logic uses the 

comparison result to set the register’s value to a midpoint representing a half of the full-

scale value. The register’s value is converted to an analog signal by the DAC.  
 

 

 

Figure 2.6: SAR architecture 

So, if the first conversion step result indicated by the comparator reveals that VIN is 

greater than the DAC output, the signal must lie after a 50% of the full scale value. In the 

second conversion step, the control digital logic sets the register to 75% of the full scale 

value (two ‘1’s followed by ’0’s which represent the remaining bits). In this way the 

ADC produces a closer approximation to the sampled VIN. After number of bits (N), the 

conversion is completed and the value stored in the digital register is the ADC output for 

the current sample. This process then repeats over and over for each new sample as shown 

in Figure 2.7. 
 

As each conversion process requires several steps, and a new conversion must not 

be started until the current one is completed, SAR ADCs literally operate at low clock 

frequencies. Such modifications done to the basic SAR ADC designs have allowed them 

to operate at higher sampling rates as 1.25GS/s [18]. These innovations include the use 

of comparators in parallel and asynchronous rather than clocked operation.  
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Figure 2.7: SAR algorithm 

 

2.2.1.1.2. Flash ADC 

Flash ADC can work at Giga-sample rate as it uses parallel processing in order to 

push the speed limits for a specific fabrication technology. Figure 2.8 shows a 3-bit flash 

ADC architecture, in which a resistive reference ladder provides 8 equally spaced 

reference voltages over the input span of the ADC. Each reference voltage is provided to 

its own comparator, along with VIN. The comparators decide to output a ‘0’ or ‘1’ signal 
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depending on whether VIN is lower or higher than the reference voltage. The result is a 

7-bit thermometer code where the bottom the code includes ‘1’s up to the VIN, followed 

by ‘0’s up to the top. A digital decoder block converts the 7-bit thermometer code into a 

3-bit digital code [5].  

 

Figure 2.8: Flash ADC architecture 

The main disadvantage of the flash ADC is that it becomes larger twice in area and 

power for every additional conversion bit [12]. In additions, the resistive ladder consumes 

a static power. Various modifications have been introduced to reduce the extra heads of 

area and power using dynamic comparators connected with banks of capacitors as built-

in offsets. On the other hand, these offsets should be calibrated from process-voltage-

temperature (PVT) variations. Also, folding architecture [12] could be used for flash 

ADCs to reduce the area and power requirements. Figure 2.9 shows a folded flash ADC 

with  a folding factor of 2. Hence, there is an additional comparator added to the standard 

area and power of the flash ADC for an additional conversion bit plus some analog 
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circuitry to perform the voltage addition. If VIN is greater than zero, the input is passed 

to the flash ADC as it is. In contrast, if VIN is less than zero, an additional value (Vamp) 

is added t o VIN. The final digital output includes the most significant bit (MSB) of the 

folding stage and the remaining bits of the flash ADC.  

 

 

 

Figure 2.9: Folded flash ADC architecture 

2.2.1.1.3. Pipelined ADC 

The pipeline ADC is based on the folding idea where it consists of several cascaded 

stages followed by a flash ADC as illustrated in Figure 2.10 and Figure 2.11. As a result, 

the pipeline ADCs is considered a midlevel between the SAR ADC and the flash ADC 

with respect to the ADC specifications. It neither quietly reaches the flash ADCs 

sampling speed nor reaches the SAR ADC number of bits. For each clock cycle, a new 

input signal enters the ADC first stage while the existing inputs move forward to the 

following stage in the chain. Unlike the SAR ADC, there are various inputs being 

processed inside the ADC. Hence, each clock cycle a new sample could be outputted 

from the final stage of the ADC. This means that pipeline ADCs achieves high 

throughputs. However, this means that there is latency between the time of an input signal 

entering the pipeline ADC and the time of presenting the corresponding digital output 

word [5].  

Each stage consists of a flash ADC (a comparator could be used for a simple 

representation of a 1-bit stage), a DAC block, a sample and hold block, an amplifier and 

a subtractor. The digital value presented from the flash ADC is converted back to an 

analog signal with the help of the DAC and subtracted from the original sampled input. 

This represents the quantization error of a pipeline ADC stage. The error is amplified and 

sent to the next stage. Recently, some modifications have been introduced to the CMOS 

pipeline ADC by combining the DAC, sample and hold, subtractor and amplifier to form 

a switched-capacitor circuit. This is known as a multiplying DAC.  

A time alignment block should be taken in our account to store the output of each 

digital stage and assemble it perfectly once the conversion is completed. Most pipeline 

ADCs are implemented with extra bits in each stage [19], in order to reduce the 

comparators accuracy requirements. In additions, in order to provide some overlaps 

among stages, 1.5 bit stages are utilized by using 2 comparators inside the flash ADC. 

Hence, the amplified quantization error is within the input range of the following stage 
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for any error of a sampled input signal close to its threshold occurs at the current stage. 

However, the linearity and gain errors in the DACs and amplifiers cannot be fixed by this 

correction strategy. Digital control logic is applied to correct the overall quantization 

error, once all stages outputs are presented.  
 

 

 

Figure 2.10: Pipeline ADC architecture 

 

 

 

Figure 2.11: Block diagram of a single stage of a pipeline ADC 

The pipeline ADC might be converted into an algorithmic or cyclic architecture, as 

shown in Figure 2.12, in order to decrease area and power consumption. This 

implementation uses a pipeline stage and a quantization voltage feedback through a 

switch to be processed by the same stage. The main drawback of the cyclic ADC is that 

it no longer takes the advantage of the pipelining speed. On the other hand, there is no 

issue in the data latency as a sample is processed per clock period. Moreover, it occupies 

a much smaller silicon area and consumes significantly less power. Furthermore, DAC, 

ADC and amplifier are only needed to be calibrated instead of calibration each stage 

components [17].  
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Figure 2.12: Cyclic ADC architecture 

2.2.1.1.4. Time-interleaved ADC 

Time-interleaved ADC is the fastest ADC that works on higher sampling rates. It 

consists of a number of M moderate-speed ADCs with a sampling rate of FS/M as shown 

in Figure 2.13. These sub-ADCs can utilize any architectural ADC including SAR, flash 

or pipeline [20]. The input is sampled at the full sampling rate FS and distributed to the 

sub-ADCs by the front-end sample and hold block. The M clock signals are generated 

with one phase-shifted frequency by the timing generation circuit. So, each sub-ADC 

converts an input sample every M periods of the full speed clock. In additions, these sub-

ADCs have their own sample and hold circuits running at M. The sub-ADCs outputs are 

combined into a single digital word running at the full sampling rate by a multiplexer.  

Consequently, the time-interleaving mechanism relaxes the speed requirements on 

the actual ADCs. However, time-interleaved ADCs suffer from offset and gain 

mismatches between the ADCs. As a result, calibration is highly recommended to tolerate 

these mismatches. In contrast, this could increase the system design complexity. Also, 

there is an additional power and area than single ADCs due to the additional overheads 

used as output multiplexing, calibration circuit and the clock generation circuit.  
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Figure 2.13: Time-interleaved ADC architecture 

2.2.1.2. Oversampling ADC 

2.2.1.2.1. Sigma-Delta Modulator 

Sigma-Delta (ΣΔ) ADC depends on the error feedback loop to achieve high 

resolutions as shown in time-domain representation in Figure 2.14 (a) and Figure 2.14 

(b). Equation (2.2) represents the final output form. Whereas VIN is converted to a digital 

output word DOUT with the help of a quantizer ADC block. The digital output is converter 

back into an analog signal VOUT using a DAC block. VOUT is subtracted from VIN to 

introduce the ADC quantization error signal Eq. This quantization error is subtracted 

again from the new input signal value to be converted and so on. If the input signal is 

oversampled than the rate of the sampling frequency, there will be a relatively difference 

between each consecutive input samples. Hence, the quantization error could be 

minimized as the current and the previous errors are so close in the magnitude. On the 

other hand, there should be a calibration technique to the noise-shaping scheme as the 

quantization noise low-frequency spectral components are transformed into higher 

frequency ones [7].  
 

 

  𝐷𝑂𝑈𝑇(𝑛 − 1) = 𝑉𝐼𝑁(𝑛 − 1) + 𝐸𝑞(𝑛) − 𝐸𝑞(𝑛 − 1)                           (2.2) 
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Figure 2.14: First-order ΣΔ ADC architecture. (a) error feedback model. (b) 

output feedback model. 

The feedback loop itself could reform the implementation of the ΣΔ ADC either 

from the error or from the output. The internal positive feedback loop of Figure 2.14 (b) 

formed with the delay element could be considered an analog integrator. The external 

negative feedback loop needs a summation block. For linearity, ΣΔ ADC configurations 

use a single-bit quantizer (a comparator) which needs a 1-bit feedback DAC. To reduce 

the feedback quantization error, Multi-bit quantizers are recently used to reduce. 

The oversampling ratio (OSR) represents how much the sampling rate is greater than 

the input frequency as in Equation (2.3). In additions, it reveals the signal-to-

quantization-and-noise ratio (SQNR) performance as in Equation (2. 4). As a result, the 

ΣΔ ADC resolution enhances if the OSR of a first-order ADC increases. Due to the first-

order ΣΔ ADC linearity limitations based on the DAC and the integrator blocks and the 

ADC resolution as in Equation (2.3), higher-order ΣΔ with a larger number of integrators 

ADCs are commonly used. They have an improved SQNR value as in Equation (2.5).  

For the second-order ΣΔ ADC as shown in Figure 2.15, the ADC resolution is improved 

by 2.5 bits. Also, Third and higher-order ΣΔ ADCs provides even better SQNR 

performance. In contrast, increasing the number of integrator could lead to an unstable 

system.  

 

 

                           𝑂𝑆𝑅 = (
𝐹𝑆

2×𝐹𝐼𝑁
)                                                  (2.3) 

  
 

             𝑆𝑄𝑁𝑅 = 6.02 × 𝑁 + 10 × 𝑙𝑜𝑔(𝑂𝑆𝑅) + 1.76                                      (2.4) 
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                     𝑆𝑄𝑁𝑅 = 6.02 × 𝑁 + 50 × 𝑙𝑜𝑔(𝑂𝑆𝑅) + 11.14                                    (2.5) 
 

 

 

Figure 2.15: Second-order ΣΔ ADC architecture 

2.2.2. Indirect conversion ADCs 

2.2.2.1. Nyquist-rate ADC 

2.2.2.1.1. Integrating-based ADC  

Integrating (single-slope) ADCs provides a ramping voltage with a slope 

proportional to the input signal, as shown in Figure 2.16. The single-slope ADC samples 

and holds the analog input signal with the help of the sample and hold block. Then, it 

discharges the output using the constant current (IREF) source. The comparator determines 

whether the ramping output reaches a fixed reference voltage (VREF) between the start 

and stop signals, once discharging the sample and hold output value is completed after a 

T discharging time. An output voltage-controlled delay is represented, once the start 

signal reaches the stop signal edge. The counter counts the number of clock cycles needed 

for reaching the stop signal edge [6]. 
 

 

 

Figure 2.16: Single-slope ADC architecture 

Although single-slope ADC consumes a small area and power and produces a high 

resolution, it modulates the input signal in a very low sampling rate as the ramping slope 

is so sensitive to the capacitor and resistor values. In additions, the counter timing clock 
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should be much faster than the sampling rate with a factor of 2N to be able to count the 

delay perfectly. So the dual-slope is not promising for Giga-sampling applications. 

The ADC accuracy and sampling rate could be enhanced further by decreasing the 

dependency on the resistor and the capacitor values. At first, the circuit ramp should be, 

for a fixed time, proportionally upwards to VIN. Then, this ramp should be proportionally 

downwards to VREF in order to make the ramp output reach the zero volts. In other words, 

the circuit ramp proportionally ends up to the ratio of VIN/VREF, so it is independent of 

the analog component (capacitor and resistor) values. This is known as a dual-slope ADC 

as shown in Figure 2.17.   

The dual-slope ADC consists of an integrator, a comparator, control logic, and a 

counter. At half of the clock cycle, VIN is integrated to provide the output voltage. Then, 

the switch converts from - VIN to VREF to start discharging the output voltage to reach the 

zero volts as illustrated in equation (2.6). Hence, the pulse width depends on VIN. Finally, 

the counter converts the time to digital code word. Instead of using the slow power-

hungry op-amp based of an integrating ADC, zero-crossing-based comparators are used 

to provide the output ramps in matters of power efficiency [21].  

 

                   𝑉𝑂𝑈𝑇 = (
𝑉𝐼𝑁×T

RC
) − (

𝑉𝑅𝐸𝐹×(T−t)

RC
)                                           (2.6) 

 

 

 

Figure 2.17: Dual-slope ADC architecture 

2.2.2.2. Oversampling ADC 

2.2.2.2.1. PWM-based ADC 

Pulse Width Modulation (PWM)-based ADC is one of the oldest time-based ADC. 

PWM-based ADC shown in Figure 2.18 modulates an analog input and produces a PWM 

output. This output is converted to a delay using a digital counter. This technique depend 

on converting the amplitude to pulse width. To enhance the linearity distorted by the 

produced PWM signal, it is preferable to sample the input signal with a factor of 8 times 

the Nyquist-rate [22]. 
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Figure 2.18: PWM based ADC architecture 

2.2.2.2.2. VTC-based ADC 

A Voltage-to-Time converter (VTC) circuit modulates the analog input voltage with 

respect to the sampling frequency and produces a series of delay pulses where each pulse 

is proportional to the sampled input. The produced signal including the stream of delayed 

pulses is expressed as pulse-position modulation (PPM) or pulse-width modulation 

(PWM) depending on either a pulse edge or both pulses edges are delayed, respectively. 

The resulting PWM pulse has a delayed edge so that the pulse gets narrower or wider 

depending on the input signal value. The PPM pulses have a constant width as both edges 

are delayed, although the entire PPM pulse is proportionally shifted to the input value. In 

other words, the VTC gets information from the voltage domain, where the signal value 

is proportional to the signal amplitude, and converts it to the time domain, where the 

resulting signal is proportional to the time period [12].  

To complete the functionality of the ADC, the output of the VTC is fed with a time-

to-digital converter (TDC), which converts the periods among pulse edges and converts 

them to digital code words [13]. Due to the digital circuitry, the TDC leverages the 

switching-speed of deep-submicron CMOS technology [8]. The VTC-based ADC 

architecture is shown in Figure 1.1. VTCs tend to exhibit 2 challenges: non-linearity and 

susceptibility to process-voltage-temperature (PVT) variations. A novel linearization 

technique a calibration model for several proposed designs are introduced in this thesis 

with to overcome the VTC issues. 

 

2.2.2.2.3. VCO-based ADC 

Voltage-controlled oscillator (VCO) based ADC modulates an analog input voltage 

to a frequency of a VCO. Then, it measures this frequency using various methods 

including sampling the output of a VCO with a fixed-frequency clock, counting the VCO 

clock cycles number in a set period or using a time-to-digital converter (TDC) [23].Post-

conversion look-up-tables or VCO linearization techniques should be maintained to 

adjust the VCO non-linearity. As the oscillator frequency should be much higher than 

the sampling rate, VCO-based ADCs are suited for low-sampling-rate applications so as 

to integrating ADC architectures.  
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2.3. Performance metrics 

2.3.1. ADC characteristics 

2.3.1.1. Gain Error 

An ideal ADC has a typical unity gain, so the full scale analog input voltage range 

maps to 2N digital code output organized in a uniform way [17]. Practically, the ADC 

gain slope is shifted from the unity slope as shown in Figure 2.19. Hence, the full scale 

input voltage range decreases if the ADC gain is greater than the unity one. As a result, 

most digital code output could not be obtained or exercised. In additions, the Least 

Significant Byte (LSB) length deviates than the ideal one as in equation (2.7). Where 

VFS, N and G are the full scale voltage, number of bits and the gain factor, respectively.  

 

     𝐿𝑆𝐵 = 𝐺 ×
𝑉𝐹𝑆

2𝑁−1
                                          (2.7) 

 
 

 

Figure 2.19: ADC gain error 

 

2.3.1.2. Offset Error 

The ADC offset error is the deviation between the ideal ADC characteristic line and 

the actual ADC characteristic line, as illustrated in Figure 2.20. The main reason of the 

ADC offset error is the mismatch between the operational amplifier terminals due to the 

component itself variations or the technology fabrication [4]. The ADC offset error 

results in transitions in the digital code words that occur at the analog input voltages. 
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Figure 2.20: ADC offset error 

 

2.3.1.3. Integral Non-Linearity 

The ADC integral non-linearity (INL) [5] is the deviation between the actual output 

of an ADC transfer function and the ideal straight line output of an ideal ADC transfer 

function as shown in Figure 2.21. Hence, INL typically measures the transitions of the 

ADC straight line. INL should be within the range ±0.5 LSBs, to have a linear ADC. INL 

could be measured as in equations (2.8) and (2.9).  Where C(n) and DNL are the actual 

digital code width of the word n and the differential non-linearity of an ADC transfer 

function. 

    

 

INL(m)  = ∑ (𝐷𝑁𝐿) 𝑚
𝑖=0                                                           (2.7) 

 

 

DNL(n)  =  
𝐶(𝑛)−1 𝐿𝑆𝐵

1 𝐿𝑆𝐵
                                                          (2.8) 
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Figure 2.21: ADC integral non-linearity 

 

2.3.1.4. Differential Non-Linearity 

The ADC DNL [22] is the deviation between an ideal code width and an actual width 

of a LSB as shown in Figure 2.22. It can be measured as in equations (2.7) and (2.8). If 

it exceeds the width of a LSB, the ADC output probably has some missing codes.  
 

 

 

Figure 2.22: ADC differential non-linearity 
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2.3.1.5. Missing Codes 

Missing codes is a result of the ADC design defects which result undesired skips of 

one or more of the ADC digital output codes as in Figure 2.23. They could affect the 

ADC linearity badly.  The main reasons of having some missing codes are having the 

maximum INL of an ADC becoming less than 0.5 LSB or having the maximum DNL of 

an ADC becoming less than 1 LSB [17].  
 

 

 

Figure 2.23: ADC missing code output 

2.3.2. VTC characteristics 

2.3.2.1. Linearity and Dynamic Range  

Due to the scaling down of emerging CMOS technology, the gate oxide thickness 

of a transistor decreases as well the supply voltage. As a result, the transistor region that 

has a linear operation reduces. Consequently, the utilized ADC input voltage signal swing 

is reduced. This means that the ADC dynamic range is loosely defined as the input 

amplitude range which is larger than the distortion and noise of the circuit itself. 

Therefore, this dynamic range suffers whether the noise and/ distortion are increased or 

the output signal swing is decreased [5]. 

To be able to get a perfect dynamic range that suits the VTC/ ADC circuit, an 

iteration technique is used to scan for this linear range. To have an acceptable linearity 

error (i.e. the maximum acceptable error value is 3% [6]), the input voltage, VIN, is swept 

in matters of delay to scan for the linear dynamic that achieves this acceptable error value 

in the delay-versus-VIN waveform. After estimating a linear line from the waveform, the 

linearity is checked on MATLAB for this range. After a number of iterations, the 3% 

acceptable error is reached. The linearity error check is based on curve fitting method, in 

which the difference should be measured between the ideal first-order fundamental 

coefficients that fit actual points that are produced from the Cadence schematic design 

and the fundamental coefficients of the actual linear equation [15].  
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2.3.2.2. Voltage sensitivity  

After getting the circuit dynamic range, the VTC voltage sensitivity could be 

calculated. Within the dynamic linear range, the first and last points are used to evaluate 

the slope between the delay on y-axis and VIN on x-axis [15]. A higher sensitivity means 

that the delay of the circuit is enhanced. Although the high sensitivity is preferred for a 

TDC block to be able to sense the delay changes over the linear range, the higher resulting 

delay affects the ADC conversion speed and stability.  

2.3.2.3. Maximum Sampling Frequency  

The VTC bandwidth is typically defined by the frequency range over which the VTC 

maintains its quoted resolution. The input signal bandwidth and sampling frequency are 

expressed by the Nyquist criterion. Hence, the sampling rate should be equals to at least 

the double of the input signal bandwidth. There are many applications require specific 

sampling rate ranges and resolution from the ADC circuit as a whole as illustrated in 

Table (2.1) [5].  
 

Table 2.1: ADC resolution and sampling rate for various applications 

Application 
Resolution 

(bits) 

Sampling rate 

(Hz) 

Sensors, Energy monitoring,  

Motor-control 
16 – 24 1 – 100 

Audio market 12 – 16 48k – 192k 

Data acquisition systems 12 – 18 500k – 5M 

Medical Imaging 10 – 16 5M– 200M 

Communication  10 – 14 30M– 100M 

Instrumentation 10 – 14 5M – 100M 

Consumer electronics 10 – 12 5M– 75M 

Digital Video 12 – 14 29M– 100M 

Software Defined Radio 12 – 14 125M – 500M 

Test & Measurement 

Direct RF Down conversion 

High-Speed Data 

Acquisition 

6 – 8 0.5G – 4G 

 

In fact, as increasing Fs than the operating one distorts the signal linearity, the 

dynamic range is reduced to keep the acceptable error below 3%. This procedure is 

permitted, as long as the effective number of bits (ENOB) is high. On the other hand, 

high-frequency applications have larger power dissipation (PD). This power is minimized 

by decreasing transistors’ size.  

2.3.2.4. Total Harmonic Distortion  

The Total Harmonic Distortion (THD) is one of the main metrics for quantifying the 

circuit linearity. THD is a measure of the ratio of the square root between all input signal 

harmonics root-mean-square (RMS) value (Vi,RMS) and the harmonically-related 

distortion component (the fundamental frequency VF,RMS). The THD is expressed in 

decibels as in equation (2.9). THD is calculated by replacing the DC Input Voltage with 

a sinusoidal waveform. 
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              𝑇𝐻𝐷 = 20 × log (√
∑ 𝑉𝑖,𝑅𝑀𝑆

𝑛
𝑖!=1

𝑉𝐹,𝑅𝑀𝑆
)                                      (2.9) 

 

  

2.3.2.5. Signal-to-noise-and-distortion ratio 

The signal-to-noise-and-distortion ratio (SNDR) is the ratio of the input signal RMS 

value (VI,RMS) to the sum of the RMS value all harmonics components (VD,RMS), except 

for the fundamental one, over a defined bandwidth adding to the overall RMS value of 

the circuit referred noise (VN,NRMS), but excluding the DC component. SNDR is usually 

expressed in decibels as in equation (2.10). The total SNDR value represents the 

harmonics and the noise of both the VTC and TDC circuits. To calculate the SNDR value, 

the output of the TDC circuit should be converted again into analog voltages using a 

digital-to-analog converter (DAC) in order to compare the resulting error value with the 

corresponding analog input of the VTC circuit [22]. 
 

 

          𝑆𝑁𝐷𝑅 = 20 ×  log (
𝑉𝑖,𝑅𝑀𝑆

𝑉𝐷,𝑅𝑀𝑆+ 𝑉𝑁,𝑅𝑀𝑆
)                               (2.10) 

2.3.2.6. Effective Number of Bits  

ENOB is considered the main metric that tests all different types of errors (including 

noise and distortion errors) that a VTC practically faces. The signal-to-noise-and-

distortion (SNDR) ratio should be measured at first in order to get the ENOB using 

equation (2.10) and (2.11).  

 

            𝐸𝑁𝑂𝐵 =  
𝑆𝑁𝐷𝑅−1.76

6.02
                                            (2.11) 

 

2.3.2.7. Resolution 

The ADC Resolution [22]is a measure of how the digital code word output 

represents the analog signal input accurately. It might be denoted as the smallest analog 

signal input change which results in a LSB change in the digital code word output. The 

ADC Resolution is expressed as the number of bits (N) of the digital output. Table 2.1 

presents the resolution of various applications. As the sampling frequency of a specific 

ADC increases, the ADC resolution decreases. In additions, the circuit non-linearity and 

noise affects the ADC resolution inversely. 

2.3.2.8. Noise  

Noise represents a random environmental fluctuation in any electrical signal [24]. 

Noise sources include thermal noise, cross talk, power supply noise, electromagnetic 

interference, flicker noise and clock jitter. Thermal noise is the main dominant noise 

parameter of a MOSFET transistor represented in equation (2.12). Whereas VN,TH is the 

RMS voltage due to thermal noise generated in a resistance (R) over a bandwidth (ΔF) 

in a room temperature (T). The thermal noise can be reduced by innovative circuit design 

techniques. In additions, cross talk can also be eliminated with some layout techniques. 
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Clock jitter and power supply noise are ADC external influences and significantly affect 

the ADC performance [24]. In fact, noise falls off steadily at low frequencies, due to the 

flicker noise effect. Then, a wide noise which appears over the frequencies represents the 

thermal noise. In fact, the total RMS noise should be less than a single step conversion 

of the ADC as in equation (2.1).  
 

 

        𝑉𝑁,𝑇𝐻 = √4 × 𝐾 × 𝑇 × 𝑅 × 𝛥 𝐹                                  (2.12) 

 

2.3.2.9. Area  

The area of a design inevitably occupies an area, when the design is laid out in a 

silicon-based technology. As area increases, the cost of the silicon grows proportionally. 

Moreover, within the technology, CMOS processes subject to defects. The density of 

these defects statistically affects larger circuits. As a result, decreasing area reduces cost 

and the probability of a failed circuit design due to defects.  

2.3.2.10. Power 

Minimizing circuit power dissipation is one of the main majors to any circuit design. 

In large VLSI systems where analog, mixed-signal and digital components are integrated 

together, the maximum power consumption is governed and stipulated by power supply 

restrictions (e.g. battery powered devices) and circuit reliability issues. As such, a power 

budget is allocated to a VTC. The power dissipation control is achieved with circuit 

design techniques and architectural selection [8].  

2.3.2.11. Figure-of-Merit  

R.H. Walden in [25] has discussed 2 approaches to calculate the Figure-of-Merit 

(FOM) to be able to compare among all VTC designs regarding their different technology 

node, circuit topology, resolution, operating sampling frequency, area and power 

consumption. These approaches are illustrated in equations (2.13) and (2.14), 

respectively. Where PD and FB are the dissipated power and the lower of either the 

Nyquist frequency or the effective resolution bandwidth. FOM1 describes how much the 

VTC has an efficient performance in terms of its higher dynamic range, higher sampling 

rate and lower power dissipation. While, FOM2 describes how much the VTC lacks in 

performance and its design is deficient in terms of its high power dissipation, lower 

ENOB and bandwidth. As a result, a better performance shows in a high FOM1 and a low 

FOM2. In general, the FOM represents the efficiency of using the power to increase the 

maximum frequency and/or the DR.  

 

 

    𝐹𝑂𝑀1 =  
  𝐹𝑆 × 𝐷𝑅2

 𝑃𝐷
                                                     (2.13) 

 

    𝐹𝑂𝑀2 =  
  𝑃𝐷

 (2𝐹𝐵) × 2𝐸𝑁𝑂𝐵                                                (2.14) 
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Chapter 3 : Novel Differential VTC circuits for High-

Speed SDR applications 

In this chapter, an introduction to the current starving VTC circuits is discussed. 

Then, the concept of basic differential VTC circuits will be discussed for a falling VTC 

circuit and a rising VTC circuit. Moreover, a differential architecture will be proposed 

for a high-resolution high-sensitive new design methodology and an enhanced one, 

respectively. Finally, a differential architecture for a high-speed VTC circuit is discussed. 

The proposed designs are eligible for the use in SDR applications due to their higher 

sampling rate and their higher accuracy. 

3.1. Introduction 

Currently, smartphones are considered multi-standard receivers. They include 

receiver chains to deal with their corresponding frequency once the signal availability is 

placed in the surroundings. These receivers' chains, as shown in Figure 3.1, include: 

GSM, WIFI, Bluetooth, CDMA, etc. The main challenging aspect for the smartphones is 

that once they are turned on, all receivers' chains work automatically to search on the 

signal availability. This consumes much power [5].  

 

 

Figure 3.1: Smartphone receiver chains. 
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Figure 3.2: Software defined radio receiver block diagram. 

 

The main advantage of the SDR receiver is that it can reconfigure and control the 

hardware to be suitable for dealing with the aimed technology (GSM, WIFI, CDMA, 

etc). Hence, there is a single used chain at a time instead of turning all other chains as in 

smartphones. Consequently, the SDR receiver integrated circuit consumes a much lower 

power and area. On the other hand, it should have a higher performance and resolution 

based on the toughest communication protocol requirements that can be built-in.  

Figure 3.2 shows the block diagram of an SDR receiver in which it consists of only 

one chain. The analog blocks in this receiver are considered the frontend antenna and the 

ADC/DAC [5]. While others are digital blocks. All blocks are controlled by the 

configuration and control layer. The main objective of the frontend antenna is to (1) 

receive any allowable frequency signals, (2) condition the desired signal for further DSP, 

and (3) do amplification to the required ADC level with lowering down the noise level 

to achieve a compatible dynamic range with ADC (which is limited by noise and 

interference).  

The digital baseband block does the job of the most analog blocks of Figure 3.1. It 

(1) rejects as many undesired signals as possible, (2) mixes the signal frequency 

translation digitally to comply with ADC sample rate limitations, (3) selects the aimed 

channel bandwidth, (4) amplifying variably the signals amplitudes, and finally (5) 

processes the received signals digitally. This means that all analog challenging problems 

are analyzed and become more feasible after processing them digitally with the help of 

the software tunable analog frontend. The digital baseband block has an impedance 

synthesizer subsystem to optimize the performance of the software tunable analog radio 

systems 

 Actually, SDR requirements of an ADC (small area and low power dissipation) are 

relaxed at deep sub-micron CMOS technology, as well as, with the use of a TADC 

technique. Operating on low CMOS technology nodes could produce smaller area and 

higher SNR. While, designing a TADC produces: (1) a higher time resolution, (2) more 

DSP flexibility, and (3) a reduced power and area consumption.  

By using the CMOS technology of the 65 nm node, this chapter focuses on 

proposing a new VTC design methodology and designing a fully-differential architecture 

with an on-chip calibration method to tolerate the process-voltage-temperature (PVT) 

variations node, this chapter focuses on proposing a new VTC design methodology and 
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designing a fully-differential architecture with an on-chip calibration method to tolerate 

the process-voltage-temperature (PVT) variations. 

In fact, the differential architecture enhances the VTC specifications. It enlarges the 

SNDR, ENOB, FOM1, sensitivity, dynamic range with some overheads in the consumed 

power, area and noise. Despite of these overheads, they could not be compared with 

respect to the much low area and power of the TADC technique.  

This chapter provides several novel VTC circuits based on the differential 

mechanism as shown in Figure 3.3 where the core of this mechanism is changed from 

proposed design to others. The applied input voltage of each VTC core equals to +VIN/2 

and -VIN/2, respectively. In additions, a square-pulse clock is provided for each core to 

sample the analog input signal as well as a DC input voltage. 

 

 

 

Figure 3.3: The differential VTC architecture 

 

The rest of Chapter 3 discusses some basic differential circuits as a starter where 

they are compared to their single-ended designs. These circuits are implemented using 

Taiwan Semiconductor Manufacturing Corporation (TSMC) 65-nm CMOS technology 

and their results have been tested using MATLAB. These designs are as following:  

1. A differential falling VTC circuit: It is a modified VTC circuit from the basic 

VTC circuit to have an enhanced linearity. In additions, it controls the falling 

delay time of the applied analog input voltage. 

2. A differential rising VTC circuit: It is a modified VTC circuit from the basic 

VTC circuit to have an enhanced linearity. In additions, it controls the rising 

delay time of the applied analog input voltage. 

3. A differential VTC methodology circuit: It is a novel VTC design that 

controls the falling and the rising delay times of the applied analog input 

voltage. It provides an ENOB of 10.7 bits. Besides, it has a higher dynamic 

range, SNDR and FOM at 2.5 GS/s operating sampling frequency. 

4. A modified differential VTC methodology circuit: It is the first proposed 

novel VTC design where a high-sized inverter is added to one of the 

previously mentioned design's core in order to produce a higher ENOB. The 

ENOB of this circuit is 12.8 bits at 1 GS/s operating sampling frequency. A 

study of the PVT variations is done for this design. A Metal-Insulator-Metal 
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(MIM) capacitor is used to minimize the PVT variations. Moreover, a 

calibration circuit is proposed to compensate these variations. 

5. A differential high-speed VTC circuit: It is the second proposed novel VTC 

design where it achieves an ENOB of 8.9 bits at 8 GS/s operating sampling 

frequency. 

3.2. Differential falling VTC circuit 

3.2.1. The differential falling VTC design 

The core of this differential design is a falling VTC circuit which controls the output 

falling edges. This results in a Pulse Position Modulation (PPM) VTC design. Figure 3.3 

shows the whole block diagram of the differential design, while Figure 3.4 shows the 

single core design. TF is the fall delay of the falling VTC circuit in which the Na2 

transistor width is increased for a high discharging rate of the load capacitor (CL). The 

falling circuit delay equation of each core is the difference in time between the falling 

edge of the design output and the rising edge of the clock. After measuring the delay of 

each core, the difference between them is the overall delay of the differential falling VTC 

circuit. 

This circuit is as same as the basic current-starved VTC circuit (i.e. it consists of 

Na2, Na3 and Pa1 transistors) with a simple modification as revealed in the Na1 

transistor of Figure 3.4. This transistor is used to add another path to flowing current to 

make the circuit be in the on-mode instead of the off-mode, in case of lower values of 

VIN/2. Furthermore, Na1 width should be much smaller than Na2 transistor. As a result, 

it has a higher resistance enough to make the current flow easier through Na2 which has 

a higher size. Consequently, the dynamic linear range increases. 

  

 

Figure 3.4: Circuit schematic of the core of a differential falling VTC circuit. 
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The clock controls Pa1 and Na3 transistors, while the analog input voltage controls 

Na2 transistor. At the steady state, the clock signal and the drain voltage of Na1 and Na2 

(VA) are at logic '0' (low signals), while transistors Pa1, Na1 and Na2 are in deep triode 

region and Na3 is in cut-off region. VA begins with 0 volts when the VCONST is not 

applied.  

 

 

Figure 3.5: VTC operation mode timing diagram. 

 

Once the clock signal rises up, Pa1 enters the cut-off region, while Na3 goes to the 

saturation mode. At this moment, the stored charge of CL passes through Na3 and makes 

VA increase rapidly. Afterwards, during the VA increase, Na1 and Na2 transistors leave 

the deep triode region and enter the saturation mode. As a result, the current flowing 

through Na3 is limited and equals to the current flowing through Na1 and Na2. This fixed 

current sets the gate-source voltage of Na3 to a constant value. Furthermore, the VTC 

output (VF) decreases linearly in a ramp-down shape at a constant rate equals to the total 

capacitance divided by the total current. VF is the inverted falling edge version from the 

clock rising edge.  

Due to the continuous decrease of VF, Na3 enters the triode mode if its drain-source 

voltage becomes less than its gate-source voltage subtracted from its threshold voltage. 

Hence, the Na3 gate-source voltage is no longer a constant value causing a voltage 

decrease to VA node. On the other hand, the current flowing through Na3 is still at its 

maximum value making the VF in the same linear ramp-down shape. 

Once the VA reaches the maximum value of either VIN - VTH2 or VCONST - VTH1, Na1 

and Na2 enter the triode mode. Where VTH1 and VTH2 are the threshold voltage of Na1 

and Na2, respectively. Hence the Na3 current decreases and the VF ramp is changed into 

a non-linear slope. Finally, VF and VA return to their steady state. The whole timing 

operation mode is shown in Figure 3.5. 
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3.2.2. Simulation results 

As mentioned in Section 2.3.2.1, iteration method has been done to achieve the 

highest linear range that could be provided from a VTC circuit with a linearity error of 3 

percent. The input voltage linear range of the differential VTC circuit is from 264 mV to 

264 mV (i.e. the dynamic range is 528 mV). The circuit sensitivity is 1 рs/mV. Area and 

the consumed power are: 0.83 µm2 and 19 µW. The applied input DC voltage is about 

600 mV, while the supply voltage is 1.2 V.  

Simulations have been carried out using an operating clock frequency of 250 MS/s, 

while the maximum sampling frequency (FS,MAX) that the circuit can achieve with 

keeping the linearity range high (i.e. higher than the linearity range of a VTC single-

ended design) is  4 GS/s. At operating on the 4 GS/s FS,MAX, the differential design has a 

dynamic range of 364 mV and a sensitivity of 0.5 рs/mV.  

The maximum power consumed at this high frequency is 259 µW. This consumed 

power could be considered a dynamic power of a CMOS circuit during the high 

frequency switching. FOM1 is the Figure-of-Merit stated in Section 2.3.2.11 which is 

defined by the maximum sampling frequency that a circuit can operate on, the input linear 

range and the dissipated power. It equals to 3.59×1012 and 2.05×1012 in case of a sampling 

frequency of 250 MS/s and 4 GS/s, respectively. Operating on a higher sampling 

frequency produces a higher power consumption. This decreases the FOM1 than that 

value produced at a 250 MS/s sampling frequency.  

The Total Harmonic Distortion (THD), as discussed in Section 2.3.2.4, equals to -

17.3 dB where the input frequency (FI) is chosen to satisfy the Nyquist criterion to be 

100 MS/s while the sampling frequency equals to 250 MS/s. The maximum THD which 

equals to -23.3 dB, is achieved at a 1.8 GS/s maximum allowed input frequency (FI,MAX) 

and a 4 GS/s sampling frequency. 

Figure 3.6(a), Figure 3.6(b) show the differential falling VTC design curve fitting of the 

input dynamic range and the check of the linearity error of at a 250 MS/s sampling 

frequency. Moreover, Figure 3.6(c), Figure 3.6(d) show also both of them at a 4 GS/s 

sampling frequency.  
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Figure 3.6: Differential falling VTC. (a) Linear range at FS = 250 MS/s. (b) 

Linearity error check at FS = 250 MS/s. (c) Linear range at FS,MAX = 4 GS/s. (d) 

Linearity error check at FS,MAX = 4 GS/s. 

 

Table 3.1: Performance comparison between the differential falling VTC circuit 

and its single-ended design @ 3% linearity error 

Parameter 
Differential 

Falling VTC 

Falling VTC 

of [26] 

FS,MAX (GS/s) 4 1.6  

VTC Area (µm2) 0.83 0.41  

DR @FS/FS,MAX (mV) 528/364 240/80 

Sensitivity (рs/mV) 1 0.6 

PD @FS/FS,MAX (µW) 19/259 10/- 

THD (dB)  @FI/FI,MAX -17.3/-23.3 -9.9/- 

FOM1 @FS/FS,MAX (×1012) 3.6/2 1/- 
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Table 3.1 compares at a 3% acceptable linearity error the specifications of the 

differential VTC design with the corresponding single-stage falling VTC design of [26]. 

The differential design has a higher dynamic range (DR), FOM1 and sensitivity. The 

higher sensitivity is provided due to the high delay produced by the differential design 

regarding the higher number of the used MOSFETS. On the other hand, the single-ended 

design has lower area and power consumption. Furthermore, the differential design can 

operate on a higher sampling frequency than the single-ended design due to the larger 

dynamic linearity range. 

Table 3.2 reveals, at a 3% acceptable linearity error, the design specifications of the 

differential falling VTC circuit corresponding to various sampling frequencies with their 

configured clock rise and fall times. The clock rise and fall times should be identical in 

order to have a symmetric design output. Moreover, they should in range of 1 % : 10 % 

from the overall clock sampling frequency in order to achieve the maximum dynamic 

range. The design has a higher dynamic linear range and FOM1, in additions to a lower 

consumed power at low frequencies. On the other hand, the higher sampling frequencies 

has a lower FOM1 due to the high consumed power. Operating on a clock frequency of 

5 GS/s is not recommended due to the few dynamic range that is provided by the circuit 

(i.e. less than the dynamic range that the single-ended design provides). 

 

Table 3.2: Performance comparison of the differential falling while sweeping the 

sampling frequency with a 3% linearity error. 

Clock Sampling 

Frequency (GS/s) 

Clock rise and 

fall times (pS) 

Dynamic 

Range (mV) 

Input Linear 

Range (mV) 
Power (µW) 

FOM1 

(×1012) 

0.25 40 528 -264 : 263 19 3.6 

1 10 526 -263 : 263 96 2.9 

4 2 364 -128 : 128 259 2 

5 2 170 -85 : 85 280 0.5 

 

3.3. Differential rising VTC circuit 

3.3.1. The differential rising VTC design 

This design is based on the complementary functionality of the falling VTC circuit. 

The core of this differential design is the rising VTC circuit which controls the output 

rising edges. Figure 3.7 shows the single core design with inverted clock pulses to ensure 

modulating the output rising edges. TR is the rise delay of the rising VTC circuit in which 

the width of Pb2 is greater than Pb3 for a high charging rate of the load capacitor. The 

PPM rising circuit delay equation of each core is the difference in time between the rising 

edge of the design output and the falling edge of the clock. After measuring the delay of 

each core, the difference between them is the overall delay of the differential rising VTC 

circuit shown in Figure 3.4. 
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Figure 3.7: Circuit schematic of the core of a differential rising VTC circuit. 

3.3.2. Simulation results 

 

The input voltage linear range of the differential rising VTC circuit is from -568 mV 

to 568 mV (i.e. the dynamic range is 1136 mV). As the node VF parasitic capacitances 

are so small compared to that of the differential falling design, this design has a higher 

dynamic range. Consequently, the circuit speed is so limited (i.e. FS,MAX is only 700 

MS/s). The circuit sensitivity is 2.7 рs/mV. Area and the consumed power are: 0.63 µm2 

and 15.7 µW. The DC voltage is 600 mV, while the supply voltage is 1.2 V. 

Simulations have been carried out using an operating clock frequency of 250 MS/s, 

while the maximum sampling frequency (FS,MAX) that the circuit can achieve with 

keeping the linearity range high is  0.7 GS/s. At operating on the 0.7 GS/s FS,MAX, the 

differential design has a dynamic range of 620 mV and a sensitivity of 1.7 рs/mV. The 

maximum power consumed at this high frequency is 37 µW. FOM1 equals to 20.5×1012 

and 7.2×1012 in case of a sampling frequency of 250 MS/s and 0.7 GS/s, respectively. 

THD equals to -18 dB at a 50 MS/s FI and a 250 MS/s FS, while it equals to -15.4 dB, is 

achieved at a 1.8 FI,MAX and a 400 MS/s FS. 

Table 3.3: Performance comparison between the differential rising VTC circuit 

and its single-ended design @ 3% linearity error 

Parameter 
Differential 

Rising VTC 

Rising VTC 

of [26] 

FS,MAX (GS/s) 0.7 0.3 

VTC Area (µm2) 0.63 0.32 

DR @FS/FS,MAX (mV) 1136/620 400/140 

Sensitivity (рs/mV) 2.7 2.5 

PD @FS/FS,MAX (µW) 16/37 9/- 

THD (dB)  @FI/FI,MAX -15.4/-18 -12.5/- 

FOM1 @FS/FS,MAX (×1012) 20.5/7.2 0.14/- 
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Figure 3.8: Differential rising VTC. (a) Linear range at FS = 250 MS/s. (b) 

Linearity error check at FS = 250 MS/s. (c) Linear range at FS,MAX = 0.7 GS/s. (d) 

Linearity error check at FS,MAX = 0.7 GS/s. 

Figure 3.8(a), Figure 3.8(b) show the differential rising VTC design curve fitting of 

the input dynamic range and the check of the linearity error of at a 250 MS/s sampling 

frequency. Moreover, Figure 3.8(c), Figure 3.8(d) show also both of them at a 0.7 GS/s 

sampling frequency. 

Table 3.3 compares at a 3% acceptable linearity error the specifications of the 

differential VTC design with the corresponding single-stage rising VTC design of [26]. 

The differential design has a higher dynamic range (DR), FOM1, sampling frequency and 

sensitivity, while the single-ended design has lower area and power consumption. 

3.4. Differential VTC methodology circuit 

3.4.1. The differential VTC methodology design 

The proposed differential architecture is modified as in Figure 3.9 where the clock 

of the second VTC core is inverted by a delay line. The single core of this differential 

design is a new design methodology which makes use of the falling circuit and the rising 
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circuit functionalities based on their complementary behavior in order to control both 

falling and rising output edges. This produces a higher dynamic input range than  

 

 

Figure 3.9: The differential methodology architecture. 

 

 

Figure 3.10: The VTC core of the differential methodology architecture. 

 

designing each VTC circuit (the falling VTC circuit or the rising VTC circuit) separately. 

Hence, this design is considered a Pulse Width Modulation (PWM) VTC where the single 

VTC circuit core is shown in. Figure 3.10. 

The pull-up block (the rising VTC circuit) has an inverted delayed clock using a 

delay line buffer based inverter as shown in Figure 3.9. An 11-cell inverter are used to 

define the buffer delay. This results in a high linear output as the output pulse equals to 

Δ + TR – TF. Where Δ is the buffer delay which should be high to have a positive delay 

after subtracting the value of TF so as to have a higher dynamic linear range; TF is the fall 

delay of the pull-down block (falling VTC circuit) which equals to 
𝑉𝐷𝐷 × 𝐶𝐿  

2 × 𝐼𝐹
 ; and TR is 

the rise delay of the pull-up block which equals to 
𝑉𝐷𝐷 × 𝐶𝐿  

2 × 𝐼𝑅
.  Where VDD, IF and IR are the 

supply voltage, the falling VTC output current and the rising VTC output current, 

respectively. 
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Figure 3.11: The XNOR circuit schematic. 

The XNOR gate, as illustrated in Figure 3.11, is used to get the difference between 

the rise delay and the fall delay and to produce the PWM VTC output which is the input 

to the TDC block. Actually, the XNOR gate is the bottleneck of this design to operate on 

higher frequencies. It is designed to work on very narrow pulses such as pulses with 100 

ps widths. This is implemented by enlarging transistors' sizes which results in overheads 

in area and power [23]. On the other hand, transmission gate transistors are used in the 

design of the XNOR gate so as to reduce the resulting overheads of the power and area. 

Consequently, the proposed design delay equation is expressed as the difference between 

the pulse-width delay of the 1st core output and the 2nd core output. An output inverter is 

used to sharpen and linearize the output. 

3.4.2. Simulation results 

The input voltage linear range of the differential VTC methodology circuit is from -

500 mV to 500 mV (i.e. the dynamic range is 1000 mV). The circuit sensitivity is 3.4 

рs/mV which is higher than the individual circuits (falling and rising VTC) due to the 

extra delay provided by this design. Area and the consumed power are: 310 µm2 and 159 

µW. The DC voltage is 600 mV, while the supply voltage is 1.2 V. 

Simulations have been carried out using an operating clock frequency of 250 MS/s, 

while the maximum sampling frequency (FS,MAX) that the circuit can achieve with 

keeping the linearity range high is  2.5 GS/s. At operating on the 2.5 GS/s FS,MAX, the 

differential design has a dynamic range of 462 mV and a sensitivity of 3.2 рs/mV. The 

maximum power consumed at this high frequency is 358 µW.  

The total output RMS noise voltage (VN,RMS) of the differential design and the 

single-ended design at mid-frequencies is 3.5 nV/√𝐻𝑧 and 2.4 nV/√𝐻𝑧, respectively. 

The proposed design shows a higher RMS noise due to the differential mechanism which 
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has a larger number of the circuit transistors. In fact, the total RMS noise should be less 

than a single step conversion of the ADC as in equation (2.1). Consequently, VN,RMS, at  

Table 3.4: Performance comparison between the differential VTC methodology 

circuit and its single-ended design @ 3% linearity error. 

Parameter 
Differential VTC 

Methodology 

Proposed design 

of [26] 

FS,MAX (GS/s) 2.5 0.7 

VTC Area (µm2) 310 140 

DR @FS/FS,MAX (mV) 1000/462 550/550 

Sensitivity (рs/mV) 3.4 2.1 

PD @FS/FS,MAX (µW) 159/358 62/- 

THD (dB)  @FI/FI,MAX -30/-33 -20/- 

SNDR (dB) @FI 66.3 48.9 

ENOB (bits) @FI 10.7 7.8 

FOM1 @FS/FS,MAX (×1012) 1.6/1.5 3.4/- 

FOM2 (fj/conversion) 0.04 - 

 

 

 

Figure 3.12: Differential VTC methodology. (a) Linear range at FS = 250 MS/s. (b) 

Linearity error check at FS = 250 MS/s. (c) Linear range at FS,MAX = 2.5 GS/s. (d) 

Linearity error check at FS,MAX = 2.5 GS/s. 
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a high sampling frequency such as 2.5 GS/s, equals to 0.17 mV. This implies the 

differential VTC methodology design to be capable of providing a 11-bit TADC (i.e. the 

ADC single step conversion equals to 0.29 mV) with a high value of the ENOB. 

THD equals to -30 dB at a 100 MS/s FI and a 250 MS/s FS. The maximum THD 

which equals to -33 dB, is achieved at a 1 GS/s FI,MAX and a 2.5 GS/s FS. FOM1 equals 

to 1.6×1012 and 1.5×1012 in case of a sampling frequency of 250 MS/s and 2.5 GS/s, 

respectively. The effective-number-of-bits (ENOB), the signal-to-noise-and-distortion 

ratio (SNDR) and the second formula of the figure-of-merit (FOM2) are measured for the 

differential methodology design at a 100 MS/s FI and they equal to 66.3 dB, 10.7 bits and 

0.04 fj/conversion. 

Figure 3.12(a), Figure 3.12(b) show the differential VTC methodology design curve 

fitting of the input dynamic range and the check of the linearity error of at a 250 MS/s 

sampling frequency. Moreover, Figure 3.12(c), Figure 3.12(d) show also both of them at 

a 2.5 GS/s sampling frequency.  

Table 3.4 compares at a 3% acceptable linearity error the specifications of the 

differential VTC design with the corresponding single-stage VTC design of [26]. The 

differential design has a higher dynamic range (DR), FOM1, sampling frequency and 

sensitivity, while the single-ended design has lower area and power consumption.  

Table 3.5 reveals, at a 3% acceptable linearity error, the design specifications of the 

differential VTC methodology circuit corresponding to various sampling frequencies 

with their configured clock rise and fall times. The design has a higher dynamic linear 

range and FOM1, in additions to a lower consumed power at 60 MS/s FS. On the other 

hand, the higher sampling frequencies has a lower FOM1 due to the high consumed 

power.  

 

Table 3.5: Performance comparison of the differential methodology while 

sweeping the sampling frequency with a 3% linearity error. 

Clock Sampling 

Frequency (MS/s) 

Clock rise and 

fall times (pS) 

Dynamic 

Range (mV) 

Input Linear 

Range (mV) 
Power (µW) 

FOM1 

(×1012) 

60 167 1056 -528 : 528 30 2.2 

100 100 1054 -527 : 527 80 1.4 

250 40 1000 -500 : 500 159 1.6 

1000 10 666 -333 : 333 258 1.7 

2500 2 462 -231 : 231 358 1.5 

 

3.5. Modified differential VTC methodology circuit 

3.5.1. The 1st differential VTC proposed design 

This design is a modified version from the previously mentioned design. It is 

considered the 1st proposed design by this thesis. The differential VTC methodology 

design is modified for the following reasons: 
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1. To make a good use from the methodology complementary behavior and 

have a further higher SNDR, ENOB and FOM2. 

2. To reduce the dependency on the process-voltage-temperature (PVT) 

variations that face all electronic circuits. 

A design enhancement in the delay line block of Figure 3.9 could overcome the 1st 

issue so as to provide an extra dynamic range and ENOB. The reason is the delay line 

buffer is one of the main parameters that affects the methodology output equation (Δ + 

TR – TF). The proposed design architecture, as portrayed in Figure 3.13, depends on a 

large-sized inverter to provide more linearized output.  

A single buffer based-inverter is better than a delay line based-inverter due to several 

reasons: the series inverter branch produces weaker and less current capable channel; the 

delay line produces a highly output resistance and capacitance due to the wiring and fan-

out effect; and a larger power consumption due to the dynamic power which comes from 

charging/discharging capacitances, the short circuit power due to delay-line transistors 

switching and the leakage power due to current flow when transistors are off. This could 

produces a not fully-amplitude inverted clock to the rising VTC circuit (pull-up block of 

Figure 3.10).  

To overcome the 2nd main issue, 2 more enhancements are presented. The 1st 

enhancement is to embed a metal-insulator-metal (MIM) capacitor instead of a MOSFET 

capacitor to the output nodes VF and VR of Figure 3.4 and Figure 3.7, respectively. The 

MIM capacitor includes 2 higher metal layers (i.e Metal 7 and Metal 8) to provide higher  
 

 

 

Figure 3.13: The proposed modified differential methodology architecture. 

 

density and linearity and smaller parasitic capacitances. Generally, it mostly minimizes 

the PVT variations that happen in the drain-source voltage (VDS) of a basic MOSFET 

capacitor especially at high frequencies. The main disadvantage of the MIMCAP is that 

it consumes a larger area as the field-oxide insulator is thicker than the gate-oxide of the 

MOSFET capacitor [27], [28]. 

The 2nd enhancement is to design a calibration circuit which compensates all effect 

of the PVT variations towards the VTC design specifications. The PVT variations effect 

reveal at the design dynamic range, where they produce some imperfections at the 

dynamic linear range illustrated with 3 % linearity error at typical conditions ( (typical 

speed nMOS corner - typical speed pMOS corner, 27 OC temperature and a 1.2 V nominal 
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supply voltage). Moreover, the design DC bias offset is shifted and makes the proposed 

design produce not the best design specifications [29]. As a result, the ENOB is a variable 

for each corner, temperature and supply voltage changes. The calibration circuit is 

discussed in-detail at Section 3.5.3. 

3.5.2. Simulation results 

The proposed design is optimized, in order to achieve a high linearity design. Also, 

A MATLAB algorithm has been developed to automatically tune all possible TDC delays  

 

 

 
 

 

 

Figure 3.14: The modified differential VTC methodology design. (a) Dynamic 

linear range (b) Linearity error check. 
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for optimum dynamic range and ENOB results. The supply voltage and the operating 

clock frequency with a 50% duty cycle are 1.2 V and 250 MS/s, respectively. Optimal 

bias conditions have been selected using a design optimization technique by which the 

largest linear range is achieved. The applied DC input voltage is 750 mV.  

Figure 3.14(a) and Figure 3.15(b) show the dynamic linear range of the proposed 

VTC design and the single-ended VTC core, respectively, at a sampling frequency (FS) 

of 250 MS/s and 1 GS/s. The proposed design linear range which has a range of -0.71 V: 

0.71 V is nearly a double of the linear range of the single ended design which has a range 

of -0.43 V: 0.43 V. Moreover, Figure 3.14(b) and Figure 3.15(b) reveal the linearity error 

check of both designs at 250 MS/s and 1 GS/s, respectively, to make sure that the 

nonlinearity error is within an acceptable error. The decreased linear range due to a 1 

GS/s FS is illustrated in Figure 14(a) and Figure 15(a). At low sampling frequencies (such 

as 10 MS/s), the consumed power of the proposed design reaches 9.2 µW, while the 

consumed power of the single ended design is 5.7 µW. 

The linearity slope represents the circuit sensitivity which equals to 0.1 рs/mV and 

0.09 рs/mV for the proposed design and the single-ended design, respectively. Although 

higher sensitivity is preferred for a TDC block to be able to sense the delay changes over 

the linear range, the higher resulting delay affects the ADC conversion speed and 

stability. The proposed design is able to tolerate this sensitivity with the help of its high 

linear range in order to make the TDC block sense the voltage changes perfectly. 

In case of FS of 250 MS/s and 1 GS/s, the input fundamental frequency (FIN) is 

chosen to equal to 100 MS/s and 400 MS/s, respectively, in order to achieve the Nyquist 

conditions criteria for the ADC [5]. The proposed design presents an improved linearity 

due to the differential mechanism with a THD of -31.1 dB and -37 dB, respectively, while 

the single-ended design presents a THD of -25.3 and -31.1 dB, respectively. 
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Figure 3.15: The single-ended VTC core. (a) Dynamic linear range (b) Linearity 

error check.  

The VN,RMS of the differential design and the single-ended design at mid-frequencies 

is the same as in Section 3.4.2 as the delay line design is not the main noise contribution 

of the whole circuit. VN,RMS equals to 5.5 × 10-5 V which could make the proposed design 

to be integrated with a 14-bit TADC. 

The proposed design presents a higher ENOB of 12.8 bits and 11.3 bits at 250 MS/s and 

1 GS/s FS, respectively, while the single-ended design presents an ENOB of 9.8 bits and 

5.7 bits for a FS of 250 MS/s and 1 GS/s, respectively. This is due to the higher linearity 

provided by the proposed design. 

Table 3.6: Performance comparison between the modified differential VTC 

methodology circuit and its single-ended design @ 3% linearity error. 

Parameter 
The 1st proposed 

VTC design 

Single-ended VTC 

design 

)GS/s( S,MAX/ FSF 0.25/ 1 0.25/ 1 

)GS/s( S,MAX/ FS@ F INF 0.1/ 0.4 0.1/ 0.4 

(V) S,MAX/ FSDR @ F 1.42/ 1.25 0.86/ 0.42 

Sensitivity (рs/mV) 0.1 0.09 

W)m( S,MAX/ FS@ F DP 0.25/ 0.48 0.12/ 0.24 

)12(×10 S,MAX/ FS@ F 1FOM 2.1/ 3.3 1.5/ 0.74 

J/conv.)f( S,MAX/ FS@ F 2FOM 0.07/ 0.4 0.27/ 9.2 

(dB) S,MAX/ FSTHD @ F -31.1/ -37 -25.3/ -31.1 

)√𝐻𝑧V/n( N,RMSV 3.5 2.4 

(bits) S,MAX/ FSENOB @ F 12.8/ 11.3 9.8/ 5.7 

(dB) S,MAX/ FSSNDR @ F 78.8/ 69.8 60.8/ 36.1 

without MIMCAP )2Area (μm 3 1.6 
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Table 3.6 compares all specifications, at a 3 % acceptable error, of the proposed 

VTC design and the corresponding single-ended VTC design. The proposed design 

shows a better dynamic range, sensitivity, FOM, ENOB and SNDR values than the 

single-ended design due to differential mechanism. In contrast, it consumes a higher area 

and power and exhibits a larger noise as well. 

3.5.3. PVT variations calibration 

The proposed calibration circuits of [29]–[34] illustrate various implementations to 

cancel the DC offset variations. These implementations consume much larger power and 

area. In this section, the PVT variations are tolerated by varying the input DC bias voltage 

(it is the VCONST of Na1 and Pb3 shown in Figure 3.4 and Figure 3.7, respectively) which 

has been produced by a simple architecture of low-power large-sized capacitor-based 

voltage divider circuits.  

 

 

 

Figure 3.16: The calibration circuit integrated with the proposed design. 

Figure 3.16 shows the basic architecture of the calibration circuit. A set of these 

calibration circuits is maintained to calibrate various combinations of each process, 

voltage and temperature change. To calibrate a specific variation, selection lines should 

be fed with the supply voltage to M1 transistor. These selection lines (AI) are provided 

from a control unit. M2 acts as a capacitor (MOSFET capacitor). Once a specific circuit 

is selected by AI, the current flowing through M2 is set due to charging the capacitor. 

The overall area of the set of these calibration circuits equals to 3.4457 μm2, while the 

maximum power consumed equals to 0.3 nW. This is considered smaller area and power 

compared to calibration circuits designs in [29]-[34]. The transistors sizes of each circuit 

of the set is optimized for each variation to be cancelled in order to increase the dynamic 

range and the ENOB to reach relatively their values in the TT state. As the circuit could 

also be affected by the PVT variation, the transistors sizes are maintained at the same 

conditions of variations that the circuit operates on.  
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3.5.3.1. Process variations 

Due to CMOS technology scaling, process variations are expected to worsen in 

future technologies. They are classified as die-to-die (global) and within-die (local) 

variations. They affect device parameters, resulting in fluctuations which change the 

dynamic range. The impact of the global variations is typically evaluated by corner 

simulations [35].   

The process variations main sources [36], [37] at the 65nm CMOS technology, that 

affect the device parameters, are: (1) random dopants which are decreased in the 

MOSFET depletion region and results in variations of device threshold voltage (VTH) 

which is proportional inversely to the square root of the transistor active area; and (2) 

channel length which impacts exponentially the VTH due to the drain-induced barrier 

lowering (DIBL) effect in short channel devices. These lead to variations on VTH or gate 

capacitance from the analog prospective and on gate delays or leakage currents from 

digital prospective. 

3.5.3.1.1. Before calibration 

Process corners (SS corner which represents slow-speed nMOS and pMOS and FF 

corner which represents fast-speed nMOS and pMOS) have been simulated and 

compared to the typical-speed nMOS and pMOS (TT) corner.  They represent the worst 

case process variations than the other process corners (FS and SF corners) [38]. Figure 

3.17(a) and Figure 3.18(a) show the effect of process variations on the dynamic range 

with 3% error of the proposed design and the single-ended design, respectively. While, 

Figure 3.17(b) and Figure 3.18(b) show the linearity error check for both designs, 

respectively. 

The proposed design shows that the FF corner achieves a 1.8 V dynamic range with 

an error of 2.3%. On the other hand, due to the high linearity errors that face the single-  
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Figure 3.17: The proposed differential VTC before calibration at worst-case 

corners variations. (a) Dynamic linear range (b) Linearity error check.   

ended design, operating on FF corner has a less dynamic range than the SS corner. Table 

3.7 shows all specifications at different corners for both designs, where the worst case 

ENOB before calibration of the proposed design is 9.9 bits at the SS corner. 

Table 3.7: Performance comparison before calibration between the proposed 

design and the single-ended design at different corners. 

The single-ended design This work 

Parameter 

FF SS TT FF SS TT 

0.42 0.54 0.86 1.8 1.1 1.42 Dynamic Range (V) 

0.77 0.77 0.77 0.75 0.75 0.75 DC Voltage (V) 

0.08 0.2 0.09 0.09 0.2 0.1 Sensitivity (рs/mV) 

3 3 3 2.3 3 3 Linearity Error (%) 

0.13 0.11 0.12 0.27 0.22 0.25 W)m( DP 

2.3 2.6 2.4 3.3 3.6 3.5 )√𝐻𝑧V/n( N,RMSV 

60.4 46.3 60.8 84.2 61.4 78.8 SNDR (dB) 

5.7 7.4 9.8 13.7 9.9 12.8 ENOB (bits) 

0.3 0.7 1.5 3 1.4 2.1 )12(×10 1FOM 

5 1.3 0.27 0.04 0.46 0.07 J/conv.)f(2 FOM 
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Figure 3.18: The single-ended VTC core before calibration at worst-case corners 

variations. (a) Dynamic linear range (b) Linearity error check. 

3.5.3.1.2. After calibration 

By adjusting the DC voltage of each corner case with keeping the linearity error 

being at 3 %, the proposed design performance of different corners is enhanced. Figure 

3.19(a), Figure 3.19(b), Figure 3.20(a) and Figure 3.20(b) illustrate these 

enhancements on the dynamic range and the corresponding linearity error check for 

both designs, respectively. Consequently, the proposed design SS corner by more than 
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60 %, the single-ended design operated on the worst case FF corner is improved by 

only 15 %. This emphasizes that the single-ended design needs other calibration 

techniques as discussed in [6]. Table 3.8 shows the calibration effect on all designs 

specifications. The calibration circuit consumes a 0.125 nW, 0.31 nW and 0.13 nW at 

TT, SS and FF corners, respectively. While the proposed design itself consumes 0.25 

nW, 0.22 nW and 0.27 nW at TT, SS and FF corners, respectively.  

 

 

 

 

Figure 3.19: The proposed differential VTC after calibration at worst-case corners 

variations. (a) Dynamic linear range (b) Linearity error check. 
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Table 3.8: Performance comparison after calibration between the proposed design 

and the single-ended design at different corners. 

The single-ended design 
This work with the calibration 

circuit 
Parameter 

FF SS TT FF SS TT 

0.48 0.7 0.86 1.82 1.88 1.42 Dynamic Range (V) 

0.95 0.85 0.77 0.74 0.55 0.75 DC Voltage (V) 

0.06 0.2 0.09 0.09 0.12 0.1 Sensitivity (рs/mV) 

3 3 3 3 3 3 Linearity Error (%) 

0.13 0.11 0.12 0.4 0.53 0.375 W)m( DP 

2.3 2.6 2.4 3.3 3.6 3.5 )√𝐻𝑧V/n( N,RMSV 

41.5 56 60.8 84.2 84.2 78.8 SNDR (dB) 

6.6 9 9.8 13.7 13.7 12.8 ENOB (bits) 

0.4 1.1 1.5 3.1 4 2.1 )12(×10 1FOM 

2.7 0.43 0.27 0.04 0.46 0.07 J/conv.)f(2 FOM 
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Figure 3.20: The single-ended VTC core after calibration at worst-case corners 

variations. (a) Dynamic linear range (b) Linearity error check. 

 

3.5.3.2. Voltage variations 

Supply voltage fluctuations are mainly caused by the current flow over the parasitic 

capacitance and resistance of the power grid. These variations change the current flowing 

through the circuit transistors resulting in a change of the transistors operation mode. 

Consequently, dynamic range is deviated from the nominal one. Voltage variations are 

minimized by using a voltage regulator or a band-gap circuit which also face a deviation 

in the original nominal supply voltage [35]. 

3.5.3.2.1. Before calibration 

The proposed design and the single-ended design performances are simulated at a 

supply voltage of 1.2 V, 1.1 V and 1.3 V, respectively. Figure 3.21(a), Figure 3.21(b), 

Figure 3.22(a) and Figure 3.22(b) demonstrate the dynamic range and the corresponding 

linearity error check for both designs, respectively. At 1.3 V supply voltage, the overdrive 

voltage of Na2 and Pb2 are increased due to the limitation of the parallel MOSFETs Na1 

and Pb3. This means that the VTH is increased enough to make the device operate on the 

off-mode. Consequently, dynamic range with a 3 % error is not obtained at this supply 

voltage for both designs [39]. On the other hand, at 1.1 V supply voltage, the impacted 

device has a lower VTH that makes the device not to operate on the off-mode based on 

VIN. Table 3.9 represents the supply voltage variations effect on all designs 

specifications. 
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Figure 3.21: The proposed differential VTC before calibration at voltage 

variations. (a) Dynamic linear range (b) Linearity error check. 
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Table 3.9: Performance comparison before calibration between the proposed 

design and the single-ended design at supply voltage variations. 

The single-ended design This work 

Parameter 

+10% 1.2V -10% +10% 1.2V -10% 

- 0.86 0.78 - 1.42 1.22 Dynamic Range (V) 

0.77 0.77 0.77 0.75 0.75 0.75 DC Voltage (V) 

- 0.09 0.16 - 0.1 0.2 Sensitivity (рs/mV) 

- 3 3 - 3 3 Linearity Error (%) 

0.14 0.12 0.1 0.28 0.25 0.21 W)m( DP 

2.39 2.4 3.2 3.3 3.5 4.4 )√𝐻𝑧V/n( N,RMSV 

 60.8 56.5 - 78.8 71 SNDR (dB) 

- 9.8 9.1 - 12.8 11.5 ENOB (bits) 

- 1.5 1.4 - 2.1 1.8 )12(×10 1FOM 

- 0.27 0.36 - 0.07 0.15 J/conv.)f(2 FOM 
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Figure 3.22: The single-ended VTC core before calibration at voltage variations. 

(a) Dynamic linear range (b) Linearity error check 

 

3.5.3.2.2. After calibration 

Adjusting the DC voltage of Na2 and Pb2 or Na1 and Pb3 is the practical solution 

instead of changing the circuit transistors size. Enhancements of the dynamic range and 

the linearity error for both designs are shown in Figure 3.23(a), Figure 3.23(b), Figure 

3.24(a) and Figure 3.24(b), respectively. Although the dynamic range at 1.3 V supply 
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Figure 3.23: The proposed differential VTC after calibration at voltage variations. 

(a) Dynamic linear range (b) Linearity error check. 

voltage is achieved after calibration with an enhancement of 100 %, it only gives an 

ENOB of 8.5 bits. As a result, other calibration techniques are needed to raise it up. Table 

3.10 represents all designs specifications under calibrated supply voltage variations. The 

calibration circuit consumes a 0.125 nW, 0.17 nW and 0.18 nW at 1.2 V, 1.1 V and 1.3 

V, respectively. While the proposed design consumes 0.25 nW, 0.21 nW and 0.3 nW at 

1.2 V, 1.1 V and 1.3 V, respectively. 
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Figure 3.24: The single-ended VTC core after calibration at voltage variations. (a) 

Dynamic linear range (b) Linearity error check. 

 

Table 3.10: Performance comparison after calibration between the proposed 

design and the single-ended design at supply voltage variations. 

The single-ended design 
This work with the 

calibration circuit 
Parameter 

+10% 1.2V -10% +10% 1.2V -10% 

0.24 0.86 0.8 0.66 1.42 1.4 Dynamic Range (V) 

1 0.77 0.78 1.03 0.75 0.85 DC Voltage (V) 

0.38 0.09 0.16 0.3 0.1 0.16 Sensitivity (рs/mV) 

3 3 3 3 3 2.9 Linearity Error (%) 

0.15 0.12 0.1 0.48 0.375 0.38 W)m( DP 

2.39 2.4 3.2 3.3 3.5 4.5 )√𝐻𝑧V/n( N,RMSV 

31.6 60.8 59 53 78.8 71 SNDR (dB) 

4.9 9.8 9.5 8.5 12.8 12.7 ENOB (bits) 

0.1 1.5 1.6 0.4 2.1 2.3 )12(×10 1FOM 

10 0.27 0.26 1.66 0.07 0.06 J/conv.)f(2 FOM 
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3.5.3.3. Temperature variations 

Environmental temperature fluctuations is responsible of major variations in die 

temperature. They have a direct effect to the flowing drain current that changes each 

MOSFET characteristics (i.e. VTH, carrier mobility and saturation velocity) and the 

nominal supply voltage as well. In fact, mobility variations are the dominant factor than 

the nominal supply voltage variations due to the temperature fluctuations. As a result, the 

circuit characteristics including linearity are changed [40]. 

3.5.3.3.1. Before calibration 

Figure 3.25(a), Figure 3.25(b), Figure 3.26(a) and Figure 3.26(b) show the dynamic 

range and the corresponding linearity error check for both designs at temperatures of -40 
OC, 27 OC (the typical operating temperature), 85 OC and 120 OC, respectively. An 

increase in temperature typically causes a circuit to slow down due to reduced carrier 

mobility and increased MOSFET current, interconnect resistance and gate overdrive 

variations. As a result, the dynamic range, SNDR, SNDR, FOM1 and FOM2 are 

enhanced, unlike SS corner, than that of the 27 OC at the expense of more power 

dissipation due to the increased flowing current. In contrast, a decrease in temperature 

causes a circuit to speed up. Unlike the FF corner, this decreases the dynamic range, 

SNDR, ENOB, FOM1 and FOM2 than that of the 27 OC with a decrease in the dissipated 

power. Table 3.11 represents all designs specifications under temperature variations. 
 

 

Table 3.11: Performance comparison before calibration between the proposed 

design and the single-ended design at temperature variations. 

The single-ended design This work 

Parameter 
O120 O85 O27 O40- O120 O85 O27 O40- 

0.71 0.78 0.86 0.81 1.54 1.49 1.42 1.32 Dynamic Range (V) 

0.77 0.77 0.77 0.77 0.75 0.75 0.75 0.75 DC Voltage (V) 

0.08 0.08 0.09 0.14 0.08 0.09 0.1 0.15 Sensitivity (рs/mV) 

3 2.9 3 3 3 3 3 3 Linearity Error (%) 

0.14 0.13 0.12 0.11 0.27 0.26 0.25 0.23 W)m( DP 

3 2.8 2.4 2.1 4.2 3.9 3.5 2.9 )√𝐻𝑧V/n( N,RMSV 

56 56.5 60.8 57.1 81.2 80 78.8 72.2 SNDR (dB) 

9 9.1 9.8 9.2 13.2 13 12.8 11.7 -ENOB (bits) 

0.9 1.2 1.5 1.49 2.2 2.1 2.1 1.9 )12(×10 1FOM 

0.5 0.47 0.27 0.37 0.05 0.06 0.07 0.14 J/conv.)f(2 FOM 
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Figure 3.25: The proposed differential VTC before calibration at temperature 

variations. (a) Dynamic linear range (b) Linearity error check. 
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Figure 3.26: The single-ended VTC core before calibration at temperature 

variations. (a) Dynamic linear range (b) Linearity error check. 
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3.5.3.3.2. After calibration 

Figure 3.27(a), Figure 3.27(b), Figure 3.28(a) and Figure 3.28(b) show the dynamic 

range and the corresponding linearity error check for both designs at various temperatures 

after calibration, respectively. The calibrated DC voltage improves the proposed design 

operated on the worst case temperature -40 OC by more than 13 %. Due to this 

enhancement, the proposed design achieves an ENOB at -40 OC of 13.2 bits which is 

higher than that of the typical conditions. Table 3.12 represents all designs specifications 

after calibration under temperature variations. The calibration circuit consumes a 0.19 

nW, 0.18 nW, 0.17 nW and 0.16 nW at -40 OC, 27 OC, 85 OC and 120 OC, respectively. 

While the design itself consumes 0.23 nW, 0.25 nW, 0.26 nW and 0.27 nW at -40 OC, 27  

OC, 85 OC and 120 OC respectively. 

 

 

Table 3.12: Performance comparison after calibration between the proposed 

design and the single-ended design at temperature variations. 

The single-ended design 
This work with the calibration 

circuit 
Parameter 

120O 85O 27O -40O 120O 85O 27O -40O 

0.85 0.86 0.86 0.84 1.64 1.58 1.42 1.5 
Dynamic Range 

(V) 

0.71 0.74 0.77 0.78 0.79 0.8 0.75 0.82 DC Voltage (V) 

0.08 0.08 0.09 0.14 0.08 0.08 0.1 0.15 
Sensitivity 

(рs/mV) 

3 3 3 3 3 3 3 3 Linearity Error (%) 

0.14 0.13 0.12 0.11 0.43 0.43 0.43 0.42 PD (mW) 

3 2.8 2.4 2.1 4.2 3.9 3.5 2.9 VN,RMS (nV/√𝐻𝑧) 

60.2 60.8 60.8 59.6 82.4 83 78.8 81.2 SNDR (dB) 

9.7 9.8 9.8 9.6 13.4 13.5 12.8 13.2 ENOB (bits) 

1.3 1.4 1.5 1.6 2.49 2.4 2.1 2.5 FOM1 (×1012) 

0.34 0.29 0.27 0.28 0.05 0.04 0.07 0.05 FOM2 (fJ/conv.) 
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Figure 3.27: The proposed differential VTC after calibration at temperature 

variations. (a) Dynamic linear range (b) Linearity error check. 
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Figure 3.28: The single-ended VTC core after calibration at temperature 

variations. (a) Dynamic linear range (b) Linearity error check. 
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3.5.4. MIMCAP-based design Versus MOSCAP-based design 

Simulation results have also been done to MIM-capacitor and MOSFET-capacitor 

based designs. The MIM-capacitor based design shows better results with 10% 

enhancements than the MOSFET-capacitor (MOSCAP) based design for tolerating PVT 

variations as shown in Table 3.13. This table illustrates the variations effect on the 

proposed design linearity error and power at a 1.42 mV dynamic range and a 0.75 mV 

DC bias voltage (VCONST). Both capacitors equal to 155.4 FF. Although using a 

MIMCAP decreases the PVT variations it also gives more linearization to the design at 

the expense of the consumed power and area. Hence, it is considered in the proposed 

design even if the calibration circuits eliminate all the PVT variations.    

 

Table 3.13: Performance comparison between the proposed design with a 

MIMCAP and a MOSCAP at a fixed dynamic range and DC bias voltage. 

Variations 
MIMCAP based  MOSCAP based  

Error (%) Power (mW) Error (%) Power (mW) 

TT state 2.7 0.25 3  0.245 

SS corner 4 0.22 5.5 0.216 

FF corner 1.2 0.27 1.4  0.266 

1.1 V 3.5 0.21 6.3 0.124 

1.3 V 7 0.284 10.2 0.23 

CO40 - 3.3 0.23 3.8  0.226 

CO 85 2.8 0.261 4  0.21 

CO120  2.5 0.272 4.3  0.2 

 

3.6. Differential high-speed VTC circuit 

3.6.1. The 2nd differential VTC proposed design 

This design is considered the 2nd proposed design by this thesis, where its main 

objective is to achieve the VTC functionality at higher sampling frequencies. The 

proposed architecture is as the same as Figure 3.15 in which, the 1st core converts the 

+VIN/2 value into a delay-difference variable (∆T2), while the 2nd core converts the -VIN/2 

value into a delay-difference variable (∆T1). These delays are measured between the 

rising edge of a reference clock (ΦCLK) which samples the input voltage and the rising 

edge of the core output. The delay equation of the 2nd proposed design (∆T0) is the 

difference between both delay variables (∆T2 and ∆T1). Figure 3.29 shows the single 

VTC core circuit schematic of the 2nd proposed design. 

 When ΦCLK changes to logic '0', M6 transistor resets the capacitor stored voltage. 

The capacitor is a MIMCAP-type to produce smaller parasitic capacitances, linearize the 

output signal and minimize the high frequencies PVT variations. M1-M3 transistors are 

a Wilson current mirror [41], where they feed the capacitor with the proper current 
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generated by M20 through the transmission gate switch, formed by transistors M4 and 

M5, when ΦCLK changes to logic '1'. At this state, the VTC core output remains at logic 

'0'. To minimize the gate-source voltage variations due to the current sensitivity, M2 

 

 

Figure 3.29: Circuit schematic of the core of the differential high-speed VTC 

design. 

transistor should have a higher gate voltage. M7-M13 transistors construct a current-

steering amplifier to sense the voltage difference between the capacitor voltage (VA) and 

the (VIN). If VA voltage reaches the aimed VIN voltage, the VTC core output turns into 

logic '1' with the help of M14-M17 transistors, the latching circuit, to make the correct 

logic decision and the linear range is maintained. To highly sharpen and linearize the 

dynamic range, M18-M19 transistors are used which act as an output inverter.  

3.6.2. Simulation results 

The supply voltage of this design is 1 V. The applied DC voltage for the proposed 

differential design is 0.5 V. The operating clock frequency which has a 50 % duty cycle, 

is 8 GS/s. A 167 fF MIMCAP is utilized. Figure 3.30(a) and Figure 3.30(b) show the 

linear range of the 2nd proposed differential VTC design and its single-ended design, 

respectively, where the linear range is clearly enhanced at the proposed design. Figure 

3.31(a) and Figure 3.31(b) show the linearity error of both designs which is not exceed 3 

%, respectively. 

Table 3.16 shows all specifications of both designs at an 8 GS/s FS. It illustrates that 

the proposed design has a better dynamic range, sensitivity and FOM at the expense of 

the area, power dissipation and the RMS noise than the single-ended design. 
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Figure 3.30: Curve fitting of the linear range using MATLAB. (a) The 2nd 

proposed differential VTC design. (b) The single-ended design.  

 

 

 

Figure 3.31: Linearity error check of the linear range using MATLAB. (a) The 2nd 

proposed differential VTC design. (b) The single-ended VTC design.  
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Table 3.14: Performance comparison between the differential high-speed VTC 

circuit and its single-ended design @ 3% linearity error 

Parameter 
The 2nd proposed 

design 

The single-ended 

VTC design 

Input range (V) -0.28: +0.28 -0.19: +0.19 

DR (mV) 560 380 

Sensitivity (рs/mV) 0.9 0.3 

PD (mW) 1.6 0.8 

FOM1 (×1012) 1.6 1.3 

FOM2 (fJ/conv.) 0.2 1 

VN,RMS (nV/√𝐻𝑧) 14.5 10.2 

ENOB (bits) 8.9 5.7 

SNDR (dB) 55.4 36.1 

Area (μm2)  742 360 

 

The major contributing noise parameters of the 2nd proposed design are the current 

flow of the latching circuit, output inverter and the steering amplifier of each VTC core 

circuit with a percentage of 26 %, 32 % and 41 %, respectively. VN,RMS  equals to 1.3 mV  

at a 8 GS/s FS, which makes this design be integrated with a 9-bit TDC. The area of this 

design is 742 µm2 which includes on top of it the MIMCAP area which equals to 156 

µm2. The ENOB equals to 8.9 bits for a 3.5 GS/s FIN.  

Table 3.15 and 3.16 show the VTC specification of both the single-ended high-speed 

VTC and the 2nd proposed design, respectively, at various sampling frequencies. In each 

sampling frequency, the DC bias input voltage is optimized to achieve higher FOM1 and 

higher dynamic range.  
 

Table 3.15: Performance comparison of the single-ended high-speed VTC while 

sweeping the sampling frequency. 

FS 

(GS/s) 

Clock TR 

and TF (pS) 

Linearity 

Error (%) 
DR (mV) 

VDC 

(mV) 
VIN (mV) 

Power 

(mW) 

FOM1 

(×1012) 

0.1 1000 2 330 549 -165 : 528 0.9 0.01 

1 100 3 342 600 -171 : 171 0.7 0.2 

5 10 2.8 312 665 -156 : 156 0.9 0.5 

8 2.5 3 372 546 -186 : 186 0.9 1.3 

 

Table 3.16: Performance comparison of the differential high-speed VTC while 

sweeping the sampling frequency. 

FS 

(GS/s) 

Clock TR 

and TF (pS) 

Linearity 

Error (%) 
DR (mV) 

VDC 

(mV) 
VIN (mV) 

Power 

(mW) 

FOM1 

(×1012) 

0.1 1000 3 944 562 -472 : 472 1.8 0.1 

1 100 3 1070 500 -535 : 535 1.4 0.8 

5 10 3 702 711 -351 : 351 1.8 1.4 

8 2.5 3 560 500 -280 : 280 1.6 1.6 
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Chapter 4 : Differential VTC Circuits for High-Accuracy 

Biomedical Applications. 

4.1. Introduction 

There are a lot of challenges that face the design of a recording neural system such 

as: designing a way for recording any neurological signal (i.e. an implantable electrode) 

[16], outputting the recorded signals in order to analyze them and inject other signals as 

a feedback to cure the disordered signals, and producing a much low power consumption. 

The 1st block needed in designing an implantable neural system is a low-noise 

amplifier (LNA) to magnify microvolt bio-potential signals to a higher level as well as 

eliminating the noise signal that is spread on a wide-band of frequencies. The LNA block 

should eliminate the electrode interface DC offset without affecting the real signal.  

A low-power low-frequency less-area ADC is needed to simplify analyzing the 

neurological signals. The ADC should have a high ENOB as several neurological signals 

operate on near low-band frequencies with near amplitudes. Hence, the ADC should be 

precise in generating the corresponding digital neurological signal for early and accurate 

seizure detection. Consequently, the TADC could fulfil all the biomedical applications 

requirements as it provides a low-power less-area design with high performance. 

In this chapter, both proposed designs at chapter 3 (modified differential VTC 

methodology circuit and the differential high-speed VTC circuit) have been introduced 

at 130-nm CMOS with a 10 MS/s sampling frequency. A general scaling technique is 

used to migrate the transistors' size from the 65-nm CMOS platform to the 130-nm 

CMOS platform. The main advantages of the general scaling is that it does not lead to 

extreme fields and heat such as constant voltage scaling technique and it does not produce 

a high loss of noise margin such as full scaling technique.  

The rest of Chapter 4 discusses the migration of both proposed designs at UMC 130-

nm CMOS technology. Moreover, layout and post-layout simulation results have been 

illustrated and tested using Calibre and MATLAB. Post-layout simulation results are the 

steps after: (1) implementing the design layout, (2) applying the Design-Rule Check 

(DRC), (3) applying the Layout-Versus-Schematic (LVS) check, and (4) applying the 

Parasitic-Extractions (PEX) [42].  
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4.2. Modified differential VTC methodology circuit at 130-

nm CMOS 

4.2.1. Post-layout results without the calibration circuit 

The 1st proposed design is optimized to have the maximum allowed linear range with 

a DC bias voltage of 0.6 V, while the single-ended core is implemented to show the 

strength of the proposed design which is biased with a DC bias voltage of 0.69 V. This 

section illustrates the post-layout simulation results at typical conditions before adding 

the calibration circuit. Figure 4.1 shows the layout of the 1st proposed VTC circuit using 

Calibre. The proposed layout ensures the minimum-space among all used transistors and 

wires connections. The area of this design equals to 30.28 × 15.125 µm2, while it equals  

 

 

Figure 4.1: Layout of the 1st proposed VTC design. 

Table 4.1: Post-layout performance comparison between the 1st proposed design 

and its single-ended VTC circuit at 3 % linearity error. 

Parameter 
The 1st proposed VTC 

design 

Single-ended VTC 

Methodology 

Linear range (mV) -460 : 460 -232 : 232 

DC bias (mV) 600 690 

VTC Area (µm2) 458 228.8 

DR (mV) 920 470 

Sensitivity (рs/mV) 2.31 2.29 

VN,RMS (nV/√𝐻𝑧) 692 1.7 

PD (µW) 11.3 6.3 

FOM1 (×1012) 0.75 0.35 
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to 15.13 × 15.125 µm2 for the single-ended VTC methodology design. 

 

 

Figure 4.2: The post-layout linear range of the 1st proposed VTC design at 3 % 

linearity error. 

 

 

 Figure 4.3: The post-layout linear range with the DC bias of the single-core of the 

1st proposed VTC design at 3 % linearity error. 
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Table 4.1 illustrates the post-layout simulation results of both the 1st proposed VTC 

design and its single-ended design. Although transistors sizes are migrated to 130-nm 

CMOS which maximizes the dissipated power due to the larger flowing current through 

transistors, operating on a low frequency (10 MS/s FS) is the prior to minimize the overall  

 

 

Figure 4.4: The post-layout linearity error check of the 1st proposed VTC design. 

 

 

Figure 4.5: The post-layout linearity error check of the single-core of the 1st 

proposed VTC design. 
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power consumption. The added parasitic resistances and capacitances, as a result from 

running the PEX to the proposed layout, imply a larger circuit sensitivity value where the 

proposed design output delay gets increased. Moreover, the VN,RMS value of the proposed 

design is maximized due to the PEX effect. 

Figure 4.2 and Figure 4.3 show the linear range at 3 % linearity error for both the 1st 

proposed VTC design and its single-ended design, respectively. Whereas, Figure 4.4 and 

Figure 4.5 show the linearity error check for both designs, respectively. The proposed 

design has a higher DR of 920 mV due to the differential architecture. FOM1 of the 1st 

proposed design equals to 0.75 × 1012. This value is less than the FOM1 derived from 

Table 3.6 for the same design implemented at 65-nm CMOS technology node due to the 

design's low sampling frequency. Noise simulations have been simulated at post-layout 

over the frequencies for both the 1st proposed design and the single-ended design at TT 

corner. At very low frequencies (mille hertz), the noise falls down due to the flicker noise 

effect. Then, it becomes flat due to the thermal noise.  

 Figure 4.6 and Figure 4.7 show the linear range and the linearity error check, 

respectively, of the 1st proposed VTC design at SS corner before adding the calibration 

circuit. The SS corner affects the dynamic range badly. Hence, the dynamic range should 

be decreased to keep the linearity error as lower as we can. This input range at 3% 

linearity error is from -0.34 V: 0.34 V (i.e. the dynamic range equals to 0.68 V).  Actually, 

it needs to be tolerated to enhance the VTC specifications. 

  

 

Figure 4.6: Dynamic range of the 1st proposed differential VTC at SS corner 

before calibration at 3% linearity error. 
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Figure 4.7: Linearity error check of the 1st proposed differential VTC at SS corner 

before calibration. 

 

 

Figure 4.8: Linearity error check of the 1st proposed differential VTC at FF 

corner. 
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Figure 4.9: Linearity error check of the 1st proposed differential VTC at FF 

corner. 

 

On the other hand, Figure 4.8 and Figure 4.9 show the linear range and the linearity 

error check, respectively, of the 1st proposed VTC design at FF. Due to increasing the 

electrons' speed of pMOS and nMOS devices, The FF corner enhances the VTC 

specifications with the expense of extra heads on the power consumption and with less 

circuit sensitivity. The consumed power increased due to the high electrons' mobility 

which produces high flowing current. While, the sensitivity is decreased due to the 

produced lower delay in the circuit design due to the electrons' speed. The input range at 

3% linearity error is from -0.675 V: 0.675 V (i.e. the dynamic range equals to 1.35 V). 

This dynamic range is higher than the TT corner dynamic range. Consequently, there is 

no need to add a calibration circuit for this design. 

Table 4.2 shows the post-layout specifications of the 1st proposed design at various 

corners before adding a calibration circuit. This is to check the design performance of the 

proposed design after designing the layout against the corners changes. The SS corner 

shows a higher RMS noise due to the higher produced thermal noise. In additions, it 

provides the highest sensitivity due to the decreased electrons' mobility among the whole 

circuit devices. Finally, the overall FOM1 is enhanced at the FF corner. 
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Table 4.2: Post-layout performance comparison of the 1st proposed design corner 

variations at 3 % linearity error before calibration. 

FF corner SS corner TT corner Parameter 

1.35 0.68 0.92 Dynamic Range (V) 

0.6 0.6 0.6 DC Voltage (V) 

1 2.8 2.31 Sensitivity (рs/mV) 

3 3 3 Linearity Error (%) 

12.2 9.9 11.3 PD (µW) 

652 711 692 VN,RMS (nV/√𝐻𝑧) 

1.5 0.47 0.75 FOM1 (×1012) 

 

 

4.2.2. Post-layout results with the calibration circuit 

This section illustrates the post-layout simulation results at corners variations (SS 

and FF) after adding the calibration circuit. As the maximum allowed dynamic range is 

achieved at TT corner and FF corner. The calibration circuit is maintained to maximize 

the dynamic range at the SS corner, in additions to, design a real DC bias voltage for the 

FF and TT corners instead of feeding them to the circuit externally. This adds some extra 

heads on the consumed power and area. The calibration circuit that is discussed in Section 

3.5.3 is modified to achieve the highest DR that could be provided by this technology 

node (130nm CMOS).  

 

Figure 4.10 and Figure 4.11 show the linear range and the linearity error check, 

respectively, of the 1st proposed VTC design at SS corner after adding the calibration 

circuit. The dynamic range is enhanced at 3% linearity error to be in a range of -0.6 V: 

0.6 V (i.e. the dynamic range equals to 1.2 V). Also, the FOM1 is increased due to higher 

dynamic range at almost same power consumption (only 0.01 µW overheads in the 

consumed power due to the calibration circuit).  

Table 4.3 shows the post-layout specifications of the 1st proposed design at various 

corners after adding a calibration circuit.  It shows the enhancements of the proposed 

design at the SS corner regarding the calibration circuit which is revealed at the FOM1 

value (it is higher than the FOM1 of the proposed design at TT corner). 
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Figure 4.10: Dynamic range of the 1st proposed differential VTC at SS corner 

after calibration at 3% linearity error. 

 

 

Figure 4.11: Linearity error check of the 1st proposed differential VTC at SS 

corner after calibration. 
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Table 4.3: Post-layout performance comparison of the 1st proposed design corner 

variations at 3 % linearity error after calibration. 

FF corner SS corner  TT corner  Parameter 

1.35 1.2 0.92 Dynamic Range (V) 

0.6 0.44 0.6 DC Voltage (V) 

1 1.6 2.31 Sensitivity (рs/mV) 

3 3 3 Linearity Error (%) 

12.21 9.93 11.31 PD (µW) 

652 711 692 VN,RMS (nV/√𝐻𝑧) 

1.49 1.45 0.7 FOM1 (×1012) 
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4.3. Differential high-speed VTC circuit at 130-nm CMOS 

The 2nd proposed design is optimized to have the maximum allowed linear range 

with a DC bias voltage of 645 mV. Figure 4.12 shows the layout of the 2nd proposed VTC 

circuit using Calibre. The area of this design equals to 43.32 × 34.27 µm2, while it equals 

to 43.32 × 16.63 µm2 for the single-ended VTC design. 

 

 

 

Figure 4.12: Layout of the 2nd proposed VTC design. 

 

Table 4.4: Post-layout performance comparison between the 2nd proposed design 

and its single-ended VTC circuit. 

Parameter 
The 2nd proposed VTC 

design  

Single-ended VTC 

design 

Linear range (mV) -462 : 462 -185 : 185 

DC bias (mV) 645 645 

Linearity Error (%) 2.2 2.9 

VTC Area (µm2) 1484.6 720.4 

DR (mV) 924 370 

Sensitivity (рs/mV) 8 6.3 

VN,RMS (nV/√𝐻𝑧) 5.7 4 

PD (mW) 0.2 0.07 

FOM1 (×1012) 0.04 0.02 



 

78 
 

Table 4.4 illustrates the post-layout simulation results of both the 2nd proposed VTC 

design and its single-ended design. The added parasitic resistances and capacitances, 

maximizes circuit sensitivity with extra overheads in the dissipated power and noise. 

 

 

Figure 4.13: The post-layout linear range of the 2nd proposed VTC design at 

allowed linearity error. 

 

 

Figure 4.14: The post-layout linear range of the single-core of the 2nd proposed 

VTC design at allowed linearity error. 
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Figure 4.13 and Figure 4.14 show the linear range at allowed linearity error for both 

the 2nd proposed VTC design and its single-ended design, respectively. Whereas, Figure 

4.15 and Figure 4.16 show the linearity error check for both designs, respectively. The 

  

 

Figure 4.15: The post-layout linearity error check of the 2nd proposed VTC design. 

 

 

 

Figure 4.16: The post-layout linearity error check of the single-core of the 2nd 

proposed VTC design. 
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proposed design has a higher DR of 924 mV due to the differential architecture. FOM1 

of the 1st proposed design equals to 0.04 × 1012. This value is less than the FOM1 derived 

from Table 3.13 for the same design implemented at 65-nm CMOS technology node due 

to the design's low sampling frequency as well as the high dissipated power due to 

parasitic capacitances. Noise simulations have been simulated at post-layout over the 

frequencies for both the 2nd proposed design and the single-ended design. VN,RMS  of the 

2nd proposed design equals to 5.4 nV/√𝐻𝑧. 
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Discussion and Conclusions 

1. Proposed designs performance 

This thesis introduces novel differential VTC circuits designed using TSMC of 65nm 

CMOS technology and UMC of 130nm CMOS technology. It has made several important 

contributions up to the author's knowledge, such as: 

 Novel fully-differential VTC circuits based on MIM capacitors.  

 The first published VTC circuit that reports a higher ENOB of 10.7 bits at 2.5 

GS/s [43]. 

 The highest reported ENOB of 12.8 bits at 1GS/s (the 1st proposed design). 

 The highest FOM reported (0.07 fJ/conversion of the 1st proposed design). 

 The fastest currently published VTC (8 GS/s of the 2nd proposed design) [44]. 

 A detailed study of the PVT variations tolerated with a low-power and low-

area calibration circuit. 

 Different kinds of linearity analysis (dynamic range, linearity error, SNDR, 

ENOB and THD) of VTC circuits. 

 The lowest reported layout area of differential VTC circuits of 458 µm2 and 

1484 µm2 of the 1st proposed design and the 2nd proposed one, respectively, 

at 130nm CMOS technology. 

 The lowest reported power consumption of a differential VTC circuit (0.16 

mW) [43].  

2. Future work 

The concept of time-based ADC is almost new and the possibilities seem endless at 

this stage of its development as designers aim to exploit all possibly advantages of the 

deep submicron CMOS technology. The work presented in this thesis proposes various 

implementations of differential scheme of the 1st block in designing the TADC which is 

the VTC with a basic calibration circuit to enlarge and enhance the design linearity 

affected by the PVT variations. There are other ideas to provide more enhancements in 

designing the TADC and to extend this work such as: 

 The proposed VTC designs could be modified to operate on higher sampling 

frequencies with consuming a low power by minimizing the transistors' sizes 

and modifying the large-sized inverter that acts as a buffer delay. This could 

also increase the applied signal bandwidth and reduce the circuit linearity 

distortion.  
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 Due to the differential architecture used in the proposed designs, mismatches 

could be possibly generated in each single core design. This results in a DC 

offset in the core output. Hence, a basic filter might be utilized to extract the 

output offset to be provided to next stage TDC block. 

 Proposing a TDC which could deal simultaneously with the pulses produced 

by the block that has an applied input signal with a positive half amplitude and 

the block that has an applied input signal with a negative half amplitude.  

 Proposing a differential TDC, in which each single-core takes the output delay 

of a single-core of the differential VTC. Then, each core converts the produced 

delay into digital words. After that, an assembly block gets the output of each 

core in order to be organized digitally by a DSP approach. A differential 

TADC is fairly used in the research work. 

 Proposing a 10-bit digital-to-analog converter to produce a number of 1024 

level to fully eliminate the DC offset that is produced by the PVT variations. 

 Proposing a complete background calibration technique which could be 

applied to the full TADC block. This technique has a feedback connection 

from the TADC design to estimate the needed voltage/current that could be 

provided to neglect all possible PVT variations as well as the high jitter 

produced by the TDC block. 

 Implementing a TADC IC chip and providing the experimental (measurement) 

results by a testing environment. This could also be integrated with a complete 

transceiver chain that could be used in various applications. 

 Providing a time-interleaved architecture for the complete TADC block in 

order to maximizing the used operating sampling frequency and the allowed 

input frequency that is used to calculate the THD, SNDR and the ENOB. The 

TADC block is considered the sub-ADC block shown in Figure 2.14. The 

time-interleaved mechanism needs a timing generation to generate the needed 

clock frequency for each TADC block. With an 8 GS/s TADC, the time-

interleaved design could reach to the fastest reported ADC design in the 

mixed-signal research work. A calibration circuit is highly recommended in 

this case to overcome the offset and gain errors which are differently produced 

in each TADC block that is connected with a output multiplexing block.  

 Spreading the time-based approach in several research areas such as: the DC-

DC converter where the first DC signal will be converted to time, then to 

another DC signal. This could enhance the overall converter specifications. 

 A high resolution TADC could be implemented if each time delay produced 

by each core of the differential VTC is possibly added with the help of 

designing cascading TADCs. 

 Providing a sample-and-hold (S/H) circuit could enlarge the applied input 

signal frequency which is restricted by the circuit linearity distortion, the 

Nyquist criterion and the sampling frequency.  This also enhances a lot of 

linearity error problems at higher signal speed. 
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 A final proposal is to study the layout effect of much lower CMOS technology 

nodes for the TADC design. In additions, it is preferable to validate the TADC 

approach with the use of the tri-state transistors (i.e. FINFET transistor). 

3. Conclusion  

The main objective of this thesis is to introduce 2 proposed differential VTC circuits 

based on MIM capacitors applicable for SDR system and biomedical applications in 

65nm CMOS technology and 130nm CMOS technology, respectively. The layout of 

both designs is introduced at 130nm CMOS using Calibre tool. Linearity analysis 

including dynamic range and ENOB is ensured for both designs using Cadence 

Virtuoso and MATLAB. A study of the PVT variations is introduced for the 1st 

proposed design with proposing a simple calibration circuit. The calibration circuit 

adapts the DC bias voltage that is fed to the proposed design in order to overcome the 

PVT variations that cause imperfections on the design linearity. It's designed based on 

a set of the capacitor-based voltage dividers to ensure a low-power and a low-area 

circuit. 

First, at 65nm CMOS simulation results, the 1st proposed design achieves a 12.8 bits 

ENOB, a 1.42 V dynamic range, a 2.1 × 1012 FOM1,  a 0.07 fJ/conversion FOM2, a 3.5 

nV/√𝐻𝑧 VN,RMS, a 229 μm2 area and a 0.25 mW power. It operates on a 1 GS/s FS with 

a 1.2 V supply voltage. The total area of the calibration circuits equals to 3.4457 μm2, 

while the consumed power equals to 0.3 nW. The 2nd proposed design operates on a 8 

GS/s FS with a 1 V supply voltage. It achieves 8.9 bits ENOB, a 0.56 V dynamic range, 

a 1.6 × 1012 FOM1, a 0.2 fJ/conversion FOM2, a 742 μm2 area and a 1.6 mW power.  

Second, at 130nm CMOS post-layout simulation results, the 1st proposed design 

achieves a 0.92 V dynamic range, a 0.75 × 1012 FOM1, a 692 nV/√𝐻𝑧 VN,RMS, a 458 

μm2 area and a 0.01 mW power. It operates on a 10 MS/s FS with a 1-V supply voltage. 

The 2nd proposed design operates on a 10 MS/s FS with a 1 V supply voltage. It achieves 

a 0.924 V dynamic range, a 0.04 × 1012 FOM1, a 1484 μm2 area and a 0.2 mW power. 
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Appendix A: Design Parameters 

A.1 Differential falling VTC design parameters at 65-nm 

CMOS 

Table A.1 shows the design parameters of a single core of the differential falling 

VTC circuit which is discussed in Section 3.2. These parameters are used for TSMC-type 

transistors at a 65-nm CMOS technology platform. 
 

Table A.1: Design parameters of the core of the differential falling VTC circuit.  

Parameter Value  

Pa1 width 2.4 µm 

Pa1 length 80 nm 

Na3 width  1.2 µm 

Na3 length  80 nm 

Na2 width 1.44 µm 

Na2 length 80 nm 

Na1 width 120 nm 

Na1 length 80 nm 

CL 30 ff 

VCONST 600 mv 

 

A.2 Differential rising VTC design parameters at 65-nm 

CMOS 

Table A.2 shows the design parameters of a single core of the differential rising VTC 

circuit which is discussed in Section 3.3. These parameters are used for TSMC-type 

transistors at a 65-nm CMOS technology platform. 

 

Table A.2: Design parameters of the core of the differential rising VTC circuit.  

Parameter Value  

Pb3 width 120 nm 

Pb3 length 80 nm 

Pb2 width  240 nm 

Pb2 length  80 nm 

Pb1 width 2.4 µm 

Pb1 length 80 nm 

Nb1 width 1.2 µm 

Nb1 length 80 nm 

CL 30 ff 

VCONST 600 mv 
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A.3 Differential VTC methodology design parameters at 65-

nm CMOS 

Table A.3 shows the design parameters of the XNOR gate of the differential VTC 

methodology circuit which is discussed in Section 3.4. The pull-down block and the pull-

up block parameters are represented in Table A.1 and Table A.2, respectively. Table A.4 

shows the output inverter parameters of the single core of the differential VTC 

methodology circuit. The delay line consists of 11 inverters of length 60 nm. In each 

inverter, the pMOS width equals to 240 nm, while the nMOS width equals to 120 nm. 

These parameters are used for TSMC-type transistors at a 65-nm CMOS technology 

platform. 
 

Table A.3: Design parameters of the XNOR gate of the single core of the 

differential VTC methodology circuit.  

Parameter 
Transistor 

Width  

Transistor 

Length 

M1  1.2 µm 60 nm 

M2  0.6 µm 60 nm 
M3  0.6 µm 60 nm 
M4 1.2 µm 60 nm 
M5 1.2 µm 60 nm 

M6  0.6 µm 60 nm 
M7  0.6 µm 60 nm 
M8 1.2 µm 60 nm 

 

 

Table A.4: Design parameters of the output inverter of the single core of the 

differential VTC methodology circuit.  

Parameter 
Transistor 

Width 

Transistor 

Length 

pMOS  2 µm 60 nm 

nMOS 1 µm 60 nm 

 

A.4 Modified Differential VTC methodology design 

parameters at 65-nm CMOS 

Table A.5 shows the design parameters of the XNOR gate as well as the pull-up and 

pull-down blocks capacitor load of the differential VTC methodology circuit which is 

discussed in Section 3.5. Other design blocks parameters have been discussed in Section 

A1, A2 and A3. These parameters are used for TSMC-type transistors at a 65-nm CMOS 

technology platform. Table A.6 shows the design parameters of the calibration circuit on 

the different PVT variations. 
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Table A.5: Design parameters of the modified differential VTC methodology 

circuit.  

Parameter Value 

Large-sized inverter pMOS width 3 µm 

Large-sized inverter pMOS length 60 nm 
Large-sized inverter nMOS width 1.5 µm 
Large-sized inverter nMOS width 60 nm 

CL 155.4 ff 

 

 

Table A.6: Design parameters of the set of the calibration circuits on PVT 

variations.  

Tolerated 

variation 

Output DC 

Bias Voltage 
Parameter 

Transistor 

Width  

Transistor 

Length 

TT state 0.75 V 
M1 0.215 µm 0.14 µm 

M2 0.12 µm 0.395 µm 

SS corner 0.55 V 
M1 0.12 µm 0.12 µm 

M2 0.545 µm 0.12 µm 

FF corner 0.74 V 
M1 0.21 µm 0.17 µm 

M2 0.14 µm 0.4 µm 

1.1 V 0.85 V 
M1 1 µm 1.3 µm 

M2 0.12 µm 0.62 µm 

1.3 V 1.03 V 
M1 0.7 µm 1 µm 

M2 0.12 µm 0.34 µm 

CO40 - 0.82 V 
M1 0.315 µm 0.14 µm 

M2 0.12 µm 0.11 µm 

CO 85 0.8 V 
M1 0.7 µm 0.6 µm 

M2 0.12 µm 0.27 µm 

CO120  0.79 V 
M1 0.5 µm 1.02 µm 

M2 0.12 µm 0.515 µm 

 

 

A.5 Differential high-speed VTC design parameters at 65-

nm CMOS 

Table A.7 shows the design parameters of the single core of the differential high-

speed VTC circuit which is discussed in Section 3.6. These parameters are used for 

TSMC-type transistors at a 65-nm CMOS technology platform. 
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Table A.7: Design parameters of the single core of the differential high-speed VTC 

circuit. 

Parameter 
Transistor 

Width  

Transistor 

Length 

M1  20 µm 60 nm 

M2  20 µm 60 nm 

M3  6.67 µm 0.12 µm 
M4 6.67 µm 60 nm 
M5 6.67 µm 60 nm 

M6  3.33 µm 60 nm 
M7  3.33 µm 60 nm 
M8  3.33 µm 60 nm 
M9  8.33 µm 60 nm 

M10 8.33 µm 60 nm 
M11 8.33 µm 60 nm 

M12  8.33 µm 60 nm 
M13  4.3 µm 60 nm 
M14  0.335 µm 60 nm 
M15 0.67 µm 60 nm 
M16 0.67 µm 60 nm 
M17 0.335 µm 60 nm 
M18 3.33 µm 60 nm 

M19  3.33 µm 60 nm 
M20 0.5 µm 60 nm 

 

 

Table A.8: Design parameters of the single core of the 1st proposed differential 

VTC circuit.  

Parameter 
Transistor 

Width  

Transistor 

Length 

Pa1  4.8 µm 0.12 µm 

Na3  2.4 µm 0.12 µm 
Na2  2.88 µm 0.12 µm 
Na1 0.24 µm 0.12 µm 
Pb3  0.24 µm 0.12 µm 
Pb2  0.48 µm 0.12 µm 
Pb1  4.8 µm 0.12 µm 
Nb1 2.4 µm 0.12 µm 

Inverter pMOS  6 µm 0.12 µm 
Inverter nMOS  3 µm 0.12 µm 

Output inverter pMOS  4 µm 0.13 µm 
Output inverter nMOS  2 µm 0.13 µm 

M1  2.4 µm 0.13 µm 
M2  1.2 µm 0.13 µm 
M3  1.2 µm 0.13 µm 
M4 2.4 µm 0.13 µm 
M5 2.4 µm 0.13 µm 
M6  1.2 µm 0.13 µm 
M7  1.2 µm 0.13 µm 
M8 2.4 µm 0.13 µm 
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Table A.9: Design parameters of the set of the calibration circuits on PVT 

variations.  

Tolerated 

variation 

Output DC 

Bias Voltage 
Parameter 

Transistor 

Width  

Transistor 

Length 

TT state 0.6 V 
M1 0.2 µm 0.13 µm 

M2 0.12 µm 0.4 µm 

SS corner 0.44 V 
M1 0.13 µm 0.13 µm 

M2 0.59 µm 0.13 µm 

FF corner 0.6 V 

M1 0.17 µm 0.13 µm 

M2 0.11 µm 0.32 µm 

M2 0.2 µm 0.13 µm 

 

 

A.6 Differential VTC methodology design parameters at 

130-nm CMOS 

Table A.8 shows the design parameters of the migrated single core of the 1st proposed 

VTC circuit which is discussed in Section 4.2. It includes the parameters of the falling 

VTC circuit, the rising VTC circuit, the delay inverter, the output inverter and the XNOR 

gate. These parameters are used for UMC-type transistors at a 130-nm CMOS technology 

platform. Table A.9 shows the parameters of the modified calibration circuit that tolerates 

corners variations for the 1st proposed design implemented at 130nm CMOS. 

 

 

A.7 Differential high-speed VTC design parameters at 130-

nm CMOS 

Table A.10 shows the design parameters of the migrated single core of the 2nd 

proposed VTC circuit which is discussed in Section 4.3. These parameters are used for 

UMC-type transistors at a 130-nm CMOS technology platform. 
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Parameter 
Transistor 

Width  

Transistor 

Length 

M1  42 µm 0.13 µm 

M2  42 µm 0.13 µm 

M3  14 µm 0.26 µm 
M4 14 µm 0.13 µm 
M5 14 µm 0.13 µm 
M6  7 µm 0.13 µm 
M7  7 µm 0.13 µm 
M8  7 µm 0.13 µm 
M9  19.5 µm 0.13 µm 

M10 19.5 µm 0.13 µm 
M11 19.5 µm 0.13 µm 
M12  19.5 µm 0.13 µm 
M13  8.6 µm 0.13 µm 
M14  0.7 µm 0.13 µm 
M15 1.4 µm 0.13 µm 
M16 1.4 µm 0.13 µm 
M17 0.7 µm 0.13 µm 
M18 7 µm 0.13 µm 
M19  7 µm 0.13 µm 
M20 1 µm 0.13 µm 

Table A.10: Design parameters of the single core of the 2nd proposed VTC circuit.  
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Appendix B: Simulations Methods 

B.1 Linearity check  

The linearity graph is simulated by Cadence Virtuoso and MATLAB tools. You 

should sweep the input voltage over a range of frequencies. This produces the 

corresponding delay for each swept input voltage points. These values are the inputs of 

the MATLAB which calculates the linearity error. To have the delay points, the Cadence 

should be configured as in the following steps. 

First, after designing the VTC circuit, the amplitude of the input voltage should be 

set as a variable such as: the input amplitude of the 1st single-core is set to DC offset + 

VIN /2, while the amplitude of the 2nd single-core is set to DC offset - VIN /2. The linear 

range shall be varied on the DC offset with the range -VIN /2 : VIN /2. 

Second, From "Launch" icon, choose Analog Design Environment (ADE) L. On the 

appeared new window, choose the analysis type to add DC analysis and transient 

analysis. The DC analysis makes sure that all DC operating points of each device is based 

on your assumptions as shown in Figure B.1. In the transient analysis shown in Figure 

B.2, the stop time should at least covers a sample of the highest period designed circuit 

(it is better to be larger than the sampling period multiplied by an integer number). 

Third, to add the design variables on the Virtuoso ADE, choose "Variables". From  

 

 

Figure B.1: Choosing the DC analysis on Virtuoso Analog Design Environment. 
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Figure B.2: Choosing the transient analysis on Virtuoso ADE. 

 

 

Figure B.3: Adding the design variables on Virtuoso ADE. 
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the drop down menu, choose "Copy Form Cellview" as shown in Figure B.3. Then, you  

 

 

Figure B.4: Opening the Virtuoso Calculator. 

 

 

Figure B.5: Delay equation on Virtuoso Calculator. 
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should calculate the needed delay equation by opening the Virtuoso Calculator as shown 

in Figure B.4. Figure B.5 calculates the delay equation by typing its main parameters. 

For a PWM VTC circuit "Signal1" is the rising edge of the VTC output voltage, while 

"Signal2" is the falling edge the VTC output voltage. For a PPM VTC circuit "Signal2" 

should be calculated from the input clock voltage.  

 

 

Figure B.6: Outputs on Virtuoso ADE. 

 

 

Figure B.7: Outputting the Delay equation on Virtuoso ADE. 
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The calculated delay equation is for a single-core, so you should do the same for the 

2nd core to calculate the overall delay equation. Then, to add the delay equation to output, 

you should press on "Outputs" from Virtuoso ADE and "Setup" from the appeared drop 

down menu as shown in Figure B.6. Figure B.7 shows the new window where we should 

press on "Get expression" to get the needed equation to be outputted from the Calculator. 

Then, press on "ADD" and "OK". 

The next step is to sweep the input voltage by pressing on "Tools" and "Parametric 

Analysis from the appeared drop down menu as shown in Figure B.8. Figure B.9 shows  

 

 

Figure B.8: Parametric Analysis on Virtuoso ADE. 

 

 

Figure B.9: Sweeping the input voltage. 
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the range of sweeping the variable where the step-type should be linear with possibly 

minimum step size. Finally, press on "Analyze" and "Start" from the drop down menu, 

as shown in Figure B.10. The delay versus voltage graph appears and iteration method 

should be applied to get the exact linear range as shown in Figure B.11.  

Now, we need to calculate the linearity error check. The 1st step is to save all graphed 

points by pressing on the Calculator icon as marked on Figure B.11. Figure B.12 shows 

the new appeared Calculator window with the needed equation to save its all simulated 

 

 

Figure B.10: Starting drawing the delay equation. 

 

 

Figure B.11: The VTC dynamic linear range. 
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Figure B.12: Delay buffer calculation. 

 

 

Figure B.13: CSV saved file. 
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points. You should press on the icon "Evaluate the buffer and display the results in a 

table" and press on "OK" at the new appeared window. Figure B.13 shows the saved file 

on extension CSV.  You should save this file on your workstation as these points will be 

an input to a MATLAB code to calculate the linearity error. 

The MATLAB code which figures the linear line curve fitting and the linearity error 

is as following: 

% imported Delay Vs Input Voltage .csv file from cadence 

%n: order for curve fitting 

clc; 

clear all; 

n=1; % to be linear 

axis=csvread('CadenceDelayOutput',1.0) 

x=axis(:,1); 

y=axis(:,2); 

axis_approx=polyfit(x,y,n); 

axis_approx_n=polyval(axis_approx,x); 

figure; 

hold on; 

plot(x,y,'+-'); 

plot(x,axis_approx_n,'g'); 

hold off 

grid; 

xlabel('Vin in volts'); 

ylabel('delay in ps'); 

title('pulse width Vs input voltage'); 

SetLocation=legend('Differenial delay', 'Differenial delay approx'); 

set(SetLocation, 'Location', 'NorthEast') 

set(SetLocation, 'Interpreter', 'None') 

linearity_error=((axis_approx_n-y)./axis_approx(1))*100; 

figure; 

hold on; 

plot(x,smooth(linearity_error)); 

hold off; 

grid; 

xlabel('Vin in volts'); 

ylabel('error in %'); 

title('linearity Vs input voltage'); 

 

After running this code, it asks for the destination of the saved CSV file. It outputs 

graphs such as in Figure 4.2 and Figure 4.4.  
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B.2 Circuit sensitivity  

As mentioned before that the circuit sensitivity is the delay versus input voltage 

slope, after generating the delay graph as in Figure B.11, the slope could be calculated 

from the graph itself. You should press on "Trace" icon and "Delta Cursor" from the drop 

down menu as shown in Figure B.14. Now, you can move the 1st cursor at the 1st point, 

while the 2nd cursor at the last one. The slope will be calculated automatically as shown 

in Figure B.14. 

 

 

 

Figure B.14: Circuit sensitivity. 

 

B.3 Total Harmonic Distortion 

With the same procedure followed in calculating the linearity, we can calculate the 

THD but with some changes. The 1st change is to change the DC voltage source with a 

sinusoidal voltage source. Whereas its frequency is the input frequency which should 

equal to a factor from the sampling frequency. In additions, the source amplitude should 

be half of the dynamic range DC bias ± VIN /2. You should consider a larger stop time of 

the transient analysis (i.e. to consider 1024 × the sampling period). The 2nd change is to 

add a new equation to the Calculator as the THD is based on the Discrete Fourier 

Transform (DFT) which figures all related signal harmonics over frequencies. Figure 

B.15 shows the Discrete Fourier Transform (DFT) equation on the Virtuoso Calculator. 

Then, this equation should be saved in the Output Setup and the input voltage should be 

swept to output a graph of the DFT equation. The drawn points should be saved as CSV 
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to be used as inputs to a MATLAB code. This code calculates the overall THD as 

following:  

 

 

 

Figure B.15: DFT on Virtuoso Calculator. 

 

% imported DFT .csv file from cadence 

clc; 

clear all; 

dft=csvread('CadenceTHDOutput',1.0) 

freq=dft(:,1); 

amplitude=dft(:,2); 

amplitude_total=0; 

for iteration=3:1:length(amplitude) 

 amplitude_total=amplitude_total+amplitude(iteration)^2; 

end 

harmonics=sqrt(amplitude_total); 

THD=20*log(harmonics/amplitude(2)) 
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B.4 Power consumption 

To calculate the power consumption, you should save the components DC operating 

point in the DC analysis as in Figure B.1. Moreover, the transient analysis, as shown in 

Figure B.2, should be operated with a stop time much larger than the sampling frequency 

(i.e. the stop time is preferred to equal to at least 1000 × the sampling period, so as to  

 

 

 

Figure B.16: Power configuration on Virtuoso ADE. 

  

 

Figure B.17: Current configuration on Virtuoso ADE. 



 

105 
 

have an accurate consumed power value). To set the power configuration on Virtuoso 

ADE, press on "Outputs" and "Save All" from the appeared drop down menu as shown 

in Figure B.16. A new window appears, as shown in Figure B.17, where you should mark 

on the highlighted power and current to be able to measure them. Now you should 

calculate the power equation on the Virtuoso Calculator which equals to the average 

value of the supply voltage value multiplied by the supply current value as shown in 

Figure B.18. 

 

 

 

Figure B.18: Power equation on Virtuoso Calculator. 

 

B.5 Noise Figure 

To output the overall circuit noise versus the frequency, noise analysis should be 

chosen from the Analysis icon on Virtuoso ADE. Then, its configuration should be 

implemented for a single core design as shown in Figure B.19 where the noise is 

calculated from a single-core output voltage and the ground. Then, the noise equation 

should be outputted on Virtuoso ADE as shown in Figure B.20. Whereas, the overall 

output referred noise is doubled to measure the overall differential output referred noise. 

Then, sweeping the input voltage generates the noise figure as in Figure 4.6. 
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Figure B.19: Noise analysis configuration on Virtuoso ADE. 

 

 

 

Figure B.20: Noise expression on Virtuoso ADE. 
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B.6 Effective Number of Bits 

The ENOB is measured with the same procedure followed by calculating the THD. 

First, we should configure the transient analysis to have about 1024 samples by typing 

the value of 1024 × the sampling period on the stop time. Second, on Virtuoso Calculator 

we should generate the output voltage of the proposed design and add it to the "Outputs" 

setup on Virtuoso ADE as illustrated before. Furthermore, the input voltage source 

should be a sinusoidal one.  

By sweeping the input voltage with the proper dynamic range, the output graph 

appears where you should save it as CSV. This file will be the input of a MATLAB code 

which calculate at first the TADC output code words. It needs the average value of the 

PPM/PWM VTC pulse to determine the decision of whether the pulse acts as '0' or '1'. 

This could be calculated by inputting the lowest and highest applicable input voltages 

based on the dynamic range and we shall measure the transient output pulse. 

After generating the digital words of a TADC block, another code used as DAC to 

get the originals analog amplitudes. This is maintained to calculate the difference 

between the original applied signal and the analog signal after passing by a TADC and 

DAC, respectively. In the MATLAB code, you shall type the FI, FB and FS with their 

aimed values. The MATLAB code with the used functions are as following:  

 

 

%%%%%%%%%%%%%%%%main code%%%%%%%%%%%%%%%%%%%% 

 

clc; 

clear all; 

matrix=csvread('VTC_output.csv',1,0); %getting the VTC output data from Cadence 

time =matrix(:,1); 

out =matrix(:,2);  

TADC=width2dig(time,out); %to convert the PWM analog to digital code words 

% TADC=ppm2dig(time,out); %to convert the PPM analog to digital code words 

DAC_out=dac(TADC); %to get back the analog signals using a DAC code 

dc_offset = sum(DAC_out)./length(DAC_out); 

data_stream = DAC_out-dc_offset; 

N = length(data_stream); % timedomain data length (for settling) 

w=hann(N)/(N/4); %Hann window %to adjust fft results  

bw=0.5e9; %BW of your system %if ADC is nyquist BW=.5FS 

Fs=1e9; %sampling freq 

Fin=0.4e9; %frequency of the input test sin wave 

f=Fin/Fs; % Normalized signal frequency 

fB=N*(bw/Fs); % Base-band frequency bins (the BW you are looking at) 

[sndr,ptot,psig,pnoise,output_W]=calcSNDR(data_stream,f,1,fB,w,N); 

ENOB=(sndr-1.76)/6.02 % Equivalent resolution in bits 

L=length(data_stream); 

figure; 

sig_db= abs(20*log(fftshift(output_W))); 
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len=length(sig_db); 

index=1; 

min_val=20000; 

for i=1:len 

     if sig_db(i)<min_val 

      min_val=sig_db(i); 

  index=i;  

 end 

end 

ENOB= (sndr-1.76)/6.02 

fx=linspace(0,Fs,len-index+1); %frequency axis 

plot(fx,sig_db(index:len)) 

title(['FFT 1024, ', 'ENOB= ', num2str(ENOB)]); 

xlabel('frequency (Hz)'); 

ylabel('Signal in frequency domain (db)'); 

grid; 

 

%%%%%%%%%%%%%%%%used functions%%%%%%%%%%%%%%%%% 

%%%%%%%%%%%%%%%%width2dig%%%%%%%%%%%%%%%%%%% 

 

function  [Digital]  =  width2dig(period,Vin) 

pulse_width =zeros(200000,1);  

digital_output =zeros(200000,1);  

Pos_edge=0; 

pos_counter=0; 

neg_counter=0; 

i=1; 

 calibration=1; 

 Samp_id =1; 

 flag=0; 

 period_avg = .85*(10^-9);  

      while (i <= length(period)) 

          %neglecting the 1st sample for calibration  

           while (Vin(i,1) >= 0.6 && calibration ==1) 

                    i=i+1; 

           end 

            calibration= calibration+1; 

            

               if (Vin(i,1) > 0.6 && flag ==0 ) 

               Pos_edge = period(i,1); 

               flag = 1; 

               pos_counter=pos_counter+1;% just indicator of # +ve edges 

               end 

            

               if (Vin(i,1) < 0.6 && Pos_edge ~=0 ) 

               Neg_edge = period(i,1); 

               neg_counter=neg_counter+1;% just indicator of # -ve edges 

               pulse_width(i,1) = Neg_edge - Pos_edge; 

 

                        if (pulse_width(i,1) > period_avg) 
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                            digital_output(Samp_id,1)=1; 

                        else 

                            digital_output(Samp_id,1)=0; 

                        end 

 

                    Samp_id = Samp_id+1; 

                    flag =0; 

                    Pos_edge =0;  

                    Neg_edge =0; 

                   end 

            

          i=i+1; 

      end 

       

      pulse_width = pulse_width(1:Samp_id,1); 

      digital_output = digital_output(1:Samp_id,1); 

       

      figure; 

      subplot(2,1,1); 

      stem(digital_output); 

            hold on; 

      title( 'ADC OUTPUT'); 

      Digital= digital_output; 

end 

 

%%%%%%%%%%%%%%%%used functions%%%%%%%%%%%%%%%%% 

%%%%%%%%%%%%%%%%ppm2dig%%%%%%%%%%%%%%%%%%% 

 

function  [Digital]  = ppm2dig(period,Vin) 

slope =zeros(200000,1);  

digital_output =zeros(200000,1);  

x1=0; 

x2=0; 

y1=0; 

y2=0; 

i=1; 

 calibration=1; 

 Samp_id =1; 

 flag=0; 

 slope_avg=1.8*10^9; 

      while (i < length(period)) 

          %neglecting the 1st sample for calibration  

           while (Vin(i,1) > 0.625 && calibration ==1) 

                    i=i+1; 

           end 

            calibration= calibration+1; 

            

               if (Vin(i,1) >= 0.625 && flag ==0 ) 

               x1 = period(i,1); 

               x2 = period(i+10,1); 
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               y1= Vin(i,1); 

               y2= Vin(i+10,1); 

               slope(Samp_id,1)= (y2-y1)/(x2-x1); 

               flag = 1; 

                    if (slope(Samp_id,1) > slope_avg) 

                            digital_output(Samp_id,1)=1; 

                        else 

                            digital_output(Samp_id,1)=0; 

                        end 

                    Samp_id=Samp_id+1;% just indicator of # +ve edges 

                           

                

                

                    elseif (Vin(i,1) < 0.625)                

                        if (Vin(i+1,1) >= 0.625 && flag ==1 ) 

                        flag=0; 

                        end 

                    end 

                              i=i+1; 

                

      end 

       

      slope = slope(1:Samp_id-1,1) 

      digital_output = digital_output(1:Samp_id-1,1); 

          figure; 

      subplot(2,1,1); 

      stem(digital_output); 

            hold on; 

      title( 'ADC OUTPUT'); 

Digital= digital_output; 

 end 

 

%%%%%%%%%%%%%%%%used functions%%%%%%%%%%%%%%%%% 

%%%%%%%%%%%%%%%%%%DAC%%%%%%%%%%%%%%%%%% 

 

function  [Vout]  =  dac(Digital) 

% Applying output to DAC 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

 % FOR 12-bit DAC meth. 

 % output(11) = 1.2v/2^1 = 0.6 

 % output(10) = 1.2v/2^2 = 0.3 

 % output(9) = 1.2v/2^3 = 0.15 

 % output(8) = 1.2v/2^4 = 0.075 

 % output(7) = 1.2v/2^5 = 0.0375 

 % output(6) = 1.2v/2^6 = 0.01875 

 % output(5) = 1.2v/2^7 = 0.009375 

 % output(4) = 1.2v/2^8 = 0.0046875 

 % output(3) = 1.2v/2^9 = 0.00234375 

 % output(2) = 1.2v/2^10 = 0.001171875 

 % output(1) = 1.2v/2^11 = 0.0005859375 
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 % output(0) = 1.2v/2^12 = 0.00029296875 

 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

  % FOR 12-bit DAC VTC. 

 % output(11) = 1v/2^1 = 0.5 

 % output(10) = 1v/2^2 = 0.25 

 % output(9) = 1v/2^3 = 0.125 

 % output(8) = 1v/2^4 = 0.0625 

 % output(7) = 1v/2^5 = 0.03125 

 % output(6) = 1v/2^6 = 0.015625 

 % output(5) = 1v/2^7 = 0.0078125 

  % output(4) = 1v/2^8 = 0.00390625 

 % output(3) = 1v/2^9 = 0.001953125 

 % output(2) = 1v/2^10 = 0.0009765625 

 % output(1) = 1v/2^11 = 0.00048828125 

 % output(0) = 1v/2^12 = 0.000244140625 

 %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

 DAC_OP = zeros(200000,1); 

while (rem(length(Digital),9)~=0) 

    Digital = Digital(1:end-1,1); 

end 

 xx = length(Digital); 

m=1; 

%%%%%%%%%%%%%%%% 

% % for 6bits DAC for the VTC  

%   for j=1 :6: (xx)      

%      DAC_OP(m,1) = 0.360+ (373/1000)*(Digital(j,1)*0.015625... 

% + Digital(j+1,1)*0.03125+ Digital(j+2,1)*0.0625... 

% + Digital(j+3,1)*0.125+ Digital(j+4,1)*0.25+Digital(j+5,1)*0.5); 

%  m=m+1; 

%   end 

%%%%%%%%%%%%%%%%%%%%% 

% % for 10bits DAC for the diff vcd  

% for j=1 :9: (xx)      

%      DAC_OP(m,1) = 0.22+ (560/1000)*(Digital(j,1)*0.001953125... 

% + Digital(j+1,1)*0.00390625+Digital(j+2,1)*0.0078125+ Digital(j+3,1)*0.015625... 

% + Digital(j+4,1)*0.03125+ Digital(j+5,1)*0.0625... 

% + Digital(j+6,1)*0.125+ Digital(j+7,1)*0.25+Digital(j+8,1)*0.5); 

%  m=m+1; 

%   end 

% % for 10bits DAC for the diff VTC 

%   for j=1 :10: (xx)      

%      DAC_OP(m,1) = 0.22+ (560/1000)*(Digital(j,1)*0.0009765625+ 

Digital(j+1,1)*0.001953125... 

% + Digital(j+2,1)*0.00390625+Digital(j+3,1)*0.0078125+ Digital(j+4,1)*0.015625... 

% + Digital(j+5,1)*0.03125+ Digital(j+6,1)*0.0625... 

% + Digital(j+7,1)*0.125+ Digital(j+8,1)*0.25+Digital(j+9,1)*0.5); 

%  m=m+1; 

%   end 

%%%%%%%%%%%%%%%%%% 

% 12 bits 
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%  for j=1 :12: (xx)      

%      DAC_OP(m,1) = 0.369 +(462/1200)*( Digital(j,1)* 0.00029296875 

+Digital(j+1,1) *0.0005859375 ... 

% + Digital(j+2,1)* 0.001171875+ Digital(j+3,1)*0.00234375+ 

Digital(j+4,1)*0.0046875... 

% + Digital(j+5,1)*0.009375+ Digital(j+6,1)*0.01875+ Digital(j+7,1)*0.0375... 

% + Digital(j+8,1)*0.075+ Digital(j+9,1)*0.15+ 

Digital(j+10,1)*0.3+Digital(j+11,1)*0.6); 

% % %  if the 8bits of one sample output =1 , dac_op=715.5m (end of max DR +DC) 

% % %  if the 8bits of one sample output =0 , dac_op=484.5m (end of min DR +DC) 

%  m=m+1; 

%  end 

 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

%  

%  for j=1 :11: (xx)      

%      DAC_OP(m,1) = 0.369 +(462/1200)*(Digital(j,1) *0.0005859375 ... 

% + Digital(j+1,1)* 0.001171875+ Digital(j+2,1)*0.00234375+ 

Digital(j+3,1)*0.0046875... 

% + Digital(j+4,1)*0.009375+ Digital(j+5,1)*0.01875+ Digital(j+6,1)*0.0375... 

% + Digital(j+7,1)*0.075+ Digital(j+8,1)*0.15+ 

Digital(j+9,1)*0.3+Digital(j+10,1)*0.6); 

%   m=m+1; 

%  end 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

 

% %for 4 bits DAC 

%   for j=1 :4: (xx)      

%      DAC_OP(m,1) = 0.369 + (231/1200)*(Digital(j,1)*0.075... 

%      + Digital(j+1,1)*0.15 + Digital(j+2,1)*0.3+ Digital(j+3,1)*0.6); 

%  m=m+1; 

%  end 

 

 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

  

% %for 10 bits dac 

%  for j=1 :10: (xx)      

%      DAC_OP(m,1) = 0.369 +(462/1200)*(Digital(j,1)* 0.001171875 + 

Digital(j+1,1)*0.00234375... 

% + Digital(j+2,1)*0.0046875 + Digital(j+3,1)*0.009375+ Digital(j+4,1)*0.01875+ 

Digital(j+5,1)*0.0375... 

% + Digital(j+6,1)*0.075+ Digital(j+7,1)*0.15+ 

Digital(j+8,1)*0.3+Digital(j+9,1)*0.6); 

%  m=m+1; 

%  end 

 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

% for 8bits DAC for single meth  

  for j=1 :9: (xx)      
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     DAC_OP(m,1) = 0.4+ (550/1200)*(Digital(j,1)*0.00234375... 

         + Digital(j+1,1)*0.0046875+ Digital(j+2,1)*0.009375... 

+ Digital(j+3,1)*0.01875+ Digital(j+4,1)*0.0375+ Digital(j+5,1)*0.075... 

+ Digital(j+6,1)*0.15+ Digital(j+7,1)*0.3+Digital(j+8,1)*0.6); 

 m=m+1; 

  end 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 

DAC_OP = DAC_OP(1:m-1,1); 

      subplot(2,1,2); 

      stem(DAC_OP); 

      hold on; 

      title( 'Equivalent amplitudes AFTER DAC'); 

Vout= DAC_OP; 

end 

 

%%%%%%%%%%%%%%%%used functions%%%%%%%%%%%%%%%%% 

%%%%%%%%%%%%%%%%%%calcsndr%%%%%%%%%%%%%%%%%% 

 

function [sndrdB,ptotdB,psigdB,pnoisedB,output_W] = 

calcSNDR(vout,f,fBL,fBH,w,N) 

% vout: Sigma-Delta bitstream taken at the modulator output 

% f: Normalized signal frequency (fs = 1) 

% fBL: Base-band lower limit frequency bins 

% fBH: Base-band upper limit frequency bins 

% w: Windowing vector 

% N: Number of samples 

% sndrdB: SNDR in dB 

% ptotdB: Sigma-Delta modulator output power spectral density (vector) in dB 

% psigdB: Extracted signal power spectral density (vector) in dB 

% pnoisedB: Noise power spectral density (vector) in dB 

fBL=ceil(fBL); 

fBH=ceil(fBH); 

signal=(N/sum(w)).*sinusx(vout(1:N).*w,f,N); % Extracts sinusoidal signal 

noise=vout(1:N)-signal; % Extracts noise components 

stot=(abs(fft((vout(1:N).*w)'))).^2;% Bitstream PSD 

ssignal=(abs(fft((signal(1:N).*w)'))).^2*(10^5); % Signal PSD 

snoise=(abs(fft((noise(1:N).*w)'))).^2; % Noise PSD 

pwsignal=sum(ssignal(fBL:fBH)); % Signal power 

pwnoise=sum(snoise(fBL:fBH)); % Noise power 

 

output_W=stot; 

sndr=(pwsignal/pwnoise); 

 

sndrdB=dbp(sndr) 

norm=sum(stot(1:N/2));%/sum(vout(1:N).^2)*N; % PSD normalization 

 

if nargout > 1 

ptot=stot/norm; 

ptotdB=dbp(ptot); 

end 
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if nargout > 2 

psig=ssignal/norm; 

psigdB=dbp(psig); 

end 

if nargout > 3 

pnoise=snoise/norm; 

pnoisedB=dbp(pnoise); 

end 

 

%%%%%%%%%%%%%%%%used functions%%%%%%%%%%%%%%%%% 

%%%%%%%%%%%%%%%%%%sinusx%%%%%%%%%%%%%%%%%%% 

function outx = sinusx(in,f,n) 

% in: Input data vector 

% f: Normalized input signal frequency 

% n: Number of simulation points 

% outx: Sinusoidal signal 

sinx=sin(2*pi*f*[1:n])'; 

cosx=cos(2*pi*f*[1:n])'; 

in=in(1:n); 

a1=2*sinx.*in; 

a=sum(a1)/n; 

b1=2*cosx.*in; 

b=sum(b1)/n; 

outx=a.*sinx + b.*cosx; 

 

%%%%%%%%%%%%%%%%used functions%%%%%%%%%%%%%%%%% 

%%%%%%%%%%%%%%%%%%dby%%%%%%%%%%%%%%%%%%%% 

 

function y = dbv(x) 

% x: Input 

% y: Output in dB 

y = -Inf*ones(size(x)); 

nonzero = x~=0; 

y(nonzero) = 20*log10(abs(x(nonzero))); 

 

%%%%%%%%%%%%%%%%used functions%%%%%%%%%%%%%%%%% 

%%%%%%%%%%%%%%%%%%dbp%%%%%%%%%%%%%%%%%%%% 

 

function y = dbp(x) 

% x: Input 

% y: Output in dB 

y = -Inf*ones(size(x)); 

nonzero = x~=0; 

y(nonzero) = 10*log10(abs(x(nonzero))); 

 

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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B.7 PVT Variations 

In order to make all components operate on the same corner, you should identify the 

used components type and you shall modify their model file to the aimed process. To 

operate on a specific corner, first, you shall press on "Setup" icon and "Model libraries"  

 

 

 

Figure B.21: Model libraries setup on Virtuoso ADE. 

 

 

Figure B.22: Modifying the device model process. 
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from the appeared drop down menu on the Virtuoso ADE as shown in Figure B.21. In 

the proposed design the main circuit components are transistors and the MIMCAP. 

Hence, it is preferred to modify their model to a specific corner. For example, if we study 

the FF corner, we modify the transistors model file to "ff" and the MIMCAP model files 

to "ff_mim" and "ff_rfmim" as illustrated on Figure B.22. This is applicable for all 

corners (TT, FS, SF, SS and FF). Then, you can check the effect of operating on this 

corner by simulating the needed output as: VTC output, delay equation, power 

consumption, etc. 

 To check the simulation results regarding a supply variations, all you need to do is 

to modify the voltage value of the supply source. For example, if the supply voltage 

originally equals to 1.2 V, you shall check the design behavior if you add a variation 

value of ± 10 % from the default supply voltage.  

To modify the operating temperature, you shall press on "Setup" icon and 

"Temperature" from the appeared drop down menu on the Virtuoso ADE as shown in 

Figure B.23. Then, you shall type the new temperature value as shown in Figure B.24 

and study the design specifications based on this new value. 

 
 

 

Figure B.23: Temperature libraries setup on Virtuoso ADE. 

 

 

 

Figure B.24: The operating temperature setup on Virtuoso ADE. 
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 الرسالة ملخص
 

عند التدرج للمستويات الأدنى لتكنولوجيا السيموس تكون دقة الوقت للدوائر الرقمية أعلى 
لتناظرى الذلك أصبح زيادة نسبة الجزء الرقمى عن الجزء ، بكثير من دقة الجهد للدوائر التناظرية

ول حبناء على ذلك يعد استخدام الم. خصوصا عند الترددات العاليةأمر حيوى لا شك فيه 
 صميم التطبيقات عالية الترددالأساسية لتالمعتمد على الوقت من الأركان اظرى الرقمى نالت
مة الدقة العالية صميم أنظأيضا لتو ، النطاق واسعةالراديو المعرفة برمجيا والمستقبلات  مستقبلاتك
طاقة  ستهلكت تلك المحولاتالجدير بالذكر أن . التطبيقات العسكريةو  ةيو يالح ةيالطب قاتيتطبك

مستنفذة ومساحة أقل من المحولات الرقمية التقليدية. يتكون المحول التناظرى الرقمى المعتمد 
 الجهد الوقتى ومحول الوقت الرقمىعلى الوقت من عنصرين أساسيين هما: محول 

محولات لتصميمات مختلفة من الدوائر التفاضلية المتكاملة لة فى تلك الرسالة يتم عرض عد
 يافى مستقبلات الراديو المعرفة برمج الإدماجقابلة متضمنة تصميم روايتان الجهدية الوقتية 

عتمد ت، كما يتم مقارنة تلك المحولات بالتصميمات أحادية النهاية. نانومتر 56باستخدام تكنولوجيا 
ة يالحرار ية جهدالالعملية تغيرات التلك المحولات التفاضلية على المكثفات عازلة المعادن للحد من 

 8.21يستند التصميم الروائى الأول على منهجية محسنة تحقق . الصناعة المصاحبة لأساليب
ذ طاقة مقدارها ، ويستنف.ميكرومتر 2..حوالى  فعالة، ويستهلك مساحةالبت من عدد البتات 

. فولت 8يساوى جهد موفر جيجا هرتز و  .82ميللى وات. يعمل هذا التصميم على تردد  52.6
رات الصناعية المؤثرة على خصائص هذا التصميم مع تقديم دائرة كما تعرض دراسة لتلك التغي

ائى الثانى ن يستخدم فى التصميم الرو أ. بينما من الممكن تقويم لتحسيين تلك الخصائص المشوهة
لت. يحقق فو  8جيجا هرتز تحت جهد موفر يساوى  1فى التردادت شديدة العلو التى تصل إلى 

ميللى  825وطاقة قدرها ، .ميكرومتر .24بت، ويستهلك مساحة قدرها  122ذلك التصميم حوالى 
 يدانس.برنامج كبرنامج الماتلاب و نتائج المحاكاة من وات. تم اختبار تلك الحسابات عن طريق 

ميمن الروائيين للتصلما بعد التخطيط الشكلى المحاكاة أيضا يتم عرض فى تلك الرسالة نتائج 
بالتطبيقات الطبية الحيوية كما فى الأنظمة المزرعة  للإدماجنانومتر القابلة  835عند تكنولوجيا 

يعتبر الهدف الرئيسى من تصميم تلك الأنظمة هو توليد طاقة مستنفذة ومساحة  العصبية.



 

 ب
 

قادرة على  ن عن طريق التشغييل عند ترددات صغيرة وحتى تكو  مستهلكة متفانية فى الصغر
ل على للحصو يصمم هذا التخطيط الشكلى بناء على معيار أقل مسافة ممكنة إنتاج دقة عالية. 

عد بميجا هرتز هى التردد المستخدم للتصميمين فى تلك التكنولوجيا.  85أقل مساحة ممكنة. 
لدوائر ا من مجموعة منتصميم المخطط الشكلى للتصميم الأول تم اختبار دائرة التقويم المكونة 

زالة لإ ثابتتوفر مجموعة من الجهد الالتى  مقسمة الجهد المعتدمة على المكثفات عالية الحجم
 .يرات الصناعةتغ
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