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Abstract

The Software Defined Radio is a communication system designed so that the
physical layer can be implemented by means of software (software-defined). The Next
generation wireless systems are software defined / hardware reconfigurable systems
characterized by supporting multiple wireless standards with a growing needs for high
data rate, reconfigurable hardware optimized platforms and low power consumption for
longer battery operation time and to accommodate any hew communication standards.

FPGA is a promising reconfigurable hardware platform to implement the software
defined radio by using the Dynamic Partial Reconfiguration techniques to achieve the
requirements of fast reconfigurability, hardware optimization, and low power
consumption.

In this thesis, dynamic partial reconfiguration implementation of a software defined
radio that supports multiple communication standards is designed and tested. Different
partial reconfiguration implementation techniques are used to reduce the switching time
between different communication standards and protocols. For hardware optimization
and low power consumption, an automated partitioning algorithm is proposed and
applied to find the optimum resources allocation of the different reconfigurable parts of
the software-defined system over the FPGA. Therefore, this thesis offers a novel
reconfigurable hardware implementation of software defined radio using dynamic partial
reconfiguration and is compared to other work in the literature.
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Chapter 1 : Introduction

The last two decades witnessed an exponential growth in the connectivity between
people as a consequence of the emerging of wireless communication systems. There has
been tackling efforts from researchers and industrial communities in developing and
upgrading of the wireless communication systems to satisfy the increasing number of
users and nodes, and the high data rate required to enable a various form of transmission
data among people e.g. voice, video,... Consequently, modern wireless communication
systems are characterized by supporting a number of different wireless communication
standards that are proportional to the number of services and wireless technology
generations. Different wireless communications standards are fixed wireless standards
that use fixed portions (fixed bandwidth) of the radio frequency spectrum. The wireless
standards are nod used simultaneously at the same time that leads to inefficient utilization
of the radio frequency spectrum

To solve the problem of inefficient utilization of radio spectrum, the concept of
Cognitive Radio (CR) was proposed by Joseph Mitola [1-2]. CR dynamically configures
the wireless terminal to utilize the available radio spectrum that is not used by other
terminals to avoid the possibility of interfering between wireless channels. CR is able to
adapt its parameters such as transmit power, coding rate, bandwidth and center frequency
to enhance the utilization of radio spectrum in a changing environment. CR is an efficient
approach to managing the radio frequency in a contested environment and it can be
developed and implemented using Software Defined Radio (SDR) technique [1-2].

Modern wireless terminal is a Multi-Standard Communication System (MSCS) that
operates in multiple frequency bands with different wireless standards. Two major
challenges are facing the implementation of MSCS [4]: 1) the radio spectrum utilization
and 2) the hardware utilization. For hardware utilization, each wireless standard has its
own hardware resources, therefore a high density of hardware physical resources are
required and will be augmented proportionally with the number of wireless standards
supported by the MSCS, high power consumption and low battery life. Upgrading the
MSCS with new wireless technologies requires the modification and redesigning of the
hardware platform to be able to accommodate new wireless technologies.

These two major problems, the inefficient use of radio spectrum and the waste in
hardware physical resources lead the researchers and the industrial communities to find
a new way or a new paradigm for hardware implementation reusing the same set of
physical resources to operate the new wireless technology with the old technology. This
concept is defined by Reconfigurable Computing (RC) architectures [5] where the
reconfigurable hardware platform offers the performance and energy efficiency of
hardware and the flexibility and reprogrammability of software. RC performing
computations with spatially programmable architectures, like Field Programmable Gate
Arrays (FPGAs). Using RC architectures in the hardware implementation of MSCS
provides rapid configuration or handover between different communication standards
with benefits of minimization of hardware resources utilization, low power consumption
and the ability of system scalability by upgrading the MSCS with new wireless standards.



Figure 1.1 shows the main blocks of a simple communication system. The
communication system is composed of: 1) a Digital Signal Processing (DSP) unit is
responsible for signal receiving or transmitting over the channel. Transmitter and receiver
for a wireless standard are considered as DSP blocks, in this thesis the implementation
of SDR system is concentrated on the implementation of DSP blocks of the system. 2)
DAC/ADC blocks, digital to analog and analog to digital converters are used to convert
the signal from the digital domain to the analog domain or vice versa according to the
Tx/Rx direction of the signal. 3) RF Front End block contains the Low Noise Amplifier
(LNA), filters and Power Amplifiers (PA), this block is out of the scope of this thesis.

TX Direction <7
Digital Signal DAC
Processing ADC RF Front End
RX Direction

Figure 1.1: Simple Communication System

SDR proposes a paradigm shift from fixed dedicated digital hardware radio
platforms to a reprogrammable digital hardware platform [3]. Wireless standards are
implemented via software updates, hence modern MSCS is software defined over
reconfigurable hardware platform. The SDR system is generally based on the regular
communication system shown in Figure 1.1. The motivation of the SDR system came
from the using of the same physical layer blocks that have the same functionality with
different wireless communication standards (GSM, UMTS, LTE, etc...). Figure 1.2
shows a typical implementation of a SDR system. The system consists of a memory unit
to store the different waveforms that represent different information that is sent from the
source terminal to the destination terminal. Each waveform represent a unique wireless
standard supported by the SDR system. The DSP unit contains the reconfigurable
physical layer blocks which is reconfigured by a controller or a set of control unites to
sense the radio spectrum and load the selected waveform from the memory storage.

Memory
Controller
WF1 A\ 4
WF2
> Waveform RF Front End
WF3
WFn Digital Signal Processing

Figure 1.2: Typical SDR System
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>
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Figure 1.3: Trade-off between Different SDR Hardware Platforms [3]

The digital processing part of SDR system shown in Figurel.2 can be implemented
on different hardware platforms such as An Application-Specific Integrated Circuit
(ASIC), General Purpose Processors (GPP), DSP and FPGAs. Next generation of SDR
system or generally the MSCS terminals need a hardware platforms that is characterized
by [3]: 1) hardware reconfigurability for low cost adaptation with the new wireless
technologies 2) Rapid prototyping and real time experimental testing of physical layers
blocks 3) Fast development cycle or short design cycle 4) Adopt Hardware/Software co-
design approach to implement a part of the SDR design by means of hardware and a part
by means of software routines for better performance and for optimum hardware
resources utilization. Figure 1.3 shows the trade-off between reconfigurability and design
time for various hardware platforms suitable for the hardware implementation of SDR.

In the recent years, The FPGAs capabilities are developed and enhanced to be more
flexible and runtime reconfigurable [5] by introducing the concept of Dynamic Partial
Reconfiguration (DPR). DPR allows the FPGA to be reconfigured during runtime by the
reconfiguration of a specific part on the FPGA without shutting down the rest of FPGA.
DPR pushes the FPGAs to become a promise reconfigurable hardware platform with a
high level of flexibility that allows it to be used as the target hardware platform for the
implementation of SDR. As shown in Figure 3.1 applying DPR on the FPGA platform
increase the reconfigurabilty of the FPGA to be more reconfigurable than traditional
software programmable platforms like the DSP and GPPs. DPR offers the benefits of low
power consumption and the efficient hardware resources utilization for the SDR system.
In this thesis, a novel hardware reconfigurable implementation for SDR will be
demonstrated targeting a hybrid FPGA (Xilinx Zynq) that support the DPR technology
feature.



1.1. Problem Domain and Context

This thesis focuses on the dynamic partial reconfiguration (DPR) implementation of
a software-defined radio system that supports multiple wireless communication standards
and able to accommodate next generation of wireless standards without the need to
change the hardware platform. In recent years, the using of adaptive reconfigurable
hardware platforms e.g. (FPGA+DPR) have been increased to overcome the limitation
of fixed hardware platforms like GPPs and DSPs in the implementation of SDR physical
layer blocks [8-12]. The limitations are the increasing value of power consumption and
the largest silicon area resulting from the growing needs for high data rate and large
number of wireless standards that should be supported by the mobile terminal.

The development of a reconfigurable hardware platform for SDR system requires a
fast switching time between wireless standards, in other words reducing the time of
handover between different wireless standard is an essential target. Also, resources
allocation and reconfigurable partitions scheme of the system have a direct impact on the
total power consumption and the total silicon area of the reconfigurable hardware
platform [7].

Therefore, DPR implementation for SDR system should take into account the
reduction of time of reconfiguration for fast handover between wireless standard and a
cost effective partitioning scheme to reduce the power consumption and the efficient use
of hardware resources.

1.2. Thesis Objectives

This thesis explores the techniques of DPR hardware implementation for SDR
systems on FPGA platform. The main objectives of this thesis are:

1. Demonstrate the dynamic partial reconfiguration implementation techniques
and determine the design metrics that influence the performance of the
implementation.

2. Develop techniques and design-time optimization architectures to reduce the
reconfiguration time of the DPR process using the hybrid Xilinx Zynq FPGA.

3. Provide essential design guidelines for the DPR-SDR designers to choose the
suitable DPR implementation techniques for their system requirements.

4. Implementation of high-speed DPR multi-standard convolutional encoder.

5. Develop techniques and tools to automate the partitioning step required by
the DPR implementation flow to find the optimum partitioning scheme of a
specific design to enhance the performance of the DPR implementation.

6. Full implementation of a DPR SDR system that supports multiple wireless
standards with a high-speed reconfiguration time, low power consumption,
and optimized resources cost.



1.3. Organization of the Thesis

The thesis presents a DPR implementation techniques to design a reconfigurable
hardware platform for SDR system. The thesis is organized as follows.

Chapter 2 presents the high-speed DPR implementation for SDR system. In this
chapter a brief overview about the Xilinx Zyng hybrid FPGA is introduced, the internal
architecture of Xilinx Zynqg SoC is presented including the ARM Cortex A9 hardcore
processor and the Xilinx 7 series programmable logic part. A detailed description of the
dynamic partial reconfiguration technique and how this technique is provided by Xilinx
Zynq FPGA. Also, four types of partial reconfiguration controllers are presented and
evaluated to achieve a high-speed DPR. Finally, a multi-standard convolutional encoder
is used as a case study in order to evaluate the impact of the four PR controllers on the
DPR implementation of SDR system.

Chapter 3 presents a cost-effective automatic partitioning scheme for DPR
implementation. In this chapter, an overview of the trivial DPR Xilinx design flow is
presented and the drawbacks of the trivial flow in the step of design partitioning and
resources allocation are clarified. A modified DPR design flow is proposed to increase
the efficiency of partitioning step and resources allocation by applying a modified open
source automatic partitioning algorithm to find a set of sub-optimal solutions for low-
cost partitioning schemes. The partitioning algorithm generates a number of sub-optimal
solutions that are evaluated according to best DPR implementation performance based
on minimum reconfiguration time and minimum partitions area.

Chapter 4 presents a novel DPR hardware implementation for SDR system. The
proposed reconfigurable SDR system supports three wireless standards (3G, WIFI, and
LTE). A full transmitter communication chain is adopted as SDR system. Two different
DPR implementations are proposed for the reconfigurable hardware platform. First DPR
implementation is based on a single partition region where all the communication blocks
of the active standard are allocated in a single partition, and in the case of switching from
a wireless standard to another, the full partition should be reconfigured. The second
implementation is a multi-partitions region DPR implementation based on finding an
optimum set of partition regions using partitioning algorithm proposed in Chapter 3. In
second DPR implementation switching between wireless standards does not require the
reconfiguration of all defined partition regions in the system. Comparisons between the
two implementations are presented in this Chapter based on the total area utilized by
static and dynamic parts of the system, the time of reconfiguration or the timing required
for handover and the total power consumption of the system. Also, an efficient test
environment on Xilinx Zyng FPGA is developed to test the functionality and measure
the performance of the two proposed DPR implementations

Finally, Chapter 5 contains the summary of achievements of the thesis. In addition,
Chapter 5 provides potential directions for future work.






Chapter 2 : High-Speed Dynamic Partial
Reconfiguration Implementation For SDR
Systems

2.1. Introduction

Modern Wireless communication systems support multiple wireless standards using
an adaptive reconfigurable wireless terminal that adopts dynamic communication chains
based on the SDR concept [2]. Microprocessors are often used for SDR implementations
to provide the required flexibility by a set of software routines. Obviously,
microprocessors are not a suitable hardware platform for the high data rate and low power
constraints required by the baseband signal processing [1, 4]. Recently FPGA runtime
Dynamic Partial Reconfiguration (DPR) has been widely used to provide the hardware
flexibility for SDR implementation reusing the same hardware resources on the FPGA
[15, 16].

This Chapter gives an introduction to the hybrid FPGA device and the internal
architecture of Xilinx Zyng 7000 which is used in this thesis as the FPGA device for SDR
hardware implementation. Also. An introduction to the runtime DPR technique and its
advantages. Also, This Chapter investigates experimentally the high-speed DPR
implementation for SDR using different DPR Partial Reconfiguration (PR) controllers
taking into account the impact of reconfiguration throughput or the reconfiguration time,
and power consumption on the implemented system performance. A multi-standard
convolutional encoder design is implemented as a case study on the SDR DPR based
implementation.

2.2. Hybrid Xilinx ZynQ FPGA Overview

FPGA is a reconfigurable logic device that can be reconfigured or reprogrammed to
execute certain application reusing the same hardware resources. Over the past three
decades, the FPGAs have been developed to become more complex and containing
several types of reconfigurable resources [5]. Xilinx FPGA is one of the most popular
FPGA devices in the market. Xilinx FPGAs are SRAM-based FPGA technology that is
composed of two distinct layers: the configuration memory layer and the hardware logic
layer. The configuration memory layer stores the FPGA configuration setup also called
configuration bitstream that contains all the required information to reprogram the FPGA
for a certain logic structure. The hardware logic layer contains the hardware resources of
the FPGA, including Lookup Tables (LUTSs), Block RAM (BRAM) and Digital Signal
Processing (DSP) blocks

Hybrid Xilinx Zyng FPGA is a new generation of All Programmable System on Chip
(SoC) [36]. Xilinx Zyng combines a dual-core ARM Cortex A9 processor with a 7-series
Xilinx Artix FPGA [35]. The FPGA part of the Zynq device is called Programmable
Logic (PL) and the other part that contains the ARM processor and the related peripheral
blocks is called Processing System (PS). The PS side communicates with the PL side
through the Advanced eXtensible Interface (AXI) which provides a high bandwidth and
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low latency connections between the two sides of the Zynq device. Figure 2.1 shows the
architecture of the Xilinx Zyng FPGA and the location of the PL and PS sides. Also, it is
shown that the PS side contains a DDR controller for external DDR memory, SD-Card
and UART controllers and 1/O peripheral controller. Xilinx Zynq FPGA provides more
level of flexibility by allowing runtime DPR to change the functionality of the
reconfigurable resources on the FPGA during runtime [17]. In this thesis, Xilinx Zynq
FPGA device XC7z020clg484-1 is selected for the DPR hardware implementation of
SDR system.
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Figure 2.1: Xilinx Zyng FPGA Architecture

2.2.1. Zyng Programmable Logic (PL) part

The PL part of the Zynq device is shown in Figure 2.2. The architecture of Zynq
FPGA is based on the Xilinx 7-series FPGA architecture. The PL part is a traditional
FPGA logic fabric. The PL part architecture is divided into six clock regions. Each clock
region contains tiles of reconfigurable resources. The resources tiles are organized in
columns or blocks spanned vertically along the clock region. A column contains a single
type of resources: CLB, BRAM, DSP or Input/output blocks (IOB) for interfacing.

2.2.1.1. Configurable Logic Blocks (CLB)

CLB is the main programmable logic resources on the FPGA that is used for
implementing logic circuits on the FPGA [37]. CLB is located in a two-dimensional array
on the PL part and connected to similar resources type other CLBs via programmable
interconnects. Each CLB contains two slices connected to a switch matrix to switch
between them as shown in Figure 2.3. Slice is a sub-block inside the CLB that contains
logical resources for implementing combinational and sequential logic circuits. A single
slice is composed of 4 six input LUTSs, 8 Flip-Flops (FFs) and multiplexers. LUT is the
core element of the CLB which is reprogrammed to implement logic functions up to six
input or be used as RAM/ROM. LUTs are combined together to form a larger logic
function, memories or shift registers as required. FFs is a sequential element that can be
used to implement a latch. Xilinx Zynq XC7z020clg484-1 has in total 6650 CLB blocks,
53200 LUTSs, 106400 FFs and 200 IOBs.
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2.2.1.2. BRAM and DSP Blocks

In addition to the CLBs on the PL fabric, there are two specific components: BRAM
for memory requirements and DSP48E1 for high-speed arithmetic operations as shown
in Figure 2.4. BRAMs in Zyng FPGA are equivalent to BRAM blocks in Xilinx 7-series
FPGA [38]. Each BRAM block can store up to 36Kbit of information. It could be
configured to be one block of 36Kbit or two independent blocks each one has 18Kbit of
information. BRAMs are used to implement RAM, ROM, and FIFOs in the PL fabric.
Using BRAM has a significant improvement on the resources utilization by
implementing larger capacity of memories in small physical elements, the alternative is
using distributed RAM which is constructed by using a large number of LUTs that
spanned over a larger area on the PL fabric. DSP48EL is a special slice for implementing
high-speed arithmetic operations [39]. DSP48E1 consists of pre-adder/subtractor,
multiplier, and post-adder/subtractor. Various complex computations especially floating-
point arithmetic blocks could be implemented using DSP48E1 slices. Xilinx Zynq
XC7z020clg484-1 has in total 140 BRAM blocks of 36Kbit and 120 DSP48E1 slices.
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Figure 2.4: Block RAM (Left) [38] and DSP48E1 Block (Right) [39] in Xilinx 7-
Series FPGA

2.2.2. Zynq Processing System Processing System (PS) Part

All Zyng devices have the same architecture, and all of them contain a PS part [36,
42]. The PS part contains as shown in Figure 2.5, an Application Processor Unit (APU),
I/0O peripheral interfaces, memory interfaces and controllers, interconnect circuits, and
clock generators. The APU consists of two ARM Cortex A9 processors, each core is
associated with a Media Processing Engine (MPE), Floating Point Unit (FPU) and
Memory Management Unit (MMU) plus data and instruction caches memory. The PS
part has different interfaces between the PS and PL and the PS and external components.

The communication between the PS and the external components like UART, SD-
Card, and USB is achieved via Multiplexed Input/output (MIO). In Zynq FPGA all the
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external components are linked to the PS unit and there is no direct pass from the PL to
the external components. So for the logic on PL to be communicated with the external
components communication interfaces should exist between the PL and PS. AXI
interconnects and interfaces are forming the bridge between the PL and PS through
general purpose 32-bit ports and high-performance 64-bit ports on the PS side. The PS
unit is controlled and configured through software codes running on the ARM processor
usually C or C++ programming languages are running on a standalone operating system
on the ARM processor. PS unit has an important role in debugging and testing of the
implemented logic on the PL side. Throughout the thesis, the PS unit is used to deliver
external input data samples to the PL and capturing output from the PL to an external
memory to test the functionality of the implemented SDR communication blocks.

Zyng-7000 All Programmable SoC
) Processing System
Peripherals icati i
p R C|DC|I< | Resel | SWoT Application Proc:e_si;o_r En_n ________
UsB eneration FPU and NEON Engine || FPU and NEON Engine ||
TTC
use | | 2xUsB ARM Cortex-Ag || ARM Cortex-A ||
- MMU cPU 1| MMU cpU |
Gige | | 2% GigE System- | |
GigE 2x SD Level 32 KB 32KB |l 32KB 32KB |l
S0 Control I-Cache D-Cache |l 1-Cache D-Cache ||
SDIO Regs L=
IRQ T
S%}[\}O | GIC | ‘ Snoop Controller, AWDT, Timer “""
GPIO | |~ |afi DMAB 512 KB L2 Cache & Controller ‘
o) UART : Channel
= UART | |
oA ocM | 286K
5C Interconnect | SRAM ¥
12C L Memory
SPI Central Interfaces
SPI Interconnect - p
¥ CoreSight %%RH%E
1] Interfaces [ Components LPDDR?
SRAMY _ ‘ Controller
NOR
DAP
ONFI 1.0 L - ' *
NAND DevC Programmable Logic to
Q5P Memory Interconnect
=] §i i L1 11
EMIO General-Purpose DMA IRQ Config High-Performance Ports ACP
XADC
12-Bit ADC Ports Sync AES/ )
SHA Programmable Logic
SelectlO
Notes: Resources|
1) Arrow direction shows control (master to slave)
2) Data flows in both directions: AX| 32-Bit/64-Bit, AXl 64-Bit, AXI 32-Bit, AHB 32-Bit, APB 32-Bit, Custom
3) Dashed line box indicates 2nd processor in dual-core devices

Figure 2.5: The Processing System Part of The Zyng FPGA Device [36]

2.3. Dynamic Partial Reconfiguration

DPR is a feature of SRAM-FPGAs that offers the advantage of flexibility to
reconfigure a part of FPGA during runtime reusing the same hardware resources [7]
Xilinx DPR design flow requires the partitioning of the design into a static part and a
dynamic part [34] as shown in Figure 2.6. The dynamic part contains the reconfigurable
modules (RM) of the system, while the static part contains the static modules that are not
be affected during the reconfiguration. The dynamic part contains multiple
Reconfigurable Regionss (RRs), each RR has a set of RMs which can be swapped during
runtime without interruption. A partial bitstream is generated for each RM to be mapped
into a specific RR during reconfiguration. Partial bitstreams are loaded from a nonvolatile
memory to the FPGA configuration memory through dedicated configuration interfaces.
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DPR are classified according to the configuration modes as internal or external
reconfiguration techniques, based on the reconfiguration is handled internally within the
FPGA or by an external device like a PC or another FPGA. Xilinx 7-series FPGAS have
two internal configuration interfaces to the FPGA configuration memory [37]: (i) The
Internal Configuration Access Port (ICAP) that is physically located on the FPGA fabric.
(i) Processor Configuration Access Port (PCAP) only available for the Xilinx 7-series
Zynq FPGA equipped with a hard macro ARM processor. Also, three external
configuration interfaces are used through the serial configuration ports: JTAG, Serial
mode, and Select-Map. In this thesis, only the internal configuration modes are used for
DPR to achieve a high speed of configuration.

[FPGA TR

2

Figure 2.6: Dynamic Partial Reconfiguration in SRAM-FPGAS.

2.3.1. Configuration Modes

DPR can be performed by loading RMs partial bitstreams to the FPGA configuration
memory. Accessing the configuration memory is done through various FPGA
configuration modes or configuration ports [35]. Configuration modes are categorized by
the type of configuration interface used to access the configuration memory. Table 2-1
shows the different configuration modes for Zynq FPGA.

2.3.1.1. External Modes

External configuration modes use external FPGA interfaces to load the partial bit
files to the FPGA configuration memory. JTAG is the only external configuration port
for Zyng FPGA. The partial bitstreams are transferred from an external storage source,
for example, the PC through the JTAG serial interface to the configuration memory. The
data rate of the JTAG configuration interface is limited to 8.25 MB/S and not suitable for
real-time application like the SDR system [18] and required an external PR controller
like CPU or another FPGA to control the reconfiguration process.

2.3.1.2. Internal Modes

Internal configuration modes use internal FPGA interfaces to load the partial bit files
to the FPGA configuration memory. Two internal configuration modes are used in Xilinx
Zyng FPGA. 1) ICAP configuration mode is based on the ICAP hard macro 32-bit
configuration port primitive located on the PL side to access the configuration memory
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with a theoretical data rate of 400 MB/S. 2) PCAP configuration mode is based on the
PCAP 32-bit configuration port in the PS side controlled by the ARM processor to access
the configuration memory with a data rate of 400 MB/S

Table 2-1: Zynq FPGA Configuration Modes

Configuration Mode | Type Max Clock Data Width | Max Bandwidth
ICAP Internal 100 MHZ 32-hit 400 MB/S
PCAP Internal 100 MHZ 32-hit 400 MB/S
JTAG External 66 MHZ 1-bit 8.25 MB/S

2.3.2. Advantage and Disadvantage of DPR

The main advantages of the reconfigurable systems are:

Resources utilization: In traditional design implementation most of the hardware
resources are not used at a time till it is activated to operate for a certain period of time.
Using reconfigurable hardware and DPR will increase the resource utilization by only
implemented the active part of the design in the required time and time multiplexing the
resources between the design hardware modules according to activity schedule.

Scalability: Using reconfigurable hardware will allow upgrading system to
accommodate newly defined tasks to handle the growth in technology and features. It
also facilitates the deploying of bug fixing in hardware which will decrease the cost of
redeploying new hardware and increase the time to market for the products.

Reusability: Reusing the resources for different design implementations, where a
system can be customized for adaptability.

Power reduction: is considered the most important item, where power consumed for
the system although most of the parts are not working. In the Integrated Circuits (IC)
design, the static power is consumed by the device although it is not active. FPGA
reconfiguration helps in delaying the implementation of a specific part until its time of
operation, which will decrease the consumed power over time and though the battery
lifetime.

Area: Instead of implementing a full system horizontally which consume area,
System can be optimized by vertical implementation idea which is programming in space
and time. Where a stack of blocks are stored and loaded at the time of operation. This
will save the area used by the same blocks in the horizontal design.

On the contrary, there are some disadvantages for the DPR and they are improving
by research such as:

Latency: Latency increased by the time overhead add by the reconfiguration time

[19]. It could be improved by using high-speed PR controller to speed up the
reconfiguration time.
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Memory: As blocks will be stored, in what is called vertical design approach in this
thesis, more memory is needed for storing the different implementations until the time of
operation. As the storage sizes are increasing this item is improved. For example, 5 files
of few kilobytes contain the new reconfiguration can be stored on gigabytes of attached
storage device. Reconfiguration files can be stored on servers and accessed through the
network as the network accessing are improving by time.

2.4. Dynamic Partial Reconfiguration Controller

Partial Reconfiguration (PR) controllers are proposed by researchers to control the
DPR and to enhance the reconfiguration speed and maximize the reconfiguration
throughput [19]. PR controller provides the interface for transferring partial bitstream
data to the FPGA internal configuration port (i.e., ICAP or PCAP) from an external or
internal memory with a high data throughput as shown in Figure 2.7. Moreover, some
PR controller architectures have the capabilities of monitoring the system performance
by measuring the reconfiguration time and determine the status of RMs.

The time of reconfiguration is a key factor in the design of PR controller as it
measures how fast the controller can handle the reconfiguration process. A lot of PR
controllers are used in DPR whether they are conventional controllers provided by the
FPGA vendors or novel controllers developed to carry out the DPR to be more efficient
and reducing the reconfiguration time. PR controller is implemented by using a Finite
State Machine (FSM) or a dedicated custom processor to control and manage the DPR.

Embedded — — —> External Memory

Microprocessor |
(ARM/Microblazel™ = —
Processor)

% Interfacing Bus (AXI Bus Interface)

Partial Reconfiguration
Controller

v

ICAP

¥

Configuration Memory

Figure 2.7: Partial Reconfiguration Controller in DPR System
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2.4.1. Time of Reconfiguration

Reconfiguration time (or reconfiguration throughput) is a critical parameter in DPR
designs which affects the whole system performance implemented on the FPGA.
Reconfiguration time depends on the dimension of RP and the generated partial bitstream
data size. Also, the memory configuration setups used for data transfer increase the
reconfiguration time overhead. Many contributions are proposed in the literature to
improve the reconfiguration time and enhance the feasibility of DPR.

In [20] authors minimizing the runtime DPR overheads by using streaming Direct
Memory Access (DMA) engines and a bitstream size compression technique for
achieving a high reconfiguration throughput. Different versions of open source high-
speed ICAP controllers are presented in [21-22] that significantly improve the
reconfiguration throughput. Therefore, these controllers are studied and evaluated in this
chapter with the other conventional controllers to study the implementation of a high-
speed DPR-based SDR system.

Figure 2.8 shows different types of internal PR controllers supported by Xilinx Zynq
FPGA and they are described in the next sub-sections as follows.

2.4.2.  Xilinx ICAP Controller (AXI-HWICAP)

Xilinx provides several IP cores for interfacing the Xilinx’s ICAP primitive with the
user system design. ICAP Controllers enable an embedded microprocessor such as
Microblaze or ARM processors to access the configuration memory. ICAP is a Xilinx
FPGA hard macro that provides direct access to the configuration memory both in read
and write modes [35]. The ratio of the ICAP interface data width to the configuration
memory is 8, 16 or 32 bit wide in Xilinx 7-series. The ICAP provides a maximum
theoretical reconfiguration throughput equal to 400 MB/S at a data width of 32 bits and
a clock frequency of 100MHZ.

Practically, the reconfiguration throughput that has been measured in real time
applications is less than the theoretical ICAP throughput due to the reconfiguration
overhead added to the DPR at the system level design. XPSHWICAP and AXI-HWICAP
[40] are two ICAP Controllers designed for Processor Local Bus (PLB) and AXI buses
interfaces which are connected to the buses as a slave peripherals.

In this thesis, only AXI-HWICAP shown in Figure 2.9 is considered because it is the
only Xilinx ICAP controller IP core supported by the Xilinx Zunq FPGA and the AXI
bus interface. During DPR, the partial bitstream data are buffered from an external
memory to a Write/Read FIFOs inside the core. An internal state machine observes the
occupancy status of the FIFOs and continuously supplies partial bitstream data to the
ICAP and then to the configuration memory. These controllers give a low reconfiguration
throughput that’s far below the theoretical ICAP throughput. The limitation comes from
the low data rate of partial bitstream sent to the ICAP while using the microprocessor for
fetching partial bitstreams data from an external memory to the controller FIFOs.
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2.4.3. Custom DMA Based ICAP Controller

Various Open Source ICAP Controllers are proposed by researchers [21-25] to
improve the reconfiguration time while using the ICAP through an embedded
microprocessor. Moving partial bitstream data to the ICAP using a microprocessor is
inefficient and reduces the feasibility of DPR. In [24], an open source ICAP controller is
proposed, reaching a reconfiguration throughput of 399.80MB/S. The controller fetches
the partial bitstream data from a DDR using the DMA controller to an asynchronous
FIFO connected to the ICAP and then to the configuration memory. A custom
reconfiguration controller for Xilinx Zyng FPGA (ZYCAP) is presented in [25], the
design is shown in Figure 2.10. ZYCAP achieves a reconfiguration throughput of 382
MB/S. ZYCAP is a DMA based AXI-HWICAP controller equipped with two AXI slave
bus interfaces connected to the ARM processor. The AXI4 bus interface is used by the
DMA to receive partial bitstream data from DDR memory and the AXI-Lite bus interface
for control signals.

2.4.4. Software-Controlled Partial Reconfiguration

Xilinx Zynq FPGA provides the potential to implement a software-controlled (S-C)
DPR through the processing system (PS) device configuration (DevC)/PCAP interface
[44]. This scheme does not require any programmable logic (PL) resources during DPR
as shown in Figure 2.11. The DevC unit is controlled by the ARM processor to select the
internal configuration interface to be PCAP or ICAP according to the user system design.
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Figure 2.10: Custom DMA Based ICAP Controller

PCAP interface contains AXI-PCAP Bridge to access the configuration memory in
the PL side from the PS side. In S-C PR, the ARM controls the DPR using an internal
DMA engine to transfer partial bitstream data from an external memory to PCAP
interface and then to the configuration memory on the PL side. The PCAP has a 32-bit
wide data interface that operates at a clock frequency of 100 MHZ, achieving a theoretical
reconfiguration throughput of 400 MB/S similar to the theoretical reconfiguration
throughput achieved by the ICAP. The drawback of that scheme is that it blocks the ARM
during DPR and prevents it from doing other software tasks.

2.4.5. Xilinx Partial Reconfiguration Manager

The Xilinx Partial Reconfiguration Controller (Xil-PRC) core shown in Figure 2.12
provides management functions for self-controlling partially reconfigurable designs, the
core is equipped with AXI4-Lite bus interface [41]. Xil-PRC is released for enclosed
systems where all the design RMs are known to the controller. Xil-PRC consists of a 32
Virtual Socket Managers (VSM) and each VSM can contain up to 128 RMs. The Virtual
Socket is a term that used to refer to a RP that is managed by the Xil-PRC. VSMs are
connected to a fetch path that fetches the partial bitstream data from an external memory
to the ICAP without passing by the processor. Each VSM operates independently of the
others and has its own AXI4-Stream interface for partial bitstream data transfer. An
external trigger is sent to a VSM to select the required RM to be loaded into the RP, each
RM has its own trigger number. Xil-PRC accesses the external memory using an AXI
External Memory Controller (axi_emc) or a Memory Interface Generator (MIG). Xil-
PRC does not depend on the processor to fetch partial bitstreams from an external
memory, which leads to a high reconfiguration throughput close to the theoretical ICAP
throughput.
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Figure 2.12: Xilinx Partial Reconfiguration Manager/Controller (Xil-PRC [41])

Figure 2.13 shows the reconfiguration time of the four types of PR controllers
discussed in this section with various reconfigurable partition regions sizes. The
reconfiguration time is accurately calculated using AXI timer and ARM timer to count
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the number of clock cycles required to complete the DPR process. Xil-PRC and DMA-
based ICAP controller (ZYCAP) achieve the minimum reconfiguration time thanks to
the use of DMA to speed up the transfer data rate between the DDR and the ICAP
interface to the configuration memory. AXI slave memory mapped AXI-HWICAP is the
worst PR controller in term of reconfiguration time due to the use of internal ARM cache
memory for data transfer between the DDR and the ICAP interface to the configuration
memory.
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Figure 2.13: Reconfiguration Time for Different PR Controllers

2.5. Multi-Standard Convolutional Encoder for SDR system
(A Case Study)

In order to analyze the impact of DPR techniques on the implementation of SDR, a
multi-standard convolutional encoder is used as a case study as shown in Figure 2.14.
Convolutional encoders are one of the Forward Error Correction (FEC) coding schemes
widely used in wireless communication systems to reduce the effect of noisy channels.

Three main parameters are used for describing convolutional codes(n, k, 1), where
n represents the number of output bits, k represents the number of input bits
and [ represents the constraint length or the number of shift registers. The Convolutional
encoder rate is. In our experiment, seven encoder schemes are used as a benchmark from
(2G, 3G, WIFI, and LTE) communication standards. DPR is used to switch between the
seven encoders RMs at runtime reusing the same RR on the FPGA.

2.5.1. 2G Convolutional Encoder

The 2G is the second generation of the mobile communication. It is based on the
Global System for Mobile Communications (GSM) standardized by the European
Telecommunications Standards Institute (ETSI). The convolutional encoder is used in
channel coding block of the 2G standard [45].
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Figure 2.14: Multi-Standard Convolutional Encoder

2.5.2. 3G Convolutional Encoder

The 3G is the wireless mobile third generation standard. 3G uses the Wideband Code
Division Multiple Access (WCDMA) radio technology to offer greater spectral
efficiency and data rate up to 384 kbps in uplink and downlink and simultaneous voice
and data. The 3G uses the convolutional encoders in the channel coding of the different
channels [46]. Figure 2.15 shows the block diagram for the convolutional encoders used
in the 3G mobile system. The 3G standard uses a zero biting, where the initial state of
the shift registers should be zero and also the final state should return back to zero.
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Figure 2.15: 3G Convolutional Encoder [46]

21



2.5.3. LTE Convolutional Encoder

Long Term Evolution (LTE) or 4G technology is the fourth generation in wireless
mobile standards. The LTE uplink transmitter uses Single Carrier Frequency Division
Multiple Accesses (SC-FDMA) for its lower peak-to-average power ratio (PAPR) results
in a power cost reduction in transmitter terminal. LTE supports six different channel
bandwidths from 1.4 to 20 MHZ in both frequency and time division duplex (FDD and
TDD). Figure 2.16 shows the convolutional encoder used in the LTE [47], and Figure
2.17 shows the turbo encoder that is based on the convolutional encoder [47]. In the LTE
standard, the tail bit is used where the initial and final states of the shift registers should
be the same.
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Figure 2.16: LTE Convolutional Encoder [47]

2.5.4. WIFI Convolutional Encoder

WIFI is a fixed wireless communication standard defined by Institute of Electrical
and Electronic Engineers (IEEE) and is known as IEEE 802.11 standard. There are
several specifications in the 802.11 family each has different channel characteristics as
well as different data rates, modulation techniques and ranges of operation. The
convolutional encoder shown in Figure 2.18 is used in 802.11 a / g standards [48]. It will
be implemented in the thesis demonstration for the SDR system using DPR
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Figure 2.18: WIFI Convolutional Encoder [48]

2.5.5. Multi-Standard Convolutional Encoder DPR Implementation

Convolutional encoders are widely used in the wireless communication systems,
such as 2G, 3G, LTE, and WIFI. Table 2-2 shows the characteristics of the different
convolutional encoders used in 2G, 3G, LTE, and WIFI technologies. Different
convolutional encoders reflect different hardware combinations of RMs.

Table 2-2: Convolutional Encoder RMs

Conv. c1 c2 c3 c4 c5 Cc6 c7
Encoder
System 2G 2G 2G 3G 3G LTE WIFI
Rate(K/n) | 1/2 1/3 112 12 1/3 1/3 1/2
Constr.
Length (1) 5 7 5 9 9 9 7

2.5.5.1. System Implementation and Setup

The system has been implemented using Xilinx Zynq XC7Z020LG484-1 FPGA and
tested with a ZC702 board [43]. The DPR flow has been carried out using Xilinx Vivado
tool. The complete system is developed as shown in Figure 2.18. The system design is
controlled by the ARM Cortex-A9 microprocessor on the PS side, the ARM processor
communicates with the PL using the AXI bus interface. The static part of the system
consists of the PR controller, the ICAP for internal configuration, the AXI bus
connections, and the static blocks in the wireless communication chain. The dynamic part
contains a single RP for the reconfigurable encoder. The encoder has 7 RMs (C1-C7),
each module is synthesized in 37 LUTs. A single encoder RM is active at a time.
Encoders RMs (C1-C7) partial bitstreams data are stored on SD flash memory to
switching between them during DPR by replacing the existing encoder RM with another
RM on the RP. The system is connected to an external PC using UART interface to
interact with the ARM processor through software codes.

23



2.5.5.2. Reconfiguration Time and Throughput

In this experiment, the reconfiguration time is computed by measuring the number
of clock cycles required to complete the DPR task after a switching decision is issued by
the ARM processor. The reconfiguration time is measured by AXI-Timer implemented
on the PL side. Figure 2.20 (b) shows the reconfiguration throughput of the four PR
controllers used for SDR implementation. SDR designs using Xil-PRC and ZYCAP
achieve an average reconfiguration throughput of {396.5, 392 MB/S} approximately
equal 98 % of the ICAP throughput.

2.5.5.3. Resources Utilization and Power Consumption

The resource utilization for the four PR controllers used in SDR designs is shown in
Figure 2.20 (a). Xil-PRC utilizes 4X LUTs as compared to the AXI-HWICAP, while
ZYCAP utilizes 556 LUTs approximately less than 2X of AXI-HWICAP LUTSs.

Figure 2.20 (c) shows the average estimated power consumption of the four PR
controllers used in the SDR designs. ZYCAP consumes the minimum power in
comparison with the other PR controllers implemented on the PL side.
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Figure 2.19: Multi-Standard Convolutional Encoder DPR system Overview

2.5.5.4. Design Insights and Recommendations

Xil-PRC and ZYCAP will be always recommended for SDR designs that require
high reconfiguration speed as shown in Figure 2.13. Low power DPR-based SDR designs
that use S-C / PCAP do not require any resources on the PL side for DPR.
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Therefore, the power consumption is the power consumed by the ARM during the
reconfiguration as shown in Figure 2.20 (a, c), but the drawback of this scheme is that
the ARM processor is blocked from doing other software tasks during reconfiguration
time. Xil-PRC achieves the highest reconfiguration throughput at the expense of a large
resource utilization. Meanwhile, ZYCAP provides an acceptable reconfiguration
throughput with a reduction in power consumption and resource utilization making it a
good choice for DPR-based SDR designs.

2.6. Summary

In this chapter, Xilinx Zynq FPGA and DPR technique are introduced. Also, four
partial reconfiguration controllers are presented and used to implement a high-speed
reconfigurable SDR system targeting a Xilinx Zyng FPGA. A reconfigurable
convolutional encoder is implemented as a benchmark to evaluate the performance of the
four partial reconfiguration controllers. This experiment provides essential design
guidelines for the DPR-SDR designers to choose the suitable PR controller based on their
system requirements.
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Chapter 3 : A Cost-Effective Automatic Partitioning
Scheme For Dynamic Partial Reconfiguration
Implementation On FPGA

3.1. Introduction

The DPR system consists of a number of reconfigurable modules (RMs). Each RM
has a number of modes called RM mode that is changed in run time according to the DPR
system operating modes. These RMs are physically implemented on specific locations
on the FPGA defined by partially reconfigurable regions to isolate the reconfigurable
parts of the system from the other non-reconfigurable parts.

Partitioning is the designing process to determine the number and size of
reconfigurable regions for a DPR system according to the number and size of RM modes
and the system configurations modes. When designing DPR systems, it is required to
reduce the partitioning cost of the total reconfigurable regions area used by RMs and the
reconfiguration time.

Reconfiguration time is an important factor in DPR system design which determines
the required time to reconfigure the system from an operating configuration mode to
another in run time. In present vendor DPR design tools the designer manually specifies
the number and size of reconfigurable regions and the RM allocation to each
reconfigurable region and hence the granularity of reconfiguration. Inefficient
partitioning and RM allocation to the RRs can result in large unutilized resources area on
the FPGA floorplan and a long reconfiguration time [26].

Therefore, efficient partitioning schemes should provide a reduction in the
reconfiguration time and a high utilization of the area of the reconfigurable regions. The
inter-connections or communication interfaces between the reconfigurable regions and
the static part of the design are fixed during the reconfiguration because the routing an
inter-connections take places in the static part of the design.

This chapter provides a cost-effective automatic partitioning scheme for an efficient
DPR design flow to reduce the total partitions reconfiguration time and increase the
utilization of the total partitions area. An improved open source heuristic partitioning
algorithm [27] based on hierarchical clustering algorithm is used to determine the best
partitioning scheme for a given DPR system. The method provides the optimum
arrangement (numbers and sizes) of reconfigurable regions and the optimum RM
allocation to the proposed reconfigurable regions. Also, a circuit routing communication
architecture is implemented to establish dynamic routes between the reconfigurable
regions itself and between the reconfigurable regions and the static design at the time of
reconfiguration. For performance analysis, a number of DPR designs are used as
benchmarks to evaluate the performance of the proposed partitioning scheme based on
the total reconfiguration time of the DPR design and the total proposed partitions area.
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3.2. Dynamic Partial Reconfiguration Design Flow

Currently, Xilinx and Intel (Altera) are the main FPGA devices vendors on the
market. They provide a series of FPGA families that support the DPR design flow
through their software tools. In this thesis, we consider only the Xilinx DPR design flow
through Xilinx FPGA design software: Xilinx Vivado Design Suite or Xilinx PlanAhead
tool.

In this section, an overview of the traditional DPR design flow is discussed. A
proposed modified DPR design flow is presented to overcome the inefficiency of the
traditional DPR design flow.

3.2.1. Xilinx DPR Design Flow

Xilinx DPR design flow [34] requires the dividing of the DPR system into static
logic blocks and reconfigurable logic blocks. A DPR system consists of a number of
operating modes known as configuration modes and each configuration mode contains a
number of reconfigurable modules modes (RM) which are changed from a configuration
mode to another at runtime. Figure 3.1 shows an example of a DPR system with four
modes of configuration (Conf.1, Conf.2, Conf.3, and Conf.4).The configuration has a
four reconfigurable module (A, B, C, D) with three modes: Al, A2, A3; B1, B2, B3; C1,
C2,C3; D1, D2, Ds.

Figure 3.1: An example of DPR design with four modes of configuration and four
reconfigurable modules per configuration (A, B, C, and D).
The DPR design flow is conducted by Xilinx tools through the following steps:
3.2.1.1. Synthesize The Reconfigurable Modules (RMs)

Xilinx Synthesis Technology Tool (XST) is used to synthesize all the RMs modes
in all given DPR design configurations. The RMs modes are given to the synthesis tool
as a set of HDL files to determine the numbers and types of resource requirements on the
FPGA such as (LUTs, BRAM, and DSP blocks).
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The output from the synthesis step is:
1) The design netlists e.g. (NGC?, .DCP?) files.
2) All the RM modes resource requirements (Slices, BRAM, DSP).

3.2.1.2. Define The Reconfigurable Regions (Partitioning)

Reconfigurable Region (RR) is a defined dynamically reconfigured area on the
FPGA device to allocate the different RM modes for each configuration during runtime.
The RR includes different types of resources according to the resource requirements of
its allocated RM modes during all possible configurations. Xilinx DPR design flow lets
the designers specify the sizes and numbers of the required RRs to all the RMs for all
possible configurations manually without any kind of design automation or optimization
techniques.

Two approaches are considered for manual partitioning [29]. The first approach,
known as the single region partitioning approach which requires the allocation of all the
system RMs into a single large size RR that holds the most resources required by the
largest configuration in the system as shown in Figure 3.2. Each time a switching occurs
from a configuration to another the whole area of the RR need to be reconfigured even
in the cases of configurations that require fewer resources than the total RR area. Since
the total RR area is reconfigured every time a new system configuration mode is loaded
regardless of the number of resources required for each configuration, the reconfiguration
time is fixed and equal to the reconfiguration time of the whole RR.

Conf. 1 A1-B1-C1-D1 7///

Conf. 2 A2-B1-C2-D2

Cont. 4 ass-ca02 |

Conf. 2 > Conf. 1 > Conf.3 > Conf.4 / Unused
/ Partition

Area

Figure 3.2: An example of a single partition region partitioning approach

Each configuration physically consumes the same constant RR area on the FPGA.
As a consequence of this approach, the total required storage size of partial bitstreams on
the memory is increased and it is equal to the largest configuration partial bitstream size
multiplied by the number of system configuration modes. This approach has a significant
advantage on area consumption since the single partition region area is equal to the

INetlist Generated Constraints file supported by Xilinx ISE design tool.
2 Design Check Point file contains the netlist of the design supported by Xilinx Vivado Design suit.
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minimum required reconfigurable partition area for a DPR design which is the area of
the largest configuration mode in the DPR design.

The second approach is the modular way for partitioning by assigning each RM into
a single separate RR that could be reconfigured from one RM mode to another mode at
runtime, known as single module per region partitioning approach. The number of RRs
is equal to the number of RMs of the DPR system and the size of each RR is the size of
the largest RM mode assigned to this RR. For example, in Figure 3.1 there are four RRs
as the system consists of four RMs. The sizes of RRs are equal to the sizes of the largest
mode of each RM in the system as in Figure 3.3 (RR1: A2; RR2: B1; RR3: C1; RR4:
D1).
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" Area

Figure 3.3: An example of one module per region partitioning approach

This approach offers a less reconfiguration time compared to the one single partition
region approach since the switching from a configuration mode to another requires the
reconfiguration of multiple small RRs for each RM that is changed without the need to
reconfigure the whole RRs as in single region partitioning approach. The one module per
region approach is the worst area-efficient due to the total RRs size is equal to the sum
of the largest mode size for each RM in the system as shown in Figure 3.3. Therefore the
percentage of area utilization is the lowest compared to any other partitioning approaches.

3.2.1.3. Floorplanning

The floorplanning step is done manually by the designer by arranging the set of RRs
with the static partition into rectangular shapes on the FPGA floorplan. The inefficient
distribution of RRs and static partition on the FPGA floorplan results to:

1) Inefficient utilization of the FPGA physical resource types.
2) Long wiring connections between RRs results in long input/output propagation
delay between RRs.
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The designer should be aware about the target FPGA physical architecture for
efficient RR floorplanning. Manual floorplanning consumes a long design time and post
place and route functional and timing simulations are needed to ensure that the
floorplanned reconfigurable blocks met the required design constraints.

3.2.1.4. Implementation (Place and Route)

Implementation or (Place and Route) is done automatically by the tool using the
design netlists and the (area, time and floorplanning) constraints generated from the
above steps to map the design on the FPGA device.

Xilinx tool generates a list of implementation results for each design configuration
known as the full configuration implementation result and a number of partial
implementation results for each partial block (RMs) in the design.

3.2.1.5. Bitstream Generation

Finally, a full and partial bitstream sets are generated for different configurations and
partial blocks (RMs) in the design. The FPGA target is initially configured by a full
bitstream (A complete configuration image) and for runtime reconfiguration, partial
bitstreams of the required RMs are loaded from an external memory.

3.2.2. Proposed DPR Design Flow

The Proposed DPR design flow is based on the regular Xilinx DPR design flow
except for the step of partitioning as shown in Figure 3.4. The regular DPR design flow
is modified by automating the partitioning step using a modified clustering partitioning
algorithm proposed by [27,32].The partitioning algorithm tries to determine the optimum
partitioning scheme by finding the optimum sizes and numbers of RRs for a given DPR
system reducing the total reconfiguration time and the total RRs area.

In this proposed DPR design flow, the automatic partitioning algorithm assigns
different modes from different RMs to the optimum RR to save the total partitions area
and reduces the RMs reconfiguration time. As a consequence, the inter-connections
between the RRs and the communication interfaces with the static region should be
changed from a configuration to another [33].

For example, as shown in Figure 3.5, in conf.1, the output of RR1 (B1) is connected
to the input of RR3 (C1) after switching to the conf.2 the output of RR1 (B1) should be
connected to the input of RR2 (C2) to maintain the functionality of the DPR system. A
proposed circuit routing switch is used to handle that problem by re-routing the
input/output signals between the RRs during the reconfiguration. The circuit routing
switch is a custom reconfigurable architecture implemented in the static region with a
variable numbers and widths of input/output ports. The proposed tool introduces the term
of “ Virtual Flexible Reconfigurable Partition “ by Combining the partitioning
algorithm and the circuit routing switch together to virtually change the partition size
during reconfiguration to fit with the RMs modes sizes as a solution to save the DPR
design area as shown by the red dashed circles in Figure 3.5 for RM (A).
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3.3. Problem Formulation

Efficient DPR design implementation requires an efficient RR allocation or an
efficient partitioning technique to minimize the total time of reconfiguration and the total
used RR area. This section formulates the DPR partitioning requirements and the FPGA
physical constraints that impact the partitioning process.

3.3.1. DPR Partitioning Requirements and Mathematical
Formulation

Reconfiguration time and the total partitions area are the key requirements for any
DPR applications in our case the SDR system. The SDR system should have a fast
switching time between different wireless standard supported by the system and optimum
hardware resource utilization for power and area saving.

The problem of partitioning can be described as follows:

1. Minimize total reconfiguration time.
2. Minimize total partitions area (Minimize total resource requirements).

The partitioning step design constraints:

All RRs of the design are fitting in the given FPGA device.

All required RMs in the design should have an allocated RR.

All the design configurations should be implemented.

The number of RRs should be greater than one (Case of the single region)
and not exceed the number of RMs.

5. The minimum total partitions area of the design is the maximum area
required by the largest configuration in the design.

PoNhdRE

The partitioning problem can be formulated mathematically to be solved and optimized
using several types of partitioning algorithms [26]. The variables used in the
mathematical formulation are shown in Table 3-1.

Table 3-1: Variable used in DPR Partitioning mathematical formulation

Variable Description
N Total number of reconfigurable modules
C Set of design configuration
Ru Number of resource for module m in mode u
Apc Area of partition P in configuration ¢
p Reconfiguration time for partition P
T, Reconfiguration time for configuration c¢
Tiotal Total reconfiguration time of the system
Atoral Total partitions area
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The maximum number of resources for module m is equal the maximum number of
resources used among the different modes of module m. For example, in Figure 3.1
module modes Al, A2, A3 are three modes of reconfigurable module A.

Ry max = MAX,, (Rmu) (1)

Different modes of module m are allocated to a reconfigurable region partition with
area A, in configuration ¢ , in some cases when applying partitioning algorithm
multiple modes of different modules can be merged into a single partition region. The
area of the partition region is the summation of all modules in region p.

Ape=YumPRum c=12,...C )

For example in Figure 3.3, A;; = Area of (A1),A,, = Area of (A2), and in
Figure 3.1 for single region partition A;; = Areaof (A1+ B1+ C1+ D1),4,, =

Area of (A2 + B1+ C2+ D2)
Reconfigurable partition area is the maximum partition area required for a set of
modules modes among the different configurations

A, = MAX, (A,.) (3)

Total partitions area is the summation of all reconfigurable partitions in the DPR
design.
Atotar = Zp Ap 4)
Time of reconfiguration is calculated by the time spent to reconfigure the partition
region reconfigurable frames number f . Time of configuration of a reconfigurable
partition is given by:

A
T, = 7” * (reconfiguration time of one frame) (5)

Each configuration in the design consists of multiple partitions the reconfiguration
time of configuration is given by:

Te=2pTp (6)
Total reconfiguration time is the summation of all design configurations
reconfiguration time as given by:
Ttotal = ZC TC Cc = 1,2,3 s C (7)
The objective is to improve the DPR system performance by minimizing the total
partitions area and minimizing the total reconfiguration time.

Minimise (A¢otar) (8)

Minimise (Toral) )
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3.3.2. FPGA Partitioning Physical Constraints

In 7-series Xilinx FPGAs there are several physical constraints on the size and shape
of RR [34, 35]. These constraints can result in an inefficient resource utilization over the
FPGA floorplan. Therefore, these constraints affect negatively the total reconfiguration
time and total partitions area of a DPR design and the whole performance of the system.

As shown in Figure 3.6, the RR shape should be a rectangular shape that extends
vertically or horizontally over the rows and columns within the same clock region of the
FPGA. In the FPGA floorplan the columns span by the entire device height, the column
contains a number of resource blocks of the same type e.g (CLB, BRAM or DSP) blocks.
Also, the FPGA contains columns of interconnections blocks to connect resource
columns with each other. The intersection between a column and a row is called a tile:
CLB tiles, BRAM tiles, and DSP tiles. In 7-series Xilinx FPGA one CLB tile contains
50 CLB block each CLB block contains 2 Slices each Slice is 4 LUTs, one BRAM tile
contains 10 BRAM block of 36Kbit and one DSP tile contains 10 DSP blocks.

One tile is the minimum reconfigurable size for 7-series Xilinx FPGA. The tile has a
rectangular shape of one-row height by one column wide. The tile is a 36 reconfigurable
frame of 101X32 bits.

Therefore, the minimum partition size is the size of one tile (50 CLB or 10 BRAM
or 10 DSP). The partition size is equal an integer number multiplied by the tile size. For
example: 1, 2, ... N tiles.

Also, the edge of partitions should be a resource block not allowed to make an
interconnection block a partition edge. The interfaces between the static part and
partitions called partition pins take some resources (Bus Macros) inside the defined
partitions and should be taken into consideration while determining the partition size.
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Figure 3.6: Xilinx 7-series reconfigurable partition physical constraints
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3.4. Automatic Partitioning Algorithm

Several works propose methodologies and techniques to solve the partitioning
problem or to develop an automated tool to optimize the reconfigurable region allocation
for partial reconfiguration (PR) designs. Many types of optimization and task partitioning
algorithms are taken from other research trends to find an efficient solution for the PR
partitioning case. In [26] an optimization method based on integer linear programming
(ILP) is proposed for automatically determine the optimal partitioning solutions with the
minimum reconfiguration time and minimum partitions area. The PR system is
represented by a number of mathematical equations to be solved. A reasonable
improvement in area and reconfiguration time is achieved.

An automated partitioning tool is proposed by [27] based on a modified hierarchical
clustering algorithm. The tool finds the optimal partitioning schemes with the minimum
reconfiguration time and no optimization is done for the area of reconfigurable regions.
This partitioning tool reduces the reconfiguration time by a significant percentage factor
but at the same time, the reconfiguration area increased. CoPR is a PR design tool flow
introduced in [28] for the design of the adaptive reconfigurable system. The CoPR tool
includes: 1) automated partitioning scheme 2) Partition interface generator 3) automated
floorplanning algorithm. The tool accepts a high-level description of an adaptive system
and implements it on the FPGA automatically.

A simulated annealing based algorithm is proposed by [29] to determine modules
allocation to reconfigurable regions based on minimizing the partitions area. The
reconfiguration time is not be considered in that algorithm. An automated
Hardware/Software (HW/SW) PR partitioning tool flow for HW/SW co-design systems
is introduced in [30] by allocating tasks or reconfigurable modules to a reconfigurable
partition region on the FPGA or to be executed by a microprocessor. In [31], a run time
temporal partitioning is proposed to reduce the reconfiguration time. An inter-module
communication is implemented to re-communicate the reconfigurable partition regions
during reconfiguration to enable temporal partition assembly.

In this chapter, an open source modified hierarchical clustering algorithm proposed
in [27, 31] is used for the automatic partitioning phase in the proposed DPR tool flow. In
this section, two proposed partitioning solution are studied based on the reduction in total
time of reconfiguration and total partitions area.

3.4.1. Modified Hierarchical Clustering Algorithm

A modified hierarchical clustering algorithm [31] with an agglomerative strategy is
used for partitioning process. First step is to check for the implementation feasibility by
comparing the FPGA device resources number with the resources required to implement
the largest configuration of the DPR system. Hence, the minimum possible area required
for a DPR system is the area of the largest configuration of the DPR system. If the
implementation is feasible on the selected FPGA device, a connectivity matrix of N x M
is generated with a number of rows (N) represent the number of configurations and a
number of column (M) represent the number of reconfigurable modules in all the modes
of configurations. An element (i,j) in the matrix with a value 1 represents a
reconfigurable module mode j in configuration i as shown in the following example.
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For the example design in Section 3.2.1 Figure 3.1:

Conf.1: A, » B; »C; = D;
Conf.2: A, - By - C, = D,
Conf.3: A; - B, » (C; — Ds

Conf.4: A, - B; - (C3 =D,

The connectivity matrix will be:

(Ai AZ ASBl BZ BS Cl CZ C3 Dl D2 D3)

Conf1f1 0 01 001 00 1O0O
Conf2l0 1 01 000 10O01O0
Conf3l0 0 1 01 01 00 OO0 1
Conf40 1 0001 001010

The connectivity matrix is used to determine two weights variables for the clustering
partitioning optimization algorithm. The node weight of reconfigurable mode is the
number of times that module appears in the possible configurations and it is equal the
sum of the required module column in the connectivity matrix. For module A; the node
weight is equal 1 and for B, is equal 2. Second weight isthe edge weight (W, ;) which
is the number of times a two module occur concurrently in the possible configurations.
For module A, B, the edge weight is 1 and A,, D, the edge weight is 2. All the node and
edge weights are calculated from the connectivity matrix to build a graph network as
shown in Figure 3.7.

The algorithm first checks for a complete subgraph in the network where every pair
of distinct vertices is connected by a unique edge. Initially, all the nodes are not connected
and the number of edges, K = 0. The algorithm iterates and at every iteration the two
nodes with the highest edge weight are linked. Highest edge weight indicate that the two
nodes represent two modules occur concurrently more frequently in the given system
configurations and should be merged in the same partition region. This is shown in Figure
3.7 (a, b) a sub-graph of K = 1 and sub-graph of K = 4 for onf. 1.

Each sub-graph represent a base partition which is the set of module clusters that can
be used to determine the final partitions set. The frequency of a single base partition
occurrence in a configuration is called requency weight . Frequency weight is the
smallest edge weight in a sub-graph. For example in Figure 3.7 (b) the frequency weight
of a sub-graph {4,, B1,C;,D;} is 1 and in Figure 3.7 (c) for sub-graph {4,, B,, C5,D,} is
2. The algorithm iterates until all the possible links are connected and the graph network
is completed. The result of this step is a set of base partitions generated from all sub-
graphs of the clusters network. Table 3-2 lists all the base partitions for the example used
here.
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Table 3-2: Base Partitions

Base Freq Base Freq Base Freq
Partition | Weight | Partition | Weight | Partition | Weight
{Ad} 1 {A,, G} 1 {A1,B1, D1} 1
{As} 1 {A2, Dy} 2 {Dy,By, C1} 1
{B} 1 {By, C,} 1 {A2,B1, C3} 1
{B3} 1 {B1, D2} 1 {D2,B;, C3} 1
{C1} 1 {C2, D;} 1 {A2,B;, D,} 1
{C3} 1 {A3, By} 1 {A3 B;, Gy} 1
{D1} 1 {As3, Co} 1 {A3 Cy, D3} 1
{Ds} 1 {A3, D3} 1 {B2,C2, D3} 1
{42} 2 {B2, (2} 1 {A2,Bs, C3} 1
{B1} 2 {B2, D3} 1 {A2,C3, D5} 1
{C2} 2 {C,, D3} 1 {B3,C3, D3} 1
{D;} 2 {Az, B3} 1 {A1,Cy, Dq} 1
{A1, B1} 1 {4, C3} 1 {A5,C5, Dy} 1
{44, (1} 1 {B3, C3} 1 {A1,B1,Cy, Dy} 1
{A1, D4} 1 {B3, Dz} 1 {A2,B1, G5, Dy} 1
{Cy, B1} 1 {C3, Dy} 1 {A3 B3, C3, D3} 1
{Dy, B1} 1 {C1, D} 1 {A2,B3, C3, D5} 1

{A2, B4} 1 {A1,B1, C1} 1

Once base partitions are generated as in Table 3-2, a covering algorithm is used to
select candidate base partitions for optimum partitioning. The objective is to minimize
the reconfiguration time and total partitions area. So, base partitions are prioritized based
on the number of modules, if two base partitions have the same number of modules they
are arranged in ascending order of their frequency weight values. Therefore candidate
base partitions are selected from the highest base partitions frequency weights.

For each configuration represent a row in the connectivity matrix the corresponding
modules in the selected base partition for example base partition {A,, D,} in conf.4 the
corresponding location of {A,, D,} in the matrix are set to zero.

(000001001000)

Each base partitions in the table are selected and compared to the connectivity matrix
until all element of the matrix become zero. A candidate base partition is selected if the
modules of a selected base partitions can cover all the possible configuration. For
example a candidate partition set of base partitions:

({Al}' {AZ}’ {AS}' {Cl’ Bl}' {BZ' CZ}' {BS' CS}' {Dl}' {DZ} {D3})

Can cover all the possible configurations of the system.

Next step, the algorithm search for a compatible set of partitions from candidate
partitions set. Two partitions or more are compatible if the modules contained in them do
not co-occur or contradict in any configuration of the system, in other words, each
partition in the compatible partitions set should contains different modules from different
configurations. For example {c,, B,},{B,, C,},{Bs,C;} are compatible partitions while {4,,B,},
{c,, By} are not compatible.
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Region allocation starts by allocating each compatible base partitions set from the
selected candidate partition set in a reconfigurable region. Minimizing reconfiguration
time required the calculation of the cost function of each compatible base partitions in
candidate partition set to choose the compatible partition of the minimum cost function.
Cost function of assigning two base partitions or more of a compatible base partitions set
is calculated by the number of reconfigurable frames required by the maximum base
partition area from the selected candidate base partitions as

A, = maX(Abase 1 Apase 20 o+ Apase n) (10)

Where, A, is the reconfigurable region area calculated by the number of reconfigurable
frames and A, .. » IS the area of base partition n.

Total reconfiguration time is the sum of all possible configuration transition in the
system. In the worst case, total reconfiguration time is the sum of transitions from all
configurations to all other configurations. Reconfiguration time tcon, for a
reconfigurable region assigned to a candidate partitions set is proportional to the
reconfigurable region area.

tcon, < A, (11)

Total reconfiguration time is calculated as:
_ -1 . .
trotal = Di=1 Dij=i+1 LCON; ]>1 (12)

Where c is the total number of configurations and tcon, ; is the reconfiguration time to
switch from configuration i to configuration j .

tcon; ; = Yy_1d;j X tcon, (13)

Where N is the total number of reconfigurable region per configuration and d; ; is the

probability of transition from configuration i to configuration j which is equal to 1 in
case of transition and 0 in no transition.

To compute all the reconfiguration time of all compatible base partitions sets the
algorithm iterates by assigning new compatible base partitions to a region and calculate
the required resources number. If all possible compatible partitions from a selected
candidate partitions are done the algorithm select a new candidate partition and assign
new compatible base partitions and calculates their reconfiguration time. The algorithm
iterates until all candidate partitions are finished and no more candidate partitions are
possible.

Finally, the covering algorithm select the compatible base partitions sets based on
the lowest reconfiguration time cost or lowest resources requirements. Figure 3.8 shows
a flow chart of the steps of partitioning algorithm. Modified clustering algorithm find a
sub-optimal solution whereas a defined configuration transition is required as an input to
the algorithm from the beginning and if all possible combination of transitions were
considered the problem of partitioning would become an N-P hard problem.
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Figure 3.8: Partitioning Algorithm Flow Chart

3.4.2. Merging of Consecutive Reconfigurable Modules

The partitioning algorithm gives two kinds of sub-optimal solutions based on the
selection of candidate base partitions and the type of merging of reconfigurable modules
in the base partitions included in the selected base partitions. First sub-optimal solution
(Solution-One) is the merging of consecutive reconfigurable modules in the same base
partition. Figure 3.9 shows an example of this solution. In (Solution-One) selection of
base partitions that contain merged modules reduces the total reconfiguration time of the
system compared with the selections of base partition with one module in the partition.
Excluding the base partitions of merged non-consecutive modules from selection could
facilitate the routing process between modules during implementation.

3.4.3. Merging of Non-Consecutive Reconfigurable Modules

In some cases of DPR designs, Solution-One minimizes the total reconfiguration
time by assigning a number of large reconfigurable modules in static partitions as an
optimum solution to reduce the reconfiguration time. Therefore, the total area is increased
due to some of the reconfigurable modules are not always active in all possible
configurations which lead to a reservation of unutilized area during runtime. To minimize
the total area and at the same time minimize the total reconfiguration time, the selection
of candidate partitions set includes the base partitions that contain mergeable non-
consecutive reconfigurable modules (Solution-Two) for example {A2-C2} shown in
Figure 3.10. (Solution-Two) takes a long runtime compared to (Solution-One) since the
number of iterations is increased to find the optimal compatible partitions set from the
candidate partitions set which is augmented by adding the new mergeable partitions in
the set.
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Figure 3.9: Merging of Consecutive RMS (Solution-One)
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Figure 3.10: Merging of Non-Consecutive RMs (Solution-Two)

3.5. Dynamic Interconnection For Reconfigurable Modules

Routing or communications between RRs are modified in the proposed partitioning
algorithms since the optimal partitioning solution is a set of partitions that different
modes from different RMs share the same RR in different configurations as shown in
Figure 3.5. A rerouting technique between RRs is needed to maintain the validation of
the design data flow. A proposed routing switch is shown in Figure 3.11. The routing
switch is implemented with a number of multiplexers and decoders in the static region of
the DPR design. The switch input ports are connected to all RR output ports and the
switch output ports are connected to all RR input ports. A finite state machine (FSM) is
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designed to control the routing switch by sending selection signals to the switch to change
the routes between input ports and output ports in the time of reconfiguration. The routing
switch has a map of all RM modes locations for every configuration in the DPR system.
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Figure 3.11: Circuit routing switch For Partitions Interconnections

43



3.6. Performance Evaluation of Different Partitioning
Schemes

The objective of this section is to measure the performance of the four partitioning
methods described in the previous sections. Specifically, the solutions provided by the
partitioning algorithm that gives the possibility of merging non-consecutive RM modes
in one RR. The performance analysis is based on 1) the total reconfiguration time 2) The
total partitions area used by the DPR system.

A number of DPR designs are required as benchmarks to evaluate the performance
of partitioning methods. Unfortunately, a few number of DPR designs are available in
the literature. Hence 16 synthetic DPR designs are generated to test the partitioning
algorithms. The 16 designs are generated as shown in Table 3-3. Design configurations
are generated randomly in each DPR design until every RM mode in the design is
utilized.

Figure 3.12 shows a comparison of the total reconfiguration time for single module
per region scheme, single region scheme, partitioning algorithm (Solution-One) and
partitioning algorithm (Solution-Two). Total reconfiguration time of the single module
per region partitioning scheme is the highest since the switching between configurations
requires the reconfiguration of all RM reconfigurable regions, and for that method, the
RR size for each RM is equal to the size of the largest mode belong to that RM. Therefore,
the total partitions size to be reconfigured is equal to the summation of the largest mode
size for each RM in the design.

The total reconfiguration time for partitioning algorithm (Solution-Two) is better
than partitioning algorithm (Solution-One) in all DPR designs cases. Since the optimum
solution of merging some of the non-consecutive RM modes which are in the same
configuration into a single partition saves the total reconfigured area and correspondingly
the time for reconfiguration is reduced. Moreover, from

Figure 3.12 (c, d) when the number of RMs per configuration decreases, the total
reconfiguration time for the two partitioning algorithm solutions is approximately the
same since the merging of non-consecutive RM modes in that design cases does not lead
to an impressive reduction in the total reconfigured partitions area.

The two Partitioning algorithm solutions improve the total reconfiguration time by
30% to 40% compared to the traditional partitioning schemes. Figure 3.13 shows a
comparison of the total partitions area for the four partitioning methods. The single region
partitioning method is the least partitions area among the other methods since the
minimum partitions area of a DPR design is the area of the largest configuration of the
DPR design. Partitioning algorithm (Solution-One) consumes a total partitions area more
than the single region scheme in all the DPR design cases.

The total partitions area is reduced by allowing partitioning algorithm to select the
optimum solutions of merging some non-consecutive RM modes in the same
configuration into the same RR as in the partitioning algorithm (Solution-Two). In
addition, from Figure 3.13 (c, d) at design cases with a small number of RMs the total
partitions area obtained by the proposed algorithm is approximately equal the minimum
partitions area that a DPR designs could reach.
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Table 3-3: Random Generated DPR Designs

Design Configurations Design Configurations Design Configurations Design Configurations
Al1-B3-C3-D4-E3-F4 Al-B1-C1-D3-E1 A4-B1-C1-D2 A4-B4-C4
A4-B1-C1-D4-E1-F2 A2-B4-C2-D4-E3 Al-B2-C4-D1 Al-B1-C2

1 A2-B3-C1-D4-E4-F3 5 A2-B3-C3-D1-E1 9 A2-B3-C4-D4 13 A3-B3-C4
A2-B1-C3-D1-E1-F1 A4-B1-C4-DA-E4 A2-B2-C4-D3 A2-B2-C4
A2-B3-C4-D2-E1-F2 Al-B2-C1-D2-E2 A3-B4-C3-D4 A2-B3-C4
A3-B4-C2-D2-E4-F3 A3-B3-C3-D3-E2 A2-B4-C2-D3 A3-B2-C3
A2-B3-C1-D3-E2-F1 A2-B2-C4-D3-E3 A4-B1-C2-D1 A4-B2-C4
A2-B3-C4-D4-E4-FA Al-B2-C3-D2-E2 Al-B2-C2-D2 Al1-B3-C3

2 A4-B4-C3-D2-E1-F3 6 A2-B4-C2-D3-E2 10 A4-B2-C3-D4 14 A3-B2-C3
A4-B2-C4-D1-E2-F2 A3-B4-C3-D4-E1 A3-B3-C1-D3 A4-B1-C1
Al-B3-C2-D4-E2-F3 A4-B1-C2-D1-E4 A4-B3-C4-D4 A4-B2-C2
A4-B2-C3-D2-E4-F3 A4-B3-C3-D3-E4 A2-B4-C4-D1 Al-B2-C1

3 A2-B1-C2-D4-E1-F1 7 A3-B3-C4-D3-E2 1 Al-B1-C3-D4 15 A3-B4-C2
A2-B4-C2-D3-E2-F1 A4-B2-C3-D3-E3 A3-B2-C3-D3 A3-B3-C3
A3-B4-C2-D1-E1-F3 Al-B1-C2-D4-E3 A2-B2-C4-D3 A2-B2-C4
A3-B1-C4-D3-E1-F2 A3-B4-C2-D3-E1 A3-B2-C4-D4 A4-B3-C4

4 A3-B4-C3-D2-E3-F4 8 A4-B3-C1-D3-E2 12 A4-B2-C1-D3 16 A4-B1-C4
Al-B2-C2-D3-E4-F2 Al-B1-C1-D1-E3 A4-B1-C1-D4 Al-B3-C1l
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Figure 3.13: Total partitions area for the four partitioning methods according to DPR designs with (a) 6 RMs, (b) 5 RMs, (c) 4 RMs, (d)
3 RMis per configuration.
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The percentage of improvement of the partitioning algorithm (Solution-Two)
compared to (Solution-One) is shown in Figure 3.14. The partitioning algorithm
(Solution-Two) improves the total reconfiguration time in average by ~5% and improves
the total partitions area in average by ~10% compared to (Solution-One). As the number
of RMs increase in DPR design, the partitioning algorithm (Solution-Two) reaches a
significant improvement percentage of ~ 20% over (Solution-One). For example, by
applying the partitioning algorithm on a DPR design with 8 RMs and 10 configurations
the total reconfiguration time is improved by a 21% and the total partitions area is
improved by 16% compared to traditional methods. It’s clear that partitioning algorithm
offers a significant improvement by reducing the cost of partitioning of DPR designs with
a large number of RMs and configurations.

Total Partitions Area & Total Reconfiguration Time Improvment Percentage of Solution-Two Compared to Solution-One
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Figure 3.14: Percentage of performance improvement of the Solution-Two
compared to Solution-One.

3.7.  Summary

The techniques of partitioning and the allocation of RMs to RRs have a direct impact
on the performance of DPR systems. A performance evaluation of four partitioning
techniques is presented in this chapter. Reconfiguration time and total reconfigurable area
are the main parameters to evaluate a partitioning scheme. It is demonstrated that manual
techniques of partitioning are not suitable for time critical DPR systems. A modified DPR
tool flow is proposed in this chapter to improve the time of reconfiguration by 40%
compared to the traditional flow and at the same time reducing the design area by
virtually changing the RRs size during reconfiguration to be fit with the size of active
RMs using a routing switch to reconnect the RRs according to the active configuration
mode.
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Chapter 4 : Reconfigurable Hardware Platform for SDR
System

4.1. Introduction

This chapter proposes a novel reconfigurable hardware platform for an SDR system
that supports multiple wireless communication standards. The reconfigurable multi-
standard SDR hardware platform is implemented using DPR techniques on Xilinx Zynq
hybrid FPGA. In this chapter, three different wireless communication transmitter chains
(3G, WIFI, and LTE) are supported by the proposed reconfigurable SDR system.

Two DPR implementation techniques are proposed in this chapter. The first
implementation is done using the single partition region partitioning approach, the second
implementation is done by applying the partitioning algorithm described in Chapter 3.
The two proposed DPR SDR implementations are designed and evaluated using the
ZC702 Xilinx Zyng development board [43].

A performance evaluation between the proposed implementations is done based on
the total time of reconfiguration, total power consumption and the total partitions area of
the three modes of configuration of the proposed reconfigurable SDR system. The FPGA
reconfiguration is done internally through the ICAP using the high throughput Xilinx
partial reconfiguration controller (Xil-PRC).

4.2. Multi-Standard SDR System Transmitter Chain

3G, WIFI, and LTE are widely used wireless communications standards.
Implementing all these standards in parallel as each standard has its own hardware
resources results in larger silicon area and higher power consumption. Commercial
available SDR system platforms are reprogrammed by software routines that run on fixed
hardware platforms like General-Purpose Processors (GPPs) or Digital Signal Processors
(DSPs). Obviously, GPPs and DSPs are not suitable reconfigurable hardware platforms
for the high data rate and low power constraints required by the baseband signal
processing for an SDR System. FPGAs can support high data rates and high bandwidth
for current and next generations’ wireless communication standards with a reduction in
power consumption and reasonable hardware resources utilization. Runtime DPR offers
the needed hardware flexibility to reconfigure the SDR system from a wireless standard
to another reusing the same FPGA hardware resources.

Several previous works have discussed the advantages of applying DPR on the
implementation of a reconfigurable hardware platform for SDR. McDonald [15]
presented a full reprogrammed SDR physical layer implementation on Virtex-4 the
presented system has a high reconfiguration time overhead and the throughput of the
system is low compared to the new wireless standards requirements. Also in [12], a high-
speed reconfiguration time dynamic cognitive radios implementation is presented using
the Xilinx Zynq hybrid FPGA. The proposed system uses the FPGA Programmable
Logic (PL) to implement the baseband and the ARM processor for the MAC layer.

49



In [13-14] a multi-standard DPR SDR implementation is proposed to emphasize the
feasibility of DPR on the implementation of SDR. The proposed system does not consider
a fully SDR terminal (transmitter/receiver) and targeting an old Xilinx FPGA series
(Virtex-5)

4.2.1. Proposed SDR System Overview

The proposed SDR system is designed on reconfigurable hardware platform (FPGA)
using DPR technique. Different communication chains are defined by dynamically
reconfiguring a set of reconfigurable region on the FPGA floorplan to change the
hardware functionality reusing the same hardware resources as shown in Figure 4.1.
Different standards communication blocks (RMs) are stored on an external memory to
be loaded on runtime in case of the system is switching between different communication
standards.

Also, a processing system unit takes care of:

1. Communication blocks data processing

2. FPGA reconfiguration for switching between different communication
standards

3. Memory management and passing input data to the SDR system and
capturing output data (testing and evaluation).

X
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RF. ‘
| - Channel Interleaver/ Modulation H DFT H IFFT |——>| DAC |—> Front

Codin Code Blocks
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v

External

Memory |:| Reconfigurable
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Figure 4.1: Multi-Standard SDR System TX Chain

4.2.2. Supported Communication Standards

Digital Wireless communication standards are almost similar in basic
communication blocks. The simple physical communication channel is formed of
channel coding blocks that are used to overcome the channel circumstances on the
transmitted or received data. The second main blocks are the interleavers and code blocks
that are used for error correction and minimize the effect of burst errors introduced in
transmission. Modulation blocks are commonly used in communication channels where
a carrier signal adapted in a special way to carry the data signal over the medium to reach
its destination. Spreading and Scrambling blocks are widely used for purpose of
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increasing the bandwidth of the signal and avoid the interference between different
channels.

A three communication TX chains (3G, WIFI, and LTE) are supported by the
proposed SDR system. Where the communication blocks have different specs according
to the mode of operation for each TX chain.

4.2.2.1. 3G Full Transmitter Chain

The 3G is the third generation wireless mobile standard. 3G uses the Wideband Code
Division Multiple Access (WCDMA) radio technology to offer greater spectral
efficiency and data rate up to 384 kbps in uplink and downlink for simultaneous voice
and data. Figure 4.2 shows the physical communication blocks of the 3G TX
communication chain supported by the proposed SDR system [49-51].

The 3G TX chain consists of the following blocks:

1. CRC (Cyclic Redundancy Check) Attachment:
CRC process is provided on transport blocks for error detection in which the entire
block is used to calculate the CRC parity bits for each transport block. The size of the
CRC used in the proposed implementation is 8 bits.

2. Code Block Segmentation:
Segmentation of the bit sequence from transport block after CRC attachment is
performed on this block. Code block segmentation fragment a large transport block into
smaller code blocks before the channel encoder.

3. Convolutional Encoder:
In the 3G data is encoded using FEC convolutional encoder or turbo encoder. A
convolutional encoder is used in the proposed implementation with a constraint length of
9 and coding rates of 1/2.

4. Code block concatenation:
After the channel coding for each code block, the encoded blocks are serially
concatenated according to of their output index from the encoder.

5. Interleavers Blocks:

Interleavers blocks contains Radio frame equalizer, first interleaver block, radio
frame segmentation and second interleaver. Interleaving is a way to re-arrange data in a
non-contiguous way to make it stand burst errors. Interleaving period used in this
implementation or the Transmission Time Interval (TTI) is equal 10 ms.

6. Spreading and Scrambling Blocks:
Spreading and Scrambling are applied to the physical channels. They consist of two
operations.

e Channelization operation (Spreading): increase the bandwidth of the
signal using fully orthogonal codes called channelization codes to not
interfere with each other.

e Scrambling operation: Scrambling code is applied to the spread signal
and it doesn’t affect the signal bandwidth. It’s used to separate between
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different users in uplink and the receiver can retrieve the original data by
using the same scrambler sequence.

7. Modulation Mapper:
Different phase and amplitude modulation techniques are used in 3G standard like
Binary Phase Shift Key (BPSK), Quadrature Amplitude Modulation (QAM). The

proposed implementation uses BPSK modulation scheme for the modulation process.
3G (WCDMA)

Conwv.
. Code Block Spreading Mapper
CRC I’ Segmentation |’ En:fzder I‘ Fe— aﬁonl. Interleaver I‘ Scrambling (BPSK)

Figure 4.2: 3G TX Chain
4.2.2.2. WIFI Full Transmitter Chain

WIFI is a fixed wireless communication chain based on the IEEE 802.11 a standard.
It allows the connection to the internet wirelessly. The physical layer of WIFI uses
Orthogonal Frequency Division Multiplexing (OFDM) as a modulation scheme to reduce
the interference effect. WIFI technology uses the 5 GHZ frequency spectrum and can
process data up to 54 Mbps. Figure 4.3 shows the physical communication blocks of the
WIFI TX communication chain supported by the proposed SDR system [48].

The WIFI TX chain consists of the following blocks:
1. Scrambler Block
Scrambler block is used to randomize the data and generate data patterns for purpose
of synchronization

2. Convolutional Encoder Block
For channel coding convolutional encoder of rates 1/2, 1/3 or 3/4 corresponding to
the desired data rate with a constraint length of 7. The encoder is followed by parallel to
serial block to transmit the encoded bits to the puncture.

3. Puncturer Block
Puncturer block is used to generate additional rates from a single convolutional code.
The basic idea behind puncturing is increasing the rate of the code by inserting a dummy
zero instead of a number of encoder output bits. The proposed SDR system supports the
two types of puncturers in wifi standard: (2/3) and (3/4) according to the data rate.

4. Interleaver Block
All encoded data bits shall be interleaved by a block interleaver with a block size
corresponding to the number of bits in a single OFDM symbol.

5. Modulation Mapper
In 802.11a (BPSK, QPSK) and (16-QAM, 64-QAM) modulation techniques are used
according to the desired data rate. The proposed SDR system supports only the (BPSK and
QPSK) modulation scheme.

6. IFFT Modulation
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Inverse fast Fourier transform (IFFT) is used for modulation process, as specified by the
IEEE 802.11a standard, 64-point IFFT is used with symbol duration of 4 us and 20 MHz
operation mode.

7. Preamble
In IEEE 802.11a, The Preamble block is used for synchronization purpose. Two
preambles are used for short and long symbols.
WIFI (IEEE 802.11)

Conw.
Scrambler |' En:?:er |’ ';:;:;t:;:; |' Interleaverl' Iﬂgirgsgl(ll. IFFT |’ Preamble

Figure 4.3: WIFI TX Chain

4.2.2.3. LTE Full Transmitter Chain

LTE is the fourth generation wireless mobile standards. LTE uplink transmitter uses
Single Carrier Frequency Division Multiple Accesses (SC-FDMA) for its lower peak-to-
average power ratio (PAPR) results in a power cost reduction in transmitter terminal.
LTE supports six different channel bandwidths from 1.4 to 20 MHZ in both frequency
and time division duplex (FDD and TDD). The resources allocation in LTE is based on
resource block concept. Figure 4.4 shows the physical communication blocks of the 3G
TX communication chain supported by the proposed SDR system [51-55].

The LTE TX chain consists of the following blocks:

1. CRC Block
The CRC block in LTE is the same as in 3G. The size of the CRC used in the
proposed implementation is 24 bits.

2. Code Segmentation Block
Segmentation of the bit sequence from transport block after CRC attachment is
performed on this block. Code block segmentation fragment a large transport block into
smaller code blocks before the channel encoder.

3. Turbo Encoder Block
Turbo encoder is a Parallel Concatenated Convolutional Code (PCCC) with two 8-
state constituent encoders and one turbo code internal interleaver. The coding rate of
turbo encoder is 1/3.

4. Rate Matching and Interleaver Blocks
This block consists of:

e Rate matching block for turbo coded transport channels.

e Three sub-block interleavers for the three output bits of the turbo decoder.

e Bit collection block to collect the output from the three sub-block
interleavers.

e Bit selection block is used to remove the dummy bits from the bit
collection output.
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5. Code Block Concatenation
After the channel coding, the encoded blocks are serially concatenated according of
their output index from the encoder.

6. Scrambler Block
Scrambler is used to randomize the bits, prevent long sequences to keep
synchronization.

7. Modulation (Mapper)
In LTE (BPSK, QPSK) and (16-QAM, 64-QAM, 256-QAM) modulation techniques
are used according to the desired data rate. The proposed SDR system supports only the
(QPSK) modulation scheme.

8. SC-FDMA Block
SC-FDMA is like Orthogonal Frequency Division Multiple Access (OFDMA) with
Discrete Fourier Transform (DFT) and N-IFFT. M-point DFT and N-point IFFT is
selected such that M is less than M. LTE supports different N-point IFFT sizes for
different frequencies. The proposed SDR system supports only 64-point DFT and 256-
point IFFT

LTE (4G)

Turbo “?tn:ew: . Code Block Mapper SCFDMA
- rieaver e
CRC Segmentation encoder git collection N — Scrambler QpsK (DFT+128
1:3 Selection IFFT)

Figure 4.4: LTE TX Chain

4.3. Design and Implementation of SDR TX Chain

The proposed design of the reconfigurable hardware SDR system is switching
between three wireless transmitter chains (3G, WIFI, and LTE). Using DPR hardware
implementation techniques targeting a 7-series Xilinx Zyng hybrid FPGA. The design
consists of a number of reconfigurable modules (RMs) for each transmitter chain. RMs
represent the different communication blocks required for each TX chain as mentioned
in the previous section described the communication blocks. Each standard has a unique
set of RMs that is not common among the three standards. In the proposed reconfigurable
hardware SDR implementation RMs are allocated to Reconfigurable Regions (RRs) on
the FPGA floorplan. The SDR system uses DPR to switch between the three transmitter
chains during runtime. Table 4-1 shows the different RMs for each transmitter chain (the
three configuration modes of the reconfigurable SDR system).

The system is implemented using Xilinx Zynq XC72020LG484-1 hybrid FPGA on
ZC702 evaluation board [43]. The design flow is based on the regular Xilinx DPR design
flow.

There are two implemented DPR design approaches. A first trivial implementation

is to consider only one large RR that holds the most hardware resources required by the
largest configuration. Then, dynamically reconfigure this region with a wireless standard.
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This is known as single region partitioning. The second approach is to split this RR into
several ones. Therefore, this will reduce the reconfiguration time and power
consumption, and in addition, reduce reconfigurable hardware. The two design
parameters now are 1) number of RRs and 2) how to split different blocks among these
RRs optimally.

Xilinx Vivado 2015.2 synthesis tool is used to synthesize the communication blocks
of each standard (TX chain RMs). Each wireless standard has its own RMs with different
type and number of resources, as shown in Figure 4.5. The communication blocks are
given to the synthesis tool as a set of HDL files to determine the numbers and types of
resource requirements on the FPGA. RMs synthesis is a preliminary step before DPR
implementation and resources allocations

4.3.1. SDR System Setup

For SDR implementation using DPR techniques a setup environment (static part of
the system) is required to:

1) Control and manage the input/output data from and to the SDR system.

2) Control and monitor the FPGA reconfiguration during the DPR process.

3) Memory management for loading partial bitstream from an external memory
to the FPGA configuration memory.

4) Evaluate the SDR system performance by measure the total reconfiguration
time and the power consumption for each configuration mode.

Xilinx Vivado 2015.2 design suite is used to build the setup environment or the
system block design for the SDR system DPR implementation. Figure 4.6 shows the
complete system block design diagram as it appears in the tool GUI. The system block
design consists of Processing System (PS) and Programmable Logic (PL). The PS unit is
shown by the red box in Figure 4.6. PS unit consists of the ARM Cortex A9 processor,
I/O peripheral interfaces, DDR Memory controller and clock generator.

The PS unit is generally used for:

e Transfer the Partial bit files of the different RMs stored in the SD-Card to the
onboard DDR memory using DMA-PS. Each partial bitstream has a specific
length of data bytes and a specific range of addresses in the DDR memory.
The partial bitstreams data are stored in the DDR to be loaded faster to the
FPGA configuration memory during the reconfiguration process.

e PSunitisused as the clock sources of the system (AXI-BUS, 1/0O Peripherals),
clock frequencies are generated from the ARM PLL or 1/0 PLL.

e Table 4-2 shows the clock frequencies required for the system and the
input/output data rates of the three TX chains.

e PSunit controls the AXI-Bus and responsible of signals handshaking between
system design blocks.

e PSunitis used to read input data required for SDR testing from the SD-Card
to the DDR memory.
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Table 4-1: SDR System Configuration Modes and Reconfigurable Modules

Confi RR 1 RR 2 RR_3 RR 4 RR_5 RR_6 RR_7 RR_8
3G_Code .
. . 3G_Conv.Encoder — 3G_Inter | 3G_Spreading | Mapper
3G CRC-8bit 3G-Segmentation - ) Block — —>preading pp -
(1:2) : leaver Scrambling | (BPSK)
Concatenation
WIFI- WIFI- Mapper 64-Point
WIFI WIFI_Interleaver Preamble - -
Scrambler Conv_Encoder (1:2) - (BPSK) IFFT
LTE-
Rate Code SC_FDMA
. LTE Turbo_Encoder . LTE Mapper 64-Point
LTE CRC-24bit — . - Matching+Inter | Block — PP (
Segmentation (1:3) Scrambler | (QPSK) | DFT + 256
leaver Concaten .
. Point IFFT
ation
TE
CRC-24 bit LTE- Turbo encoder Rate Matching+ LTE-Code Block LTE-Scrambler Mapper SC-FDMA
49 Slice Segmentation 1:3 '""e"eaf’e" Concatenation 130 Slice (QPSK) (64 point DFT+256
5| 170slice P  1555lice  |p|  860Slice |y 41 slice > 45BRAM b 34 Slice > point IFFT)
0.5 BRAM 1.5 BRAM 4 BRAM 2 BRAM 0.5 BRAM 1593 Slice
3 DSP 1DspP 5 BRAM
WIFI 25 DSP
WIFI- WIFI-Conv. WIFI-Interleaver Mapper IFFT Preamble
Scrambler |5 Encoder > 45 Slice > (BPSK) N 584 Slice S 46 Slice
46 Slice Rate 1:2 2 BRAM 30 Slice 0.5 BRAM 0.5 BRAM
28 Slice 1DSP 6 DSP
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Figure 4.5: SDR RMs Resources Requirements for the Three Transmitter Chains
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Table 4-2: Reconfigurable SDR System Clock Frequencies

PRC System
ARM and | AXI-Bus +
Processor | ICAP 1/0 3G WIFI LTE
Peripherals
% & 666.666 | 100 Ep| 30| Eo| 30| 0|30
S 3 200 MHZ
53 MHZ | MHZ
£ 478 | 3.82 | 50 25 50 50
KHZ | KHZ | MHZ | MHZ | MHZ | MHZ

The PL part contains:

Reconfigurable SDR hardware block contains the RMs of the TX chains. The
RMs are a set of black boxes in the system block design before the process
of reconfiguration. During reconfiguration, a number of RMs black boxes are
reconfigured and filled with the required RMs logic design according to the
selected configuration (active standards).

Partial reconfiguration controller takes place in the system block design as
an IP core with two types of interfaces:

i.  AXI slave interface to communicate with the ARM processor for
controlling and monitoring of the reconfiguration process.

ii.  AXI memory streaming interface to transfer the partial bitstreams
data from the DDR to the ICAP and then to the FPGA configuration
memory.

PR controller and ICAP are running with a clock frequency of 100 MHZ.
Three input streaming DMAs are used to transfer the input data from the
DDR memory to the SDR TX chain RMs. Each configuration mode (active
standard) has its DMA with a transfer rate equal to the input clock of the
active standard. For example, if the 3G is the active standard the DMA
transfer rate is equal 478 KHZ as in Table 4-2.

Three debug hub cores for on-chip integrated logic analyzer (ILA) to capture
the output signals of the SDR system. Each communication standard
supported by the SDR system has its own debug core that is running with a
clock frequency equal to the output clock of the specific standard. The
captured output signals are sent to the PC via UART to be analyzed.
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4.3.2. Single Partition Region DPR Implementation for SDR System

First DPR implementation for the reconfigurable hardware SDR system is the single
partition DPR implementation denoted as (First DPR Implementation). Single partition
DPR design implementation is based on the trivial Xilinx DPR design flow [] discussed
in chapter 3. This section presents the DPR implementation design of the SDR system
using a single partition region for SDR RMs allocation. Also, the results of the
floorplanning area required for the dynamic parts and the static part of the system, the
results of the total reconfiguration time required to switch between the three different
communication standards of the SDR system, the memory size needed to store the RMs
partial bitstreams and finally the power consumption values of the system at every design
configuration. The static part of the single partition region SDR system is shown in
Figure 4.7. The static part of the system consists of the hardware blocks required for
controlling and monitoring the reconfigurable partition region of the system.

4.3.2.1. Total Partitions Area on The FPGA

Table 4-3 summarizes the FPGA required resources for each configuration mode in
the SDR system shown in Figure 4.5 and Table 4-1. It shows the number of Slices,
BRAM and DSP used by the three configuration modes of the SDR system, the
floorplanned area of the single partition region, the size of partial bitstream file for each
configuration and the utilization of the three different configurations in the floorplanned
partition region. The single partition region area should be large enough to allocate the
largest configuration are in the SDR system. Therefore the single partition region is
allocated on the FPGA floorplan with a suitable dimension to hold the LTE configuration
mode which is the largest configuration mode area in the SDR system. Figure 4.8 shows
the three FPGA floorplanned designs of the three different configuration modes, the
location and size of the single partition region are fixed during reconfiguration and equal
to 3300 Slice, 30 BRAM, and 120 DSP. The single partition region spanned over three
FPGA clock regions with a length of three reconfigurable tiles of 150 CLB and a width
of 20 blocks. From Table 4-3 and Figure 4.8, the three configuration modes of the system
share the same single partition region resources and all the configuration modes of the
system have the same partial bitstream size of 723 KB which is proportional to the single
partition region size on the floorplan. For the utilization of single partition region, it is
shown that the WiFi configuration mode has the worst utilization percentage of 23.6 %.
Therefore, single partition region DPR implementation is not a cost effective DPR
implementation for SDR system. Table 4-4 shows the total resources cost of the SDR
system, the static part is the resources required by the DMAs, AXI-bus, partial
reconfiguration controllers and the interconnections between the system blocks. Dynamic
part is the single partition region that holds the three configuration modes of the system.

Table 4-3: Single Partition Region Resources Cost

Configuration Resources Required Smgl;F;sgtltlon Utilig/ation Eig;jé
Slice | BRAM | DSP | Slice | BRAM | DSP (%) (KB)
3G 1494 5 3 415 723
WIFI 779 3 7 13300 30 120 26.5 723
LTE 3032 18 29 95.8 723
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Table 4-4: Single Partition Region SDR Implementation Total Resources Cost

: Resources
SDR Design Parts Slice BRAM DSP
Static Part 3485 41 0
Dynamic Part 3300 30 120
Total Area 6785 71 120

4.3.2.2. Total Reconfiguration Time Measurements

Reconfiguration time is the time needed for reconfiguring a partition region in a DPR
design. In single partition region DPR implementation only one partition region needed
to be reconfigured in runtime to switch from a configuration to another in the
reconfigurable SDR system. Table 4-5 shows the reconfiguration time of the single
partition region using three types of PR controllers running at a clock of 100 MHZ. It is
shown that using Xil-PRC on the DPR process gives a high-speed dynamic
reconfiguration compared to the AXI-HWICAP and PCAP. For the rest of results
calculation and performance evaluation, the Xil-PRC is used as the PR controller for the
SDR system. Reconfiguration times are measured on board using the ARM processor
timer at runtime.

Total reconfiguration time of the SDR system is the summation of the
reconfiguration time of every configuration mode in the system.

The total reconfiguration time using (Xil-PRC) = 3G reconfiguration time +
WIFI reconfiguration time + LTE reconfiguration time = 3*1.86ms =5.58ms

Table 4-5: Single Partition Region Time of Reconfiguration

PR Controller at
100MHZ
Time of
Reconfiguration
of Single Partition
(ms)

AXI-HWICAP PCAP Xil-PRC

51.7 5.75 1.86

4.3.2.3. Power Consumption Measurements

Table 4-6 shows the PL total power consumption of the three configuration modes
of the SDR system. The power consumption is measured using Xilinx vivado power
estimator tool on the programmable logic of the FPGA, the power consumed by the PS
(ARM processor) is excluded from the power analysis. The PL total power consumption
for every configuration include the power of the static part of the system plus the dynamic
part. The Power consumption of the static part has a fixed value with every configuration
modes of the system and equal to 13 mw. LTE configuration mode consumes the
maximum power of the system as shown in Table 4-6 since the LTE configuration mode
is the largest configuration area and in the same time the highest data rate of the SDR
system with a maximum clock frequency of 50 MHZ. The 3G configuration mode
consume the minimum power of the system since the 3G configuration mode has an
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output data rate of 3.82 MHZ and input data rate of 0.48 MHZ. On the Zynq FPGA
platform, the PS unit (ARM + /O peripherals interfaces)consumes a power of 1.533 w
which is a fixed power consumption value over the three configuration modes of the SDR
system and not related to the power consumption on the PL side of the Zynq FPGA

Table 4-6: Single Partition Region DPR Implementation PL Total Power
Consumption

Configuration PL Total Power Consumption
3G 20 mw
WIFI 26 mw
LTE 81 mw

4.3.3. Multi-Partitions regions DPR Implementation for SDR
System

Second DPR implementation for the reconfigurable hardware SDR system is the
multi partitions regions DPR implementation denoted as (Second DPR Implementation).
Multi partitions regions DPR design implementation is based on the proposed Xilinx
DPR design flow discussed in Chapter 3 by applying clustering partitioning algorithm to
find the optimum partitions number and sizes for RMs allocation in order to reduce the
total reconfiguration time of the system, minimize the total partitions area overhead and
increase the FPGA resources utilization for all system configuration modes. This section
presents the DPR implementation design of the SDR system using multi partitions
regions for TX chains RMs allocation. Also, the results of the floorplanning area required
for the dynamic parts and the static part of the system, the results of total reconfiguration
time required to switch between the three different communication standards of the SDR
system, the memory size needed to store the RMs partial bitstreams and finally the power
consumption values of the system at every design configuration.

Figure 4.9 shows the partitioning scheme determined by the modified clustering
partitioning algorithm. The partitioning optimum solution is based on reducing the total
time of reconfiguration and reduce the total partitions area of the given three
configuration modes of the SDR system (3G, WIFI, and LTE). The partitioning scheme
solution consists of 4 RRs with sizes equal to the sizes of the largest merged RMs
allocated to them. Therefore, RR_1 size >= (LTE {Code Concatenation block}) RM size,
RR_2 size >= (LTE {Scrambler + Mapper} RMs size), RR_3size >= (3G {Segmentation
+ Mapper} RMs size) and R_4 size >= (LTE {IFFT+DFT} RMs size). From Figure 4.9
it is shown that 3G and WIFI configuration modes use only three RRs (RR_1, RR_2, and
RR_3) to reduce the partition area overhead results from the using of a single partition
region in first DPR implementation.

The static part of the multi partitions regions SDR system is shown in Figure 4.10.
The static part of the system consists of the hardware blocks required for controlling and
monitoring the reconfigurable partitions regions of the system and the routing switch
used to reroute the interconnection between the RRs and reroute the interconnections
between the static part and dynamic part during runtime.
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4.3.3.1. Total Partitions Area on The FPGA

Table 4-7 summarizes the FPGA required resources for each configuration mode in
the SDR system shown in Figure 4.9 . It shows the number of Slices, BRAM and DSP
used by the three configuration modes of the SDR system, the floorplanned area required
for of the four partitions regions, the size of partial bitstream file for each RR and the
utilization of the three different configurations in the four RRs. Table 4-8 shows the total
resources cost of the SDR system, the static part, and the dynamic parts. Figure 4.10
shows the three FPGA floorplanned designs of the three different configuration modes,
the location, and size of the four partitions regions are fixed during the reconfiguration.

Table 4-7: Multi-Partitions Regions Resources Cost

3G WIFI LTE
RR =} K=} e}
| 88 £ | |88 £ | |88 £ |
(Partial =5 8 |ul|55] s | Ul | s5| S Util
Bitstream 22| 5 || 83| § | % |83 5 | %
Size KB) o | 2 ey | 2o ol 29
LL LL LL
RR 1 | Slice 34 100 46 100 41 | 100
77 BRAM 0 10 45 0 10 52 2 10 42
KB DSP 0 0 0 0 0 0
RR 2 | Slice | 145 | 200 149 | 200 164 | 200
103 | BRAM 0 10 46 2.5 10 49 5 10 89
KB DSP 0 20 1 20 0 20
RR 3 | Slice | 1315 | 1300 584 | 1300 1234 | 1300
320 | BRAM | 35 20 93 0.5 20 45 6 20 95.5
KB DSP 3 20 6 20 4 20
RR 4 | Slice 0 1600 | o 0 1600 0 1593 | 1600
324 | BRAM 0 10 Not 0 10 Not 5 10 99
KB DSP 0 40 | Used 0 40 Used | 25 40
Total Slice | 1494 | 1600 779 | 1600 3032 | 3200
RRs BRAM | 3.5 35 93 3 35 49 18 45 95
DSP 3 50 7 50 29 90

Table 4-8: Multi-Partitions Regions SDR Implementation Total Resources Cost

. Resources
SDR Design Parts Slice BRAM DSP
Static Part 3501 41 0
Dynamic Parts 3200 45 90
Total Area 6701 86 90
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4.3.3.2. Total Reconfiguration Time Measurements

Reconfiguration time is the time needed for reconfiguring a partition region in a DPR
design. In multi partitions regions DPR implementation in contrast with single partition
DPR implementation, a number of partition regions should be reconfigured in runtime to
switch from a configuration to another in the reconfigurable SDR system. Table 4-9
shows the reconfiguration time of the four partition regions required for implementation
using three types of PR controllers running at a clock of 100 MHZ. It is shown that using
Xil-PRC on the DPR process gives a high-speed dynamic reconfiguration compared to
the AXI-HWICAP and PCAP. For the rest of results calculation and performance
evaluation, the Xil-PRC is used as the PR controller for the SDR system. Total
reconfiguration time of the SDR system is the summation of the reconfiguration time of
every configuration mode in the system. Accurate Reconfiguration times are measured
on board using the ARM processor timer at runtime.

Table 4-10 shows the reconfiguration time of three SDR TX chains (3G, WIFI, and
LTE), the reconfiguration time or the switching time of a TX chain is the summation of
all the partition region reconfiguration time needed to implement the full configuration.
The switching time of the 3G configuration mode = Reconfiguration Time of
(RR_1+RR_2+RR_3) = 0.2ms+0.26ms+0.8ms = 1.26ms.

The switching time of the WIFI configuration mode = Reconfiguration Time of
(RR_1+RR_2+RR_3) = 0.2ms+0.26ms+0.8ms = 1.26ms.

The switching time of the LTE configuration mode = Reconfiguration Time of
(RR_1+RR_2+RR_3+RR_4) = 0.2ms+0.26ms+0.8ms+0.82 = 2.08ms.

Total reconfiguration time of the SDR system is the summation of the
reconfiguration time of every configuration mode in the system.

The total reconfiguration time using (Xil-PRC) = 3G reconfiguration time +
WIFI reconfiguration time + LTE reconfiguration time = 1.26ms+1.26ms+2.08ms
=4.6ms

Table 4-9: Multi-Partitions Regions Time of Reconfiguration

PR Controller at
100MHZ
Time of
Reconfiguration 5.38 0.6 0.2
of RR_1 (ms)
Time of
Reconfiguration 7.2 0.8 0.26
of RR 2 (ms)
Time of
Reconfiguration 22.37 2.5 0.8
of RR_3 (ms)
Time of
Reconfiguration 22.65 2.52 0.82
of RR 4 (ms)

AXI-HWICAP PCAP Xil-PRC
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Table 4-10: SDR TX Chains Switching Time in Multi-Partitions Regions DPR
Implementation

PR Controller at 100MHZ
AXI- )
HWICAP PCAP Xil-PRC
Time of 3G 35 ms 3.9 ms 1.26 ms
Reconfiguration WIF 35 ms 3.9ms 1.26 ms
of a full TX
Chain (ms) LTE 57.6 ms 6.4 ms 2.08 ms

4.3.3.3. Power Consumption Measurements

Table 4-11 shows the PL total power consumption of the three configuration modes
of the SDR system in multi-partitions regions DPR implementation. The power
consumption is measured using Xilinx vivado power estimator tool on the programmable
logic of the FPGA, the power consumed by the PS (ARM processor) is excluded from
the power analysis. The PL total power consumption for every configuration include the
power of the static part of the system plus the dynamic part. The Power consumption of
the static part has a fixed value with every configuration modes of the system and equal
to 9 mw. LTE configuration mode consumes the maximum power of the system as shown
in Table 4-11 since the LTE configuration mode is the largest configuration area and in
the same time the highest data rate of the SDR system with a maximum clock frequency
of 50 MHZ. The 3G configuration mode consume the minimum power of the system
since the 3G configuration mode has an output data rate of 3.82 MHZ and input data rate
of 0.48 MHZ. On the Zynq FPGA platform, the PS unit (ARM + 1/O peripherals
interfaces)consumes a power of 1.533 w which is a fixed power consumption value over
the three configuration modes of the SDR system and not related to the power
consumption on the PL side of the Zynq FPGA

Table 4-11: Multi-Partitions Regions DPR Implementation PL Total Power
Consumption

Configuration PL Total Power Consumption
3G 18 mw
WIFI 22 mw
LTE 74 mw

4.4. Performance Evaluation

The performance evaluation comparison between the two proposed DPR
implementations for the reconfigurable SDR system is done based on the total partitions
area, the total time of reconfiguration and the total estimated power consumption of the
design as shown in Figure 4.12 . The total partitions area is calculated by the number of
reconfigurable frames. Reconfigurable frames are related to the FPGA tile CLB tile equal
36 reconfigurable frames, BRAM tile equal 28 reconfigurable frames and DSP tile equal
28 reconfigurable frames []. Reconfigurable frames is used as normalized unit for the
three types of resources on the FPGA to calculate the partitions area Figure 4.12 (a)
shows a comparison between the total number of reconfigurable frames of the single
partition and multi-partition DPR implementations, the total area decreases by ~4.5% in
case of multi-partition implementation, although the two implementations have the same
required hardware resources as shown in Figure 4.5 and Figure 4.9. In case of single
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partition DPR implementation the size of the partition region should be at least equal to
the largest configuration size and therefore the single partition region is theoretically the
minimum partitioning scheme area over any other partitioning schemes that could be
used for a DPR design. But Floorplanning and the FPGA architecture added some
physical constraints on the location and dimension of the partition region. This is due to
the fact that during floorplanning, using a part of an FPGA column will make the whole
column reserved even if it is not totally used see Figure 4.8. To overcome this problem
in the multi-partitions implementation the partition region selection on the floorplan is
done vertically or column wise inside the same FPGA clock region to eliminate the
number of wasted columns as shown in Figure 4.11.

An 8.6% reduction in the total partitions area of multi-partition regions DPR
implementation results in a reduction in maximum power consumption compared to the
single partition region DPR implementation as shown in Figure 4.12 (c). It is noticed that
the total reconfiguration time decreases by ~16% in case of using the partitioning
algorithm in multi-partition DPR implementation. Since the switching between some
designs configurations does not require the reconfiguration of all RRs. It is noticed that
the fourth RR is only used by LTE, leading to a reduction in the total reconfiguration
time. Also, choosing locations of RRs in floorplanning plays an effective role in reducing
the time of reconfiguration. So, the designer should be aware of the FPGA floorplan

(a) Total Partitions Area (b) Total Reconfiguration Time (c) Max. Power Consumption
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Figure 4.12: Performance Evaluation of the Two Proposed SDR Implementations
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4.5. Summary

Hardware reusability is a novel approach in implementing the SDR systems. The
DPR on an FPGA platform is an up-and-coming technique to implement reconfigurable
SDR chains. In this section, a proposed reconfigurable hardware platform for SDR
system is implemented, the proposed SDR system supports three wireless
communication transmitter chains for 3G, WIFI, and LTE. Two DPR implementation
approaches are considered using single partition region and multi- partitions regions on
the FPGA floorplan. It is marked that multi-partitions regions approach has better
performance in terms of reconfiguration time, reconfigurable area and power
consumption.
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Chapter 5 : Conclusion and Suggestions for Future Work

The objective of this thesis is the design and implementation of a DPR hardware

platform for SDR systems targeting Xilinx Zynqg hybrid FPGAs. This objective is met

by:
1.

Investigating the dynamic partial reconfiguration technique (see Chapter 2) by define
the concept of dynamic partial reconfiguration and discuss the advantages and
disadvantages of DPR implementation. Also, four partial reconfiguration controllers
are presented and used to implement a high-speed reconfigurable SDR system
targeting a Xilinx Zyng FPGA. A reconfigurable multi-standards convolutional
encoder is implemented as a benchmark to evaluate the performance of the four
partial reconfiguration controllers used in the implementation of high-speed DPR
implementation. The multi-standards convolutional encoder supports (2G, 3G, WIFI,
and LTE) wireless standards. It is shown in Chapter 2 that Xil-PRC gives a high
reconfiguration throughput of 396.5 MB/S which is nearly the theoretical value of
the ICAP data rate of 400MB/s. Also, Chapter 2 provides design guidelines for the
DPR-SDR designers to choose the suitable PR controller based on their system
requirements.

The techniques of partitioning and the allocation of RMs to RRs have a direct impact
on the performance of DPR implementation (see Chapter 3). A performance
evaluation of four partitioning techniques is presented in this thesis. Reconfiguration
time and total reconfigurable area are the main parameters to evaluate a partitioning
scheme. It is demonstrated that manual techniques of partitioning are not suitable for
time critical DPR systems like SDR. A modified DPR tool flow is proposed in this
chapter to improve the time of reconfiguration by 40% compared to the traditional
flow and at the same time reducing the design area by virtually changing the RRs size
during reconfiguration to be fit with the size of active RMs. Open source partitioning
algorithm is used to find the optimum set of partitions. Two kinds of solutions are
generated by the algorithm depend on the type of merging between RMs in the same
configuration. Also, a routing switch is required to reconnect the RRs each time a
new set of configurations are loaded.

Hardware reusability is a novel approach in implementing the SDR systems. The
DPR on an FPGA platform is an up-and-coming technique to implement
reconfigurable SDR chains. Chapter 4 proposed a reconfigurable hardware platform
for SDR system based on DPR implementation techniques, the proposed SDR system
supports three wireless communication transmitter chains for 3G, WIFI, and LTE.
Two DPR implementation approaches are considered using single partition region
and multi- partitions regions on the FPGA floorplan. It is marked that multi-partitions
regions approach has better performance in terms of reconfiguration time,
reconfigurable area and total power consumption.
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5.1. Suggestions for Future Work

1.

Find the possible similarities between the communication chains blocks to
reduce the number of RMs of the system and therefore the number of RRs
that should be reconfigured will be reduced during handover between
different communication standards.

Implementation of a full reconfigurable hardware SDR system that supports
the receiver chain (RX) with the transmitter chain.

Augment the communication standards supported by the reconfigurable SDR
system. For example support the Bluetooth and ZigBee wireless standards.

Complete the automation of all steps of DPR design flow. In this thesis a
proposed automatic partitioning scheme is developed to find a set of
optimum partitions solutions, next design steps are the generation of
partitions top wrappers and partitions floorplanning which is done manually
by the designer. Automation of partitions wrapper generation and floorplan
will reduce the DPR implementation design time and increase the efficiency
of the reconfigurable system.

DPR hardware verification is more challenging compared to traditional
FPGA designs verification due to the change of the hardware function for
each new active configuration. Developing a run time DPR hardware
verification methodology increases the controllability and observability of
the DPR process.

High-Level Synthesis (HLS) tool can be used to generate hardware modules
(RTL) from a high-level language model e.g.C, C++. Integration of DPR
design flow with the HLS tools will accelerate the DPR design time. Xilinx
introduces a new software tool for Hardware/ Software co-design
implementation (SDSOC) that uses HLS technique and DPR design flow for
the purpose of developing a reliable and efficient reconfigurable system.
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