Smart IoT Monitoring System for Agriculture with Predictive Analysis
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Abstract— The Internet of Things (IoT) technology has the means to shape the future of many industries. Data is the language of the communication between different nodes through the network; the networks are the communication channel. The cloud is the home and destination of the data which adds intelligence through data analytics software, Precision agriculture uses the IoT features to help in managing crops production, by optimizing the quality of the crops through applying required nutrients and reduce the harmful impacts on the environment due to the application of excess pesticides. In this paper, we deployed a sensing network to gather the field data of some crops (Potatoes, Tomatoes, etc.), then fed these data to a machine learning algorithm to get a warning message finally displaying both the data and the warning message through a Graphical User Interface (GUI).
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I. INTRODUCTION

Precision agriculture is a new concept in agriculture, it is defined as the farm management system using information technology to identify, analyze and manage the variability of fields to ensure profitability, sustainability, and protection of the environment. In precision agriculture, new information technologies can be used to make better decisions about many aspects of crop production. It is obvious that precision agriculture increases the efficiency that can be realized by understanding and dealing with the natural variability found within a field [1].

Late Blight is a dangerous disease in agriculture field that affects many crops such as potatoes and tomatoes, it is identified by black/brown lesions on leaves and stems that may be small at first but as many lesions accumulate, the entire plant can be destroyed in only a few days after the first lesions are observed. The late blight caused the Irish potato famine of the 1840s which resulted in the death or emigration of over two million people from Ireland and it has been a continuous threat to potato cultivations in Egypt. The potato cultivation in Egypt occupying about 15% of the total vegetable cultivation area [2].

Machine learning is using precision agriculture benefits to prevent the late blight disease spreading, by using data collected about the climatological and soil conditions of the plants, the algorithm gives advice to the farmer regarding what should be done to prevent the infection as soon as possible.

IoT is also used to collect the sensors data from the field so that the data and the advice of ML algorithm can be available on a GUI platform, which makes it easier to have continuous monitoring of the field.

In [3] precision agriculture is used to provide agriculture solution using Artificial Neural Network machine learning algorithm which is used for performing data prediction on data collected by sensors. The use of IoT devices system provides an automated solution for data prediction. The produced result will be helpful for the farmer to take an accurate decision.

The system will give all prior knowledge in advance to the farmer for taking proper decision. The proposed system will be used to improve the detection of diseases and predict how the disease will spread in the crop field.

In this paper, we will focus on a certain disease which is a late blight for a certain crop which is potatoes using regression machine learning algorithm then give advice to the farmer to avoid it and prevent its spread as much as it possible.

The paper is organized as follows: In Section II, the IoT architecture of the system prototype is presented by illustrating how the data is collected then sent to the GUI application. Section III illustrates the machine learning algorithm which used and how it’s applied to the sensors data. Section IV discusses the whole system including the results. The conclusion of this work is discussed in Section V.

II. CLOUD-BASED IOT ARCHITECTURE

The proposed cloud-based IoT platform architecture consists of several layers [4]. Fig. 1 describes the 3 layers of the system: the perception layer, network, and gateway layer, and application layer. The implementation of each layer will be discussed in detail through these subsections:

A. Perception Layer

The perception layer is the physical layer that contains the hardware of the sensing nodes on which the data is collected to be transmitted to the gateway layer. This layer is the front-end layer of the IoT system [5] and it consists of several nodes, each node consists of 3 main components: sensors, microcontroller, and a communication module.

Sensors: Which are used in precision agriculture to measure the different environmental attributes needed for the targeted application. Air temperature sensor, air humidity sensor, and soil moisture sensor are used to measure environmental and yield conditions. The prototype node collects data by interfacing these sensors with the microcontroller.
**Microcontroller:** it is responsible for collecting data measured by sensors. The microcontroller used is the Node Microcontroller Unit (NodeMCU) [6]. In this presented work, the platform used NodeMCU that is equipped with ESP8266 Wi-Fi modules. The NodeMCU can connect to the next layer, the gateway using a protocol called MQTT [7], [8].

**Communication module and protocol:** Wi-Fi module and MQTT protocol [9] are used to send the data collected to the gateway layer. This protocol which runs on TCP/IP connection uses publish/subscribe communication pattern, sending data from sensors attached to NodeMCU continuously to gateway layer is defined as the publisher so that this node is defined as publisher MQTT client. The MQTT client publishes the different data in a message-oriented where every message is published to a specific address called topic. To distinguish data, each sensor readings are published on a specific topic. The main distributor of the messages in the topics is a node that called an MQTT broker which is responsible for forwarding the messages between the sender and multiple receivers so that MQTT broker forward the topic message to subscriber MQTT client which is the next layer, the gateway layer.

**B. Gateway Layer**

The gateway layer is the bridge between the perception layer and the application layer. The different perception layer nodes deployed in the agricultural field collect the sensors data and send it to the gateway layer. The gateway is implemented using R-Pi 3 microcontroller [10]. It provides the needed processing power and storage that ensure that all the capture sensor data is relayed to the cloud server for analysis [7]. In Fig. 2, the architecture of the system shows that the R-Pi 3 is both the subscriber MQTT client and the broker. By installing mosquito software on R-Pi 3 which is a message broker that implements the MQTT protocol [11].

The R-Pi 3 is able to subscribe to the data from the same topics that the publisher MQTT client publishes in, the data is then analyzed and stored on R-Pi 3 to perform some machine learning algorithms which will be discussed in the next section to predict the disease or take an action depending on field condition, the predicted action, and the data are then being sent from R-Pi 3 to the application layer.

**C. Application Layer**

The Application Layer is responsible for connecting between the end user and the sensed data by dynamic application with data visualization. Data visualization is a technique in which the visual features can be used to code different attributes of data [12]. When data is visualized, it can be viewed by the end user. The end user has privileges to view and analysis the data without any modification to the sensed data. To design the back-end layer with the previous specification, the architecture is built via online database server as shown in Fig. 3.

The implemented back-end are based on an online MySQL server through a free web hosting server (000webhost) which is receiving the data from the gateway by post method which receive the desired data with specific key which has an agreement from transmitter and receiver to extract the sensed data from the request and storing it to be accessed by the end user with a minimal downtime and without data corruption.

The website application consists of two separated web pages linked to the sensed data and the machine learning results gathered in one website to be viewed by the end user as shown in Fig. 4. The website is designed as a secure system by having a username and password for every client, linked to his data without accessing any other data.
III. MACHINE LEARNING ALGORITHMS

A. Dataset and Proposed Models

The used dataset is real data, gathered from CLAC and is called a Day Degree data, it is shown in Fig. 5. GDD is the growing daily degree its calculation will be given in eqn. (1), Accu. GDD is the accumulative growing daily degree, DS is disease severity.

In this prototype, the Day Degree Data was used to build two different models, the first model classifies whether the first disease infection occurred or not for any general day, but that model was not generalized in this prototype as it cannot be used to apply protective procedures and the losses already occurred.

While the second model is built to predict the first occurrence of the disease eight days earlier than the first actual infection occurs, then a warning message is sent to the farmer.

B. Choosing the Correct Algorithm

To achieve the required output in the two previously discussed models, two steps must be done, the first step is to study the data to remove any redundant features for example (IPS) which is in all the dataset is zero.

The second step is to choose the correct algorithm, some different algorithms were tested such as support vector machine (SVM) and logistic regression (LR) for the classification model, linear regression and neural networks for the prediction model, the comparison between the different algorithms was with respect to the achieved accuracy versus the training time, the number of samples and the number of features.

For the prediction model, theoretically neural networks are preferred to be used when the number of the training samples exceeds 5000 or when the dataset has an enormous number of features, but in order to achieve a good accuracy, the trade-off is the time and the memory consumed in training the model.

In general, neural networks consumes more time to be trained than the regression. So, the algorithm chosen for the prediction model was linear regression with different orders, so as to save both time and memory as all the processing is performed on the gateway [13].

For the classification model, the problem is a simple two classes' model to decide if an infection occurred or not; so, both algorithms can be applied. Theoretically, the difference between the two algorithms is in the output calculation.

In the LR algorithm, the output expresses the probability of one of the two cases to occur which takes a value from 0 to 1, on the other hand, the SVM algorithm's decides immediately which case occurred; so the output is 0 or 1. As a conclusion if the output is required to be determined, choose the SVM, but if the output is needed to be slightly smooth, choose the LR, finally after testing both algorithms, the SVM algorithm reached higher accuracy than the LR by difference around 2%, so SVM was chosen for the classification model [13].

C. The Prediction Model

In the training model, the input is the Accu. GDD, but in the on-field model, the data is based on the weather conditions measured from the field; so, it needs to be adapted to match training algorithm by calculating GDD using eqn. (1) [2].

\[
GDD = \frac{T_{\text{Max}} + T_{\text{Min}}}{2} - 10^\circ C
\]

(1)

Where $T_{\text{Max}}$ is the highest temperature measured daily. $T_{\text{Min}}$ is the lowest temperature measured daily.
The output from the model is the DS which predicts the percentage of crop infection and based on its value, the warning message is prepared.

IV. RESULTS AND DISCUSSION

A. Prototype Discussion

A prototype of the proposed architecture for IoT precision agriculture applications has been implemented. Sensor nodes mentioned in the perception layer are deployed and tested. The nodes send data to a single Gateway using the MQTT protocol. Nodes act as a publisher MQTT client and initiate the connection by sending CONNECT message to the MQTT broker. The broker then responds with CONNACK to the client. Once the connection is established, the client keeps sending the sensor readings in the specified topics to the broker. The broker keeps the connection open as long as the client doesn’t send a disconnect command or lose the connection. The Subscriber MQTT client which is the gateway subscribe the data which sent from the same topics. Then data are analyzed and stored on the gateway device to apply the machine learning algorithm code and predict the suitable action. The data and the warning action message are visualized and displayed on the website as a GUI which facilitate the user interfacing to keep the farmer monitoring the field.
Each sensing node contains some low-cost sensors to collect the factors needed for the machine learning model which are: temperature, relative humidity, leaf wetness, and the soil moisture. These data are collected by nodes deployed in the field to be sent using the Wi-Fi module and MQTT protocol to the gateway on which the machine learning algorithm runs to output the predicted warning message. The predicted action or warning message is displayed on the website for the farmer.

In the future work the system can be expanded to be fully automatically acting as the proposed system in this paper needed human interference to apply the action but, in the future, the gateway can send actions by itself and spray the field when needed.
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