Abstract—Orthogonal Frequency Division Multiplexing (OFDM) is considered as one of the most important techniques in the wireless communication field, it’s used by many standards such as Wi-Fi standards 802.11a/n/ac. The basic principle of OFDM is transmitting data by dividing the stream into several parallel bit streams and modulating each of these data streams onto individual orthogonal carriers or subcarriers. This paper includes the design and the implementation of an OFDM transceiver based on 802.11n standard. All the modules are designed using Verilog hardware description language. The transceiver is implemented on FPGA, then tested and compared with a MATLAB reference model, achieving lower utilization than most of the previous related work presented before.
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I. INTRODUCTION

OFDM technology, also known as orthogonal frequency division multiplexing, plays a significant role in modern telecommunications, including Wi-Fi standards like 802.11a/n/ac. It has also been chosen for the cellular telecommunications standard like LTE / LTE-A. OFDM has been used in many high data rate wireless systems because of the many advantages it provides, like immunity to selective fading, spectrum efficiency and resilient to ISI and more.

The basic principle of OFDM is to split a high-rate data stream into a number of lower rate streams that are transmitted simultaneously over a number of subcarriers. This is achieved by making all the subcarriers orthogonal to one another [1]. The work includes the implementation of main blocks of the OFDM system, including scrambler/de-scrambler, convolutional encoder and Viterbi decoder, interleaver/de-interleaver, pilots insertion, IFFT/FFT and guard interval insertion/removal [2].

Presented work is divided as follows: Section II presents the idea and implementation of each block, section III presents the verification methodology of the design and section IV concludes the results.
2) Viterbi Decoder

Convolutional encoding and Viterbi decoding [3] are widely used in modern digital communication systems to achieve low bit error data transmission. Targeting high data throughput through evolutional wireless standards has required very high speed and low-power decoders. The represented receiver design uses the conventional Viterbi decoder with simple Add-Compare-Select (ACS) units. However, the main improvement in area and speed lies in the Trace-Back Unit (TBU). The conventional Viterbi decoding consists of three main stages; updating metrics, finding maximum metric and finally tracing back the best path of this maximum metric. The second stage can be explained as a traversal of data linked-list given the tail address and given that each node has address to the previous node. In the investigated designs in the literature review, it’s noticed that the complete address is stored in the TBU memory, which is 6-bit in the IEEE 802.11n standard, then the message extraction is done using those 6-bit addresses. However, by looking to a simple trellis diagram as shown in figure 3, it could be seen that each point on the trellis has only two previous pointers, and those points could be calculated using the address of this point and a bit that selects between the two points.

In the proposed design, the tail address is only used as it is, which is the address of the winning path, plus a simple circuit which decides the next address. The first decoding stage thus stores only 1 bit that decides which previous address to calculate, so instead of storing 6 bits in each element, we only store 1 bit, which significantly enhances the maximum frequency and the utilized area.

C. Interleaver and De-Interleaver

Interleaving is a process which disperses the positions of the data bits before transmission so that the corrupted information can be recovered at the receiver by rearranging the data. Interleaver block size is corresponding to the number of bits in OFDM symbol, NCBPS. The Interleaver is defined by two permutations; the first permutation causes adjacent coded bits to be mapped onto non-adjacent subcarriers. The second one causes adjacent coded bits to be mapped alternately onto less and more significant bits of the constellation and, thereby, long runs of low reliability (LSB) bits are avoided. Figure 4 shows the hardware implementation. The De-Interleaver does the inverse operation using different equations. The implementation idea can be simplified to writing data onto memory and reading it again using different patterns. The data is being written in rows in a 2-dimensional memory, and read as columns from the same memory. To maintain constant throughput, the memory can be replicated to read from one and write into the other one simultaneously, and vice versa.

D. Mapper and De-Mapper

1) Mapper

The mapper can use BPSK, QPSK, 16-QAM and 64-QAM depending on the modulation scheme. The input encoded and interleaved bit stream shall be divided into groups of NBPS (1, 2, 4, or 6) gray encoded bits then converted into complex numbers representing BPSK, QPSK, 16-QAM or 64-QAM symbols. Finally a weighting factor is used to normalize the energy according to the used scheme.

2) De-Mapper

This module have the inverse operation of the mapper module. In the transmitter’s side each group of bits are represented in one symbol, now in the receiver's side this effect should be reversed, so each symbol should be converted back to its bits. In order to do that the constellation is divided into areas each area is bounded by threshold values. By comparing each symbol with the threshold values the corresponding bits can be obtained.
E. Pilots insertion and removal

Pilots are known values that have specific locations in the OFDM symbol. They are inserted to monitor the channel response variations with time through measuring their values in the receiver, while zeros are inserted to minimize adjacent channel interference as stated before. The OFDM symbol in the frequency domain thus consists of 108 data symbols, 6 pilots, and 14 zeros. The implementation is done using a MUX that selects between the mapper’s output, zeros or the pilots according to the sub-carrier index. The MUX’s output is connected to a 1-entry FIFO. The FIFO’s writing clock is the bit-domain clock, and its reading clock is the sample-domain clock. The FIFO is necessary to prevent timing violations and functional errors that occur in clock-domain crossing.

F. IFFT/FFT

The frequency domain sub-carriers shall be transformed to time domain using 128-point Inverse Discrete Fourier Transform (IDFT) operation. To implement the operation in hardware, the Fast Fourier Transform (FFT) algorithm is used. The main idea behind the FFT algorithm is the decomposition of N-point DFT into 2 N/2-point DFTs, through (1), (2), and (3).

\[
X(k) = \sum_{n=0}^{N-1} x(n)e^{-j2\pi nk/N} \quad (1)
\]
\[
X(2k) = \sum_{n=0}^{N/2-1} (x(n) + x(n + N/2))e^{-j2\pi n(k)/N} \quad (2)
\]
\[
X(2k + 1) = \sum_{n=0}^{N/2-1} ((x(n) - x(n + N/2))e^{-j2\pi n(k)/N})e^{-j2\pi n(k)/N} \quad (3)
\]

Equation (1) represents the DFT operation, while equations (2) and (3) can be derived easily from (1). Equation (2) states that the even frequency samples can be obtained from a simple addition followed by the N/2-point DFT of the result, and similarly, equation (3) states that the odd frequency samples can be obtained from subtraction, complex rotation, and N/2-point DFT of the results. This can be represented in the signal flow graph in figure 5.

For an 8-point DFT, the structure will consist of 3 stages; each one decomposes the DFT until the last stage is a 2-point DFT which is only addition and subtraction. Since the required FFT block is 128-point, then the hardware implementation will consist of 7 stages. Since the main goal is to have least possible utilization, Radix-2 Single-path Delay Feedback (R2SDF) architecture was chosen for this block, which is based on having the signals propagate in a single path that has a delayed feedback. [4]. Figure 6 shows the block diagram of a single stage.

The IFFT/FFT stage consists of a register, butter-fly and a multiplier. The register is used to add a delay for samples, since all operations are done on a sample and a delayed one. The butter-fly is used for addition/subtraction operations. Finally the multiplier is used for the complex exponential term, a rotational CORDIC [5] is used to minimize the area with acceptable errors.

G. GI addition and removal

Guard interval is provided before the data period given by IFFT so that the ISI occurs in the guard interval which can be removed afterwards and the data can be retrieved, this makes high level of robustness against multipath delay spread of OFDM system. The guard period gives time for multipath signals from the previous symbol to decay before the information from the current symbol is gathered.

Cyclic Prefix (CP) is the insertion of the last portion of the OFDM symbol inside the Guard Interval. The CP is inserted to extend the periods of the subcarrier sinusoids in time domain to prevent Inter-Carrier Interference (ICI), as shown in figure 7.

![Figure 5 IFFT/FFT N/2 decomposition](image5.png)

![Figure 6 Single IFFT/FFT stage](image6.png)

![Figure 7 Cyclic prefix in OFDM symbols](image7.png)
For ensuring the guard insertion works with one symbol per clock cycle, the architecture uses two memory modules simultaneously. One module is used to write over, while the other is used to read from, and vice versa. The IFFT bit-reverses the data in the OFDM symbol, that’s why guard insertion stores the data with bit-reversed address and reads in order with a simple counter. When the data is read, the read address starts from either 112 in case of short GI, or 96 in case of long GI. When the CP is outputted, a hold signal is outputted from the GI to the entire previous chain as feedback to stop the input stream until all the CP’s samples are outputted from the transmitter.

Concerning the Guard removal, it is the inverse of guard insertion, as it removes the cyclic prefix added in the transmitter. The idea is based on stopping the chain until the OFDM symbol comes at the input port, using a counter and a hold signal that stops the chain for number of cycles according to the guard interval duration.

III. VERIFICATION METHODOLOGY

The following points summarize the verification methodology and the whole project steps:

- High Level Model: The transmitter and receiver were modeled on a system level using MATLAB, and the models were verified by generating uniformly-distributed random bits, passing them to the transmitter model, receiving them through the receiver model, and ensuring that the received bits and the random input bits are identical, assuming ideal channel.
- Register Transfer Level: After the verification of the high-level model, it can then be used as a reference to the next step, so in this step each block was implemented using Verilog HDL, and the block’s performance can be verified by comparison with the high-level model.
- Post-Synthesis Netlist: The RTL codes are verified to give correct results during behavioral simulation, so they’re synthesized and the netlist is simulated to make sure the synthesized netlist gives the same results.
- FPGA Implementation: The design is implemented on the FPGA, and its output is monitored by the Integrated Logic Analyzer (ILA). The output of the design on the FPGA is verified by comparison with the behavioral simulations results.

IV. RESULTS

The following tables are the utilization metrics on ZYNQ ZC702 Evaluation Board for the transmitter, receiver and synchronization. The used design frequency is 156 MHz. The utilization is much better than most of the previous related work [6, 7, 8].

<table>
<thead>
<tr>
<th>TABLE I. TRANSMITTER UTILIZATION METRICS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>LUT</td>
</tr>
<tr>
<td>LUTRAM</td>
</tr>
<tr>
<td>FF</td>
</tr>
<tr>
<td>BRAM</td>
</tr>
<tr>
<td>BUFG</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II. RECEIVER UTILIZATION METRICS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>LUT</td>
</tr>
<tr>
<td>LUTRAM</td>
</tr>
<tr>
<td>FF</td>
</tr>
<tr>
<td>BRAM</td>
</tr>
<tr>
<td>BUFG</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE III. SYNCHRONIZATION UTILIZATION METRICS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>LUT</td>
</tr>
<tr>
<td>LUTRAM</td>
</tr>
<tr>
<td>FF</td>
</tr>
<tr>
<td>BRAM</td>
</tr>
<tr>
<td>DSP</td>
</tr>
<tr>
<td>BUFG</td>
</tr>
</tbody>
</table>
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