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Low-Power Hardware Implementation of a Support
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Abstract—In this paper, a low power support vector machine
(SVM) training, feature extraction, and classification algorithm are
hardware implemented in a neural seizure detection application.
The training algorithm used is the sequential minimal optimiza-
tion (SMO) algorithm. The system is implemented on different
platforms: such as field programmable gate array (FPGA), Xilinx
Virtex-7 and application specific integrated circuit (ASIC) using
hardware-calibrated UMC 65 nm CMOS technology. The imple-
mented training hardware is introduced as an accelerator intellec-
tual property (IP), especially in the case of large number of train-
ing sets, such as neural seizure detection. Feature extraction and
classification blocks are implemented to achieve the best trade-off
between sensitivity and power consumption. The proposed seizure
detection system achieves a sensitivity around 96.77% when tested
with the implemented linear kernel classifier. A power consumption
evaluation is performed on both the ASIC and FPGA platforms
showing that the ASIC power consumption is improved by a factor
of 2X when compared with the FPGA counterpart.

Index Terms—Accelerator IP, ASIC, classification, feature
extraction, FPGA, low power, sequential minimal optimization
(SMO), support vector machine (SVM).
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I. INTRODUCTION

E PILEPSY is a neurological disorder characterized by re-
current seizures as a result of abnormal electrical dis-

charges in the brain. The condition affects approximately 1–2%
of the world’ s population [1]. The sudden and unpredictable
nature of seizures is one of the most disabling aspects of epilepsy
disease [2]. Anti-epileptic drugs (AEDs) are used to affect the
brain’s chemistry to reduce epilepsy. AEDs’ main disadvantage
is that they are utterly experimental; AED type and concentration
are adopted for each case individually [3]. Electrical stimulation
is used to overcome this problem by reducing the effects of
epilepsy. The stimulation is applied only when a seizure takes
place. Accordingly, seizure detection and prediction become
very important. In this paper, a hardware implemented system
that uses EEG signals to aid seizure detection is proposed.

EEG signal processing is widely used for assessing disorders
of brain function and; especially for epilepsy diagnosis. The
traditional method used to identify seizures is heavily dependent
on visual analysis of EEG recordings by trained professionals. It
is a very costly and tedious task to review 24 hours of continuous
EEG recordings, particularly as the number of EEG channels
increases [4]. Therefore, automatic seizure detection systems
using machine learning (ML) have evolved.

Recently, ML and artificial intelligence (AI) have become
very hot topics for all software and hardware researchers. ML
is the science of teaching computers how to deal with different
situations and to perform some tasks without being programmed.
It plays a significant role in many fields. SVM is gaining much
attention among researchers for statistical classification and
regression analysis problems. SVM performs well on various
problems such as pattern recognition, face detection, handwrit-
ten recognition, and bio-informatics [6]. Consequently, SVM
is chosen in binary classification problems as the proposed
automatic seizure detection with proven excellent accuracy
as stated in [4], [7], [8]. In [9], testing of different machine
learning algorithms has been conducted and the performance
metrics -RMSEs, average accuracy rates, and average training
time- have been evaluated. In this work, by following the said
testing method, the algorithm with the best performance has
been determined to be SVM. Linear SVM is chosen for clas-
sification as higher degrees of kernel function SVMs are more
accurate on the expense of higher computational complexity,
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Fig. 1. Block Diagram of the Seizure Detection System [5].

and accordingly higher power consumption [10]. In the pro-
posed system, Low power consumption and area utilization are
the main objectives and correspondingly, high computational
complexity is avoided. Automatic seizure detection methods
consist of five main phases as shown in Figure 1. First, EEG
signals are measured through electrodes, and several studies in
the literature have been investigating techniques to improve the
EEG measurement efficiency [11]. Then, a preprocessing phase
is conducted in which the removal of unwanted aspects, such
as artifacts and high-frequency content, and a normalization
of the EEG data is carried out. After that, many features are
extracted from the EEG signal’ s time domain [12], frequency
domain, and time-frequency (Wavelet) domain [4]. Selecting
discriminating features that best represent the characteristics of
the EEG signals is key to the overall performance of the seizure
detection system [13], [14].

A training Phase is then executed with these extracted features
to create a hyper-plane that separates two labeled sets of training
examples. Following that, a classifier is used with the extracted
features to detect seizures and to classify unlabeled testing
examples into one of the two classes [15].

In the training phase, SVM searches for the hyper-plane
that gives the largest margin between the two sets. Finding
the hyper-plane requires solving a quadratic programming (QP)
problem subject to constraints [16]. The size of the QP problem
is directly related to the number of training data points. For
example, if a data set has a huge number of training samples,
the QP problem becomes very complex and energy consuming.
Correspondingly, having dedicated hardware for SVM training
results in reducing the training time and accelerating the system.
Besides, having a very low-power training accelerator chip is
useful to tune the system parameters as seizure pattern differs
from one patient to the other [17]. Moreover, having a low power
detection system gives the implemented system longer battery
lifetime.

Much research has been done on implementing hardware
accelerators for SVM training [18]. Keerthiet et al. [19] propose
a parallel implementation of multiple CPUs for processing par-
titioned data sets. The use of multiple CPUs leads to an increase
in overall performance, but on the other hand, the power con-
sumption is significantly increased. Caoet et al. [20] developed
a hardware implementation of an SVM training circuit using
MATLAB HDL coder. Performance degrades due to lack of
optimizations. Chih-Hsiang et al. [21] propose a reconfigurable
chip with SMO-based SVM training. The proposed architecture
decreases the routing overhead, accelerates the kernel func-
tion update and uses pipelining. However, multiple hardware
resource utilization and training speed problems are reported.
Lazaro et al. [22] propose a hardware-software architecture to
speed up SVM training using sequential minimal optimization
(SMO). As the dot product takes up most of the calculation time

in SMO, it was chosen to be implemented on the hardware.
Jhing-Fa et al. [23] propose a hardware-software co-design
solution for multiclass SMO training. A hardware-software
co-design system for accelerating the SVM learning phase is
presented based on another decomposition algorithm instead of
the common SMO algorithm [25]. Rabieah et al. [26] propose
a complete FPGA-based system for nonlinear SVM learning
using ensemble learning. Wang et al. [27] propose an FPGA-
based reconfiguration framework to speed up the online least
square support vector machine (LS-SVM) training. However,
the block RAM utilization and the reconfiguration efficiency
are the main challenges. In this paper, more work is done in
the area of implementing SVM training accelerators to produce
better results without the need for complex transformations or
complex kernel functions such as those proposed in [28], [29],
and [30]. In addition, the proposed work performs the hardware
implementation of the SVM using FPGA implementation and
ASIC implementation to show the energy gap between both
technologies. Moreover, experimental results are reported for
the FPGA implementation conducted in this work.

The rest of the paper is organized as follows. Section II
articulates the feature extraction strategies. Section III provides
background on the SVM learning and the SMO algorithm.
Section IV provides a detailed description of the proposed hard-
ware implementation of SMO training accelerator. Section V
discusses the SVM classifier hardware implementation and basic
operation. Section VI articulates the optimizations implemented
in the system to achieve lower power consumption and less area
utilization along with the associated performance degradation.
Section VII arrays the software simulation results, the FPGA
and ASIC implementation results and provides analysis and
comparison of the results. Finally, the conclusion is drawn in
Section VIII.

II. FEATURE EXTRACTION

In this section, a combination of linear and nonlinear features,
namely, Fractal dimension [34], Hurst exponent [35], and Coast-
line [36] chosen for implementation is discussed in details. The
selection of features is based on the best performing features
acquired by [37]. Twenty linear and non-linear features are im-
plemented, and a total of 1140 combination of features are tested
along with linear SVM and the best performing combination is
obtained.

A. Fractal Dimension

It measures the complexity of the input EEG signal over
multiple scales. In other words, it is a measure of how many
times a pattern can be found in a signal. Higuchi’ s algorithm
with k= 5 is used to calculate the fractal dimension.

Lm(k) =

∑N−m
k

i=1
|x(m+ik)−x(m+(i−1)∗k)|

N−1

D −m
(1)

FD =

k∑

m=1

ln(Lm(k))

ln( 1k )
(2)
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Where x is a time series that consists of D data points, and m is
a constant that ranges from 1 to k. The input is first fed to one
of five accumulators depending on its index. The output of each
accumulator is divided byD −m resulting Lm. The final value
of the FD is the summation of the five values resulting from
dividing the natural logarithms of Lm by the natural logarithm
of 1/k.

B. Hurst Exponent

It is a technique that quantifies the meaningfulness of the
input signal. If the output value is in the range from 0.5 to 1,
then the input EEG signal contains meaningful patterns, on the
other hand, if the output value equals 0.5, it is identified as noise.

R = ||MAX(X − MAV)| − |MIN(X − MAV)||
S = STD(X)

H =
Ln(RS )

Ln(T )
(3)

Where x is a time series that consists of D data points, MAV
is the mean absolute value, R is the range of the cumulative
deviation from the mean, S is the standard deviation, and T is a
constant = 1

256 .

C. Coastline

It quantifies the number of fluctuations in the given epoch. A
seizure is recurrent discharges in brain neurons, which means a
higher frequency of fluctuations than the normal case.

CL =

D∑

i=1

|x
i+1

− xi| (4)

where Xi is the ith data point in a designated window, D is the
number of data points in the designated window.

III. SVM LEARNING

This section presents more details on the SVM algorithms
and techniques. SVM is a widely used classification technique
as it finds the hyper-plane with the largest margin. SVM was
first introduced by Vladimir N. Vapnik et al. in 1963 [31].

SVM learns from a training set of N-dimensional vectors xi
where N is the number of features extracted and their associated
classes (labels) yi∈{1,−1}. It deals with linearly separable
data points directly. The non-linearly separable data points are
mapped into a higher dimensional domain, in which the mapped
data points become linearly separable. Thus, SVM finds the
maximal margin hyper-plane in the new domain. The hyper-
plane is defined by the following equation:

w.Φ(x) + b = 0 (5)

where w is the normal to the hyper-plane, Φ(x) is the mapping
function used to map each input vector to the feature space, and
b is the bias.

The distance from the nearest points to the hyper-plane from
each side equal 2

||w|| . Therefore, the optimization problem is

Fig. 2. Soft-margin SVM [32].

formulated as follows:

min
w,b

||w||2
2

(6)

subject to yi(w.Φ(x) + b) ≥ 1.

This is denoted by a hard margin SVM, where the hyper-plane
perfectly separates the two sets according to (5). A modified
version of SVM introduces a trade-off between the size of the
margin and the number of errors in the classification process, as
in (7). This is performed by defining a penalty parameterC. The
optimization problem is formulated as:

min
w,b

||w||2
2

+ C.Σξi (7)

subject to yi(w.Φ(x) + b) ≥ 1− ξi, ξi ≥ 0.

where ξi is the slack for the ith training point as shown in
Figure 2. The penalty parameter C should be selected carefully
for each data set. If C is selected large, the weight of any
wrongly classified point is considerable, so the convergence
of the problem requires a high number of iterations. If C is
selected small, some errors are allowed to maximize the margin
and obtain the solution in fewer iterations than in the large C
scenario.

The modeled problem is solved using Lagrange multiplier as
follows:

min
α
ψ (α) =

1

2

N∑

i=1

N∑

j=1

yiyjK (xi, xj)αiαj −
N∑

i=1

αi (8)

subject to
∑N

i=1 yiαi = 0, 0 ≤ αi ≤ C, and i = 1, . . ., n
where α is a Lagrange multiplier, and kernel functions K as
stated in [10] may be linear, polynomial, exponential as follows:

Linear kernel:

K(xi, xj) = xi.xj (9)

Polynomial kernel:

K(xi, xj) = (xi.xj + 1)d (10)

where d is the polynomial degree.
Exponential kernel:

K(xi, xj) = exp(−γ||xi − .xj ||2) (11)
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TABLE I
PSUEDO CODE OF SEQUENTIAL MINIMAL OPTIMIZATION ALGORITHM

All the training points are classified into three classes:
1) αi = 0 represents the correctly classified points outside

the margin
2) 0 < αi < C represents the points that define the margin
3) αi = C represents the wrongly classified points
The optimum hyper-parameters are trained using MATLAB

and then evaluated in two stages coarse and fine trainings. In the
coarse training stage, the starting point is a rough estimate of
the parameters and then the performance is evaluated. In the fine
training stage, continuing from the initial estimate, the parame-
ters are tuned finely and the performance is measured for each
small change until the best combination of hyper-parameters are
achieved. This is done by evaluating the performance sensitivity
to each hyper-parameter change.

SMO Algorithm

The SMO algorithm was introduced and explained by John
Platt in [16]. The main idea of the SMO technique is to break
any large QP problem into multiple smaller ones. It solves the
constrained quadratic programming problem efficiently as it
iteratively narrows the optimization problem to just two La-
grange multipliers in each iteration. The selection of the two
Lagrange multipliers to be optimized in each iteration is per-
formed heuristically. However, depending on the application, the
SMO algorithm scales somewhere between linear and quadratic
with the number of the data training set.

The SMO algorithm optimizes the objective function by
jointly optimizing two Lagrange multipliers. The fact that op-
timizing two Lagrange multipliers is performed analytically
makes the SMO algorithm advantageous. The algorithm is sum-
marized in Table I.

The SMO algorithm starts by selecting two Lagrange mul-
tipliers to optimize the objective function and calculates their
bounding values. The bounding values of only two Lagrange
multipliers are depicted in a 2-D square as in Figure 3. The
square sides represent the maximum and the minimum values
of the Lagrange multipliers while the diagonal line represents
the values the multipliers are allowed to take.

Denoting the two Lagrange multipliers by: α1 and α2,
it is required to obtain new values for the multipliers,
αnew
1 , αnew

2 , from the old set of all Lagrange multipliers
{αold

1 , αold
2 , α3, α4. . ..., αN}, where αold

1 , αold
2 have the initial

Fig. 3. The bounding values of two Lagrange Multipliers. On the left, the
Bounding Square when y1 �= y2 hence, α1 − α2 = constant. On the Right, the
Bounding Square when y1 = y2 hence, α1 + α2 = constant.

value zero. Given the constraint equation
∑N

i=1 αi.yi = 0, the
following condition is derived:

y1.α
new
1 + y2.α

new
2 = y1.α

old
1 + y2.α

old
2 (12)

Following the derivations in [16], αnew
j is obtained by:

αnew
j = αold

j +
yj(E

old
j − Enew

j )

η
(13)

where kii = xTi .xi, kjj = xTj .xj , kij = xTi .xj , η = 2.kij −
kii − kjj , and Ei = wTxi − b− yi.

Referring to the constraints depicted in Figure 3, αnew
j is

clipped to be in the feasible range. Therefore, αnew, clipped
j is

obtained by:

αnew, clipped
j =

⎧
⎪⎨

⎪⎩

H, α ≥ H

αnew
j , L < αnew

j < H

L, αnew
j ≤ L

(14)

And therefore αnew
i is calculated as follows:

αnew
i = αold

i + t
(
αold
j − αold, clipped

j

)
(15)

where t = yi.yj .

IV. HARDWARE IMPLEMENTATION OF THE SMO TRAINING

ACCELERATOR

In this section, the full hardware implementations of the
proposed SVM training and the SMO algorithm are described
in detail. Different approximate computing techniques are used
in implementing the proposed SMO accelerator to reduce power
consumption. First of all, a fixed point implementation is used
instead of the computationally expensive floating-point. Using
software simulation results, it is found that a 16-bit word length
is enough to achieve acceptable performance for both techniques
(i.e., accuracy and sensitivity). Reducing the word length to
less than 16 bits achieves more power saving at the cost of
performance degradation. At a certain word length, the full
dynamic range of the bits should be used to achieve the highest
accuracy for this configuration, which requires a smart selection
of the integer and fraction portions of the fixed point word length.
Second, computation skipping is used in different steps in the
two algorithms (i.e., multiplying by zero is skipped).

Finally, inaccurate arithmetic techniques are adopted in the
implementation. Using inaccurate arithmetic operations intro-
duces some errors which are acceptable in a specific range, but
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Fig. 4. SMO Algorithm Training Architecture.

Fig. 5. SMO Processing Unit.

using them reduces the system power and energy consumption
significantly. As multipliers are one of the most power-hungry
blocks, the signed truncated multiplier proposed in [33] is uti-
lized. The signed truncated multiplier consumes less power than
accurate multipliers by summing an optimized partial products
matrix (PPM). A truncated accumulation is used rather than
an accumulation of the whole output of the multiplier (i.e., the
output of the multiplier is truncated to the specified word length,
and then the accumulation operation is performed). This also
reduces the size/power of the required accumulator and has a
small impact on accuracy.

SMO Training Architecture: To keep the architecture general-
ized for any heuristic model of selecting a Lagrange multiplier,
the SMO training architecture is divided into three main blocks:
the SMO processing unit, the SMO controller and the main
memory, as shown in Figure 4.

A. The SMO Processing Unit

The SMO processing unit is responsible for calculating the
new values of the two previously selected Lagrange multipliers.
Figure 5 shows the building blocks of the SMO processing unit.

Fig. 6. Linear Kernel Function.

TABLE II
LEARNED FUNCTION PSEUDO CODE

Register file: In order to speed up processing and avoid
repeated memory access, some variables are cached in a reg-
ister file to be processed later by the other SMO processing
units. The variables chosen to be cached in the register file are
αi, αj , yi, yj , B, α

new
i , αnew

j , Ei, andEj .
Kernel function: The calculation of η requires the calculation

of the two Lagrange multipliers’ self and cross kernel. Hence,
the kernel function unit calculates the value of kii, kjj , and kij
simultaneously. After receiving the index of current Lagrange
multipliers, the kernel function unit reads from the memory
the value of the two Lagrange multipliers and passes them to
three multiply-add units, as shown in Figure 6. In the case of
a polynomial kernel instead of a linear one, the design also
has an adder to add 1 to each K and then uses a multiplier to
raise the value to the polynomial degree in multiple clocks. The
kernel function unit includes an internal controller to manage the
iterative process of reading the Lagrange multiplier and updating
the kernel function value.

Learned function: The learned function is used to calculate
wTx or

∑N
i=1 αi.yi.K(xi,, xj),which is used in calculating the

error E. By expanding the equation
∑N

i=1 αi.yi.K(xi,, xj), the
pseudo code in Table II is obtained.

The implementation requires two multiply-add units: one to
calculate the kernel and the other to update the learned func-
tion. However, since the two calculations are dependent, one
multiply-add unit is shared to calculate both values.

The FSM of the learned function is shown clearly in Figure 7.
In the first state, αi is read. If αi �= 0, the FSM is moved to the
kernel calculation state. Then, yj is read to update the learned
function value.
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Fig. 7. Learned Function FSM.

Fig. 8. Bias Calculator FSM.

Bias calculator: The change in the threshold is computed by
forcing Enew

i to be zero if 0 < αnew
i < C and then

b1 = Ei + yi.�αi.kii + yj .�αj .kij + b (16)

where �αi = (αnew
i − αi), and �αj = (αnew

j − αj).
Otherwise, the threshold is computed by forcing Enew

j to be
zero if 0 < αnew

j < C. Therefore,

b2 = Ej + yi.�αi.kij + yj .�αj .kjj + b. (17)

Finally, the new bias is calculated as follows:

b =

⎧
⎪⎨

⎪⎩

b1, 0 < αnew
i < C

b2, 0 < αnew
j < C

(b1 + b2)/2, otherwise

(18)

Figure 8 shows clearly the FSM of the bias calculator which
consists of different states: calculating b1, calculating b2, and
then choosing between them or their average.

Figure 9 illustrates the implementation of the bias calculator
unit. The unit is implemented using only two multipliers, four
adders, and three intermediate registers A, B, and b1. To exploit
the similarities between (16) and (17), they are rewritten as:

b1 = E1 + T1 + T2 + b (19)

b2 = E2 + T3 + T4 + b (20)

where T1 = yi.�αi.kii, T2 = yj .�αj .kij , T3 = yi.�αi.kij ,
and T4 = yj .�αj .kjj .

Noticing the similarity between T1 and T3, only one multi-
plier is used to calculate �αi.kii and �αi.kij , and therefore the

Fig. 9. Bias Calculator.

Fig. 10. Limits Calculator.

values of T1 and T3. Based on the condition 0 < αnew
i < C and

the condition 0 < αnew
j < C, either kii or kij is selected to be

an input to the multiplier. If both conditions are satisfied, both
b1 and b2 gives the same value. In the proposed hardware imple-
mentation, priority is given to b1 to reduce hardware complexity.
Therefore, the value of register A is calculated. The fact that y has
a unity value, with a positive or negative sign, and the adoption
of sign and magnitude representation results in reducing the
multiplication of y to a single XOR gate between the y sign and
the multiplicand sign. Similarly, T2 and T4 calculations require
only one multiplier and then the value of the B register is obtained
in parallel with the calculation of register A. If both conditions
are not satisfied, the calculation is carried out to determine the
value of b1, and then the process is repeated to determine the
value of b2, and finally the values of b1 and b2 are averaged.

Limits calculator: The values of the lower band L and the
upper band H depend on the slope in Figure 10. Therefore, the
value of the limits is obtained as follows:

if yi �= yj → L = max(0, αj − αi),

H = min(C,C + αj − αi) (21)

if yi = yj → L = max(0, αj + αi − C),

H = min(C,αj + αi) (22)

Again, comparing yi and yj is done using a single XOR gate.
From (21) and (22), L and H take on the values 0,C, αj ± αi, or
αj ± αi ± C. Therefore, only two adders are required to calcu-
late L and H, while the signs are determined using XOR gates.
To further understand the implementation, the limits calculation
process is described using the pseudo code in Table III.
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TABLE III
LIMITS CALCULATOR PSEUDO CODE

In the first part, the first adder is adjusted to add αj − αi and
the second adder is adjusted to add C to the output of the first
adder, (i.e., C + αj − αi). Then a multiplexer is used to select
between the values 0 and αj − αi for L, and the values C and
C + αj − αi for H.

In the second part, the first adder is adjusted to add αj + αi

and the second adder is adjusted to add −C to the output of
the first adder, (i.e., αj + αi − C). Then a multiplexer is used
to select between the values 0 and αj + αi − C for L, and the
values C and αj + αi for H. The sign adjustment of αi and C
is controlled by first examining if yi �= yj . This examination is
performed using an XOR gate. Accordingly, the signs of αi and
C are altered by two more XOR gates. Notice that the cases
when αi is required to be negative are the same cases whenC is
required to be positive. That is why a NOT gate is added to the
sign of C.

Memory interface: The memory interface is responsible for
receiving requests for the memory read and write operations
and handling the memory access separately by different blocks,
which increases the memory access parallelism.

Controller: This unit controls the other units by initiating a
triggering signal for each unit and manages the data flow be-
tween them. Figure 11 summarizes the controlling state machine
of the control unit.

B. The SMO Controller

The SMO controller is responsible for selecting the two
Lagrange multipliers and controls the SMO processing unit.
The SMO controller keeps iterating over Lagrange multipliers
till conversion happens or the maximum number of iterations
is exceeded. Compared to the SMO processing unit, the SMO
controller hardware occupies a smaller area and consumes less
power.

SMO Results: The SMO implemented in this work utilizes
an on-chip memory as shown in Figure 4. The use of on-chip
memory results in a significant reduction in power consump-
tion and performance enhancement than the off-chip mem-
ory [17]. For example, this work, achieves a high throughput of

Fig. 11. SMO Processing Controller.

Fig. 12. SVM Classifier.

0.46 Gbit/sec which is almost 100X higher compared to [17]
which reports a throughput of 5.07 Mbits/sec.

V. CLASSIFIER

In this section, the implementation of the low power classifier
is presented, and several techniques are used to reduce the power
consumption of the SVM classifier.

A. Algorithm

After the completion of the training phase, the classification
phase starts. For any input vector xtest by substituting in the
following formula using the final value of α′s and b, the corre-
sponding class ytest is calculated as follows:

ytest =
∑

αjyjxtestxj + b

The training of SVM is done offline or using the hardware
accelerator proposed in Section IV which is the SMO. Figure 12
shows the architecture of the top-level design of the SVM
classifier, which consists of 6 main blocks: three ROM blocks,
classifier block, and inner product block. The first ROM block
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is used to save the input vectors of the support vector points.
The width of this ROM is the same as the data width, while the
depth equals to the number of support vectors multiplied by the
number of the classification problem dimensions. The second
ROM block is used to save the values of non-zero ’s. The width
of this ROM is the same as the data width, while the depth equals
the number of support vectors. The third ROM block is used to
save the values of the true labels of the support vector points.
The width of this ROM is one bit, while the depth is the number
of support vectors. The finite state machine (FSM) is responsible
for generating the addresses of the three ROMs and the enable
signal of the classifier block.

The classifier block is the main block of the architecture.
First, each α is multiplied by its corresponding label y. As the
implementation used for negative numbers is sign-magnitude
implementation, the multiplication is performed using an XOR
gate instead of a multiplier. The values of αi and yi are stored
in a register. An inner product block of size equal to the number
of dimensions is used to multiply the input test vector by the
input vector of the ith support vector point. The output of the
classifier block is fed to the inner product block to calculate the
class. The inner product block is a multiplier-add block with
only one adder, and one multiplier that multiplies two vectors
of size equal to the number of non-zero α′s, The output of this
block is the class and a valid out signal.

In the hardware implementation of the SVM classifier, fixed-
point representation is used. Using software simulation results,
it is found that a 16-bit word length is enough for achieving
the same performance (i.e., accuracy). Same as that used in the
training accelerators, computation skipping is adopted to save
more power/ area.

VI. OPTIMIZATION AND HARDWARE IMPLEMENTATION OF

SELECTED FEATURES

A. Simulation Setup

The Seizure detection system implemented in this paper is
tested and simulated on neural seizure detection as a case study.
At first patients’ EEG signals are processed. Then, the SVM
algorithm is applied to the features’ vectors to find the optimal
decision between seizure and normal activities. The CHB-MIT
scalp data-set from the Physio-Net library is adopted to test the
implemented system. The data-set was collected at the Chil-
dren’ s Hospital Boston from subjects with intractable seizures.
Recordings were collected from 22 subjects (5 males and 17
females). The age of the subjects ranged from 3 to 22 years old
in males and from 1.5 to 19 in females. The signals were sampled
at 256 samples per second with a 16-bit resolution. For each sub-
ject, 23 channels were recorded from different electrodes. The
data-set came with labeling on the epileptic sessions for different
patients [38], [39]. The software for extracting features from the
EEG, testing algorithm efficiency and collecting performance
results are implemented using MATLAB 2017a.

The performance is evaluated through three different metrics
commonly used in seizure detection, namely sensitivity, speci-
ficity, and accuracy. Sensitivity is the algorithm’s ability to detect
seizures correctly, whereas specificity is the algorithm’s ability

TABLE IV
LENGTH OF INPUT VECTOR OPTIMIZATION

to avoid false alarms. There is always a trade-off between sensi-
tivity and specificity. Accuracy is a combining matrix between
the two of them.

Sensitivity =
TP

TP + FN

Specificity =
TN

TN + FP

Accuracy =
TP + TN

TP + TP + FP + FN

Where TP denotes true positives, FN denotes false negatives,
TN denotes true negatives and FP denotes false positives. These
values are averaged by the number of iterations in the testing
data to measure the performance of the implemented system.

B. Optimization Steps

In this section, design specifications and all possible opti-
mizations before moving to actual hardware implementation
are discussed. Moving to the Hardware implementation requires
deciding certain design specifications such as the length of the
input vector that represents each sample of the EEG signal, the
size of the intermediate signals from one block to the other, and
finally the length of output vector of the whole module.

1) Length of Input Vector Optimization: Originally, When
fractal dimension, Hurst exponent, and coastline are used to
extract the features, the sensitivity is 98.38%, the specificity is
92.14%, and the accuracy is 92.16%. To decide the optimum
length of the input vector that represents each EEG signal
sample, several values are tested. Table IV shows the sensitivity,
specificity, and accuracy acquired in response to representing
each EEG sample with I bits for the integer part, and F bits for
the fraction part.

It is clear that the fractional part makes no significant con-
tribution to the sensitivity, specificity, and accuracy, thus it is
neglected. When the total number of bits is the same as the
number of bits in the integer part equals 8, the sensitivity remains
the same, and the specificity slightly decreases by 0.5%. In both
Hurst exponent and fractal dimension, the input is directly fed
to accumulate modules, where every new data input is added to
the sum of all the previous data inputs. For this reason, choosing
the least possible number of bits for each EEG input sample
is mandatory. Consequently, 8 bits are chosen for representing
each EEG sample.

2) Linear and Nonlinear Scaling: Division by a constant
can be considered as linearly scaling all values by the same
amount. In this case, the existence of a division does not affect
the classification, because whether there is a division or not, this
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Fig. 13. Linear Scaling.

Fig. 14. Non-linear Scaling.

TABLE V
FINAL OPTIMIZATION RESULTS

merely determines whether the hyper-plane drawn by the linear
SVM classifier is shifted by the scaling value or not. Figure 13
shows the linear scaling of x

c value when the division by the
constant c is removed.

The same principle applies to taking the natural logarithm
of certain values, it can be considered as non-linearly scaling
values with a specific manner which is in this case Ln. If another
mathematical functions can behave in an approximately similar
manner to the Ln, the Ln can be, in this case, replaced by
the other mathematical function. Reviewing all curves of the
mathematical functions compared to the Ln curve, the square
root curve is the best approximation to the Ln. Figure 14 shows
the analogy between Ln and square root.

To verify the proposed concept, the division by a constant is
removed from the final stages of the selected features. The divi-
sion in mean absolute value is not, however, removed because the
existence of a division can be in some cases advantageous to the
hardware design when it is located after accumulate modules.
In those cases, division minimizes the input that is to be fed

TABLE VI
PROPOSED OPTIMIZED EQUATIONS FOR CALCULATING FEATURES

to the following stages resulting in smaller and faster design.
To avoid the complexities of designing a divider, a custom
division through shifting is exploited, then every Ln is replaced
by a square root. When the division is removed, the sensitivity
remains as originally obtained 98.38%, and when the every Ln
is replaced by a square root function, the sensitivity drops to
96.77% (a drop by 1.61%), and the specificity is dropped to
91.62 (a drop by 0.52%).

In a similar manner to obtaining the optimum length of
the input EEG samples, the optimum length for each of the
intermediate signals is obtained. As discussed, the input EEG
sample is represented by only 8 bits in the integer part, thus
the output of each accumulate module is an integer. However,
limiting accumulate modules output to the least possible number
of bits ensures faster and smaller design. First of all, the output of
the five accumulate modules in the fractal dimension is limited
to 8 bit, second the output of the mean absolute value utilized in
the Hurst exponent feature is limited to 10 bits, then the output of
the accumulator within the standard deviation module utilized
in the Hurst exponent feature is bounded to 20 bits, followed
by bounding the output of the whole Hurst exponent feature
to 30 integer bits. Finally, the output of the coastline feature is
bounded to 20 integer bits. The previous optimizations does not
affect any of the sensitivity, specificity, or accuracy.

A final approximation is done in the Hurst exponent feature
by removing the division by the standard deviation. Removing
this division affects the obtained sensitivity, specificity, and
accuracy since it is not constant, but rather dependent on the
values of the EEG samples of each window. The motive behind
removing the division by the standard deviation, even if it causes
slight performance degradation, is that it is fraction division
(dividing 8 bits by 20 bits) which would make the hardware
design more complex. Table V shows that while removing the
Ln function has dominant effect on the sensitivity, removing
the standard deviation has the dominant effect on the specificity.
Consequently, the specificity drops to 90.34% after removing the
division by the standard deviation, while the sensitivity achieved
remains 96.77%.
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Fig. 15. Block Diagram of the Optimized Features.

C. Hardware Implementation of Optimized Features

The proposed modified feature extraction strategies are shown
in Table VI, while their detailed architecture showing the actual
length of I/O vector lengths, along with the vector lengths of the
intermediate signals, is depicted in Figure 15.

VII. RESULTS AND COMPARISON

In this section, the results obtained are shown and compared
to prior work. Xilinx ISE 14.2 and Vivado 2016.4 are utilized
to design and develop the VLSI architecture of the algorithms.
The design is synthesized on Xilinx Virtex-7 FPGA. For the
implementation on ASIC, Synopsis Design Compiler (DC) B-
2008.09 with hardware-calibrated UMC 65 nm CMOS technol-
ogy is adopted. The final layout is conducted using Cadence
SoC-Encounter.

Results are reported in two main phases. The first phase
objective is to evaluate the performance, simulation results using
MATLAB 2017a as shown in Tables IV and V. The second phase
objective is to calculate the hardware implementation perfor-
mance metrics such as area utilization and power consumption
for both ASIC and FPGA implementations.

A. FPGA Implementation Results

The results shown in Figure 16 are obtained from the inte-
grated logic analyzer (ILA) after the implementation step on
the FPGA. The Figure shows two epochs of EEG signals that
are supplied to the proposed system; one epoch contains an
inter-ictal signal seizure, and the other contains ictal signal. The
whole epoch is processed by the feature extraction module sup-
plying the feature vector to the classifier module. The classifier
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Fig. 16. The Waveform of the Implemented Design on FPGA.

TABLE VII
FPGA IMPLEMENTATION RESULTS

TABLE VIII
ASIC UMC 65 nm IMPLEMENTATION RESULTS

output named seizure is also shown in both cases giving (logic-1)
when an epoch has a seizure and (logic-0) when the epoch is
seizure-free. The classifier output is generated after 16 clock
cycles after receiving the input feature vector.

Table VII lists the resources utilized in Xilinx Virtex-7 FPGA,
such as LUTs and register slices as well as the dynamic power
consumption. The proposed SMO was chosen to save power
consumption and area utilization as much as possible, the ac-
celerator utilizes 3078 LUTs compared to 6040 utilized LUTs
in the SMO implementation proposed in [23], and 3644 logic
elements compared to 6836 logic elements in MSMO [24].

B. ASIC Implementation Results

The hardware implementations of the SVM learning and
testing circuits are presented on both FPGA and ASIC plat-
forms. Table VIII shows the ASIC implementation results using
UMC 65 nm CMOS technology, with a clock frequency of
100 MHz.The table also shows the total number of the system’s
gates and cells, occupied area, and power consumption, while
Figure 17 shows the full layout of the system.

Power analysis is conducted for both FPGA and ASIC
implementations. Its is found that the FPGA implementation
consumes 2X the power that the ASIC implementation con-
sumes; the FPGA implementation of the proposed system con-
sumes 30 mW, while the ASIC implementation consumes only
14.91 mW.

Fig. 17. The Layout of the Proposed System.

TABLE IX
PERFORMANCE COMPARISON TO PRIOR WORK

C. Comparison to Prior Work

In the proposed design, optimizing the power consumption
and area utilization while keeping a high sensitivity are the
main concern. The proposed system achieved sensitivity up
to 96.77% which exceeds the maximum sensitivity achieved
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TABLE X
FPGA SYSTEM-LEVEL COMPARISON

by the software-implemented systems proposed in [4], [40],
[44], and almost equals the one achieved in [41], as shown in
Table IX. This performance is achieved without exploiting a
pre-processing stage, and using a linear kernel instead of the
computationally expensive radial basis function (RBF) kernel
used in prior work and also exceeds that achieved by other classi-
fiers as the Gradient boosted trees [42]. Although Table IX shows
a relatively low specificity compared to previous work which
can cause excess stimulation than needed resulting in inducing
seizures in the normal brain [43] or drainage of the battery. In the
proposed design, the focus is on the power consumption and the
area utilization at the expense of some acceptable degradation in
the other performance metrics such as sensitivity and specificity.
However, the table shows that the proposed design exploits linear
kernel (i.e., less area and power) while other designs exploit RBF
kernel (i..e, higher power and larger area). In addition, the usage
of linear kernel and the approximations introduced to the feature
extractor module, such as removing the natural logarithm and
divider blocks, significantly reduce the power consumed by the
proposed system at the expense of only 0.2 false alarms in every
10 seizures (drop by less than 2% in the obtained specificity).

[17] implemented the whole system in hardware, achieving
higher sensitivity by 0.03%, but at the expense of higher power
consumption than the proposed system by a factor of 1.5X.

System-level comparison with previous work in Table X
shows that the proposed system has significantly less area uti-
lization. Also, it has achieved the highest sensitivity.

VIII. CONCLUSION

Many algorithms are used to train the SVM. In this work,
accelerators such as SMO training algorithm are hardware-
implemented on both FPGA and ASIC platforms. The im-
plemented accelerator has been tested with a hardware-
implemented feature extractor and classifier in a neural seizure
detection application.

Multiple optimization techniques are introduced to the sys-
tem to achieve the most optimum design in terms of resource

utilization, and power consumption; for instance, replacing the
computationally expensive functions such as division and nat-
ural logarithm by other analogous less computationally expen-
sive functions. The proposed system achieved a sensitivity up
to 96.77% using a linear kernel function, which exceeds the
sensitivity obtained in prior work using an RBF kernel by a
1.4%. In addition, the system consumes 1.5X less power than
prior work’s implementation.
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