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Abstract—In this paper, a framework for the statistical design
of the flip-flops circuits is proposed to achieve a high yield, while
meeting the performance, leakage power, switching power, and
layout area design specifications. The proposed design solution
provides the nominal design parameters, i.e., the widths and
lengths of the flip-flop transistors, which provide maximum
immunity to the process variations in the transistor dimensions
and threshold voltage. The proposed framework shows that for
a given flip-flop design specifications, a certain yield can be
achieved. To further increase this yield, the proposed framework
shows which design specifications should be relaxed. The trans-
mission gate-based master-slave flip-flop is selected as a design
case study in this paper, however, the proposed framework is
applicable to any other flip-flop circuit in the nanometer regime.

Index Terms—Design framework, flip-flops, nanometer regime,
process variations, yield maximization.

I. Introduction

IN MODERN digital synchronous systems, the demand for
higher performance has moved the clock frequencies up to

multi-GHz in microprocessors and other advanced very large-
scale integrated applications. These increased clock frequen-
cies lead to very deep pipelining which means that hundreds
of thousands of flip-flops are required to control the data
flow under strict timing constraints. A violation of the timing
constraints at a flip-flop may result in latching incorrect data
causing the overall system to malfunction [1], [2].

Moreover, the continued complementary metal-oxide-
semiconductor (CMOS) technology scaling toward the
nanometer regime causes the transistor parameters, such as
threshold voltage, channel length, mobility, and oxide thick-
ness, to have large statistical process variations [3]–[11].
Consequently, these process variations result in delay uncer-
tainty. Thus, the deterministic design methodologies should
be replaced by the statistical design methodologies [1], [8]–
[13]. Process variations can be classified as die-to-die (D2D)
variations or within-die (WID) variations. In D2D variations,
all devices on the same die are assumed to have the same
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parameters. However, devices on the same die are assumed
to behave differently for WID variations [4]. Although D2D
variations were originally considered as the major source of
process variations, WID variations have now become the main
design challenge as technology scales [1], [6]–[11].

Deterministic gate-sizing tools size the circuits to optimize
the power-delay product. However, due to process variations,
a large number of circuits might not meet the target delay.
Therefore, the flip-flops have to be designed using statistical
sizing tools to improve the timing yield [1], [3], [14]–[17].

Recently, researchers have attempted to adopt the statistical
design methodologies for timing yield improvement [1], [14],
[15], [18], [19]. However, some of this research have the
following drawbacks.

1) The utilization of Monte-Carlo analysis tools which are
time consuming and not scalable in terms of technology
scaling (i.e., Monte-Carlo analysis must be conducted
again for each new CMOS technology generation).

2) Only one design constraint is considered like the circuit
delay constraint. However, there are many other design
constraints, such as switching power, leakage power, and
layout area, which should be included. It should be more
practical to optimize the overall parameters yield than
optimizing only one design constraint yield.

3) Most of this research provide only the minimum required
power overhead to achieve this timing yield improve-
ment ignoring whether this required power overhead is
within the allowed power budget constraint or not.

In the Monte-Carlo method, the whole design is simulated
thousands of times, which is very time consuming. However, in
this methodology, only one sequential quadratic programming
(SQP) optimizer run is used. For example, 5000 Monte-Carlo
runs of the flip-flop case study take 2.5 h while the SQP
optimizer run takes 3 min. Accordingly, the proposed SQP
methodology shows better simulation time than that of the
Monte-Carlo method by a factor of 50X.

Although this paper considers both D2D and WID varia-
tions, the focus is mainly on WID variations. This is because
from a circuit perspective, WID variations are much more
complex and difficult to be modeled than D2D variations.
The D2D variations can be easily modeled by using corner-
based models. However, WID variations require accounting
for each device parameter separately using statistical design
methodologies. In fact, the variability in the flip-flop design
metrics, such as the setup time, hold time, delay, layout area,
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and power is caused by the WID variations which, in turn,
are related to the flip-flop sizing. Therefore, to meet the
specifications for all the flip-flop design metrics constraints,
the widths and lengths of the flip-flop transistors must be
chosen optimally [20], [21]. The impact of variability on the
design metrics should be considered up front during the design
phase, to maximize the overall parametric yield considering all
the design metrics constraints [21].

According to [21], the current industrial practice is to first
develop a database, by simulations, which characterizes the
design metrics for various transistor sizes. This is used to care-
fully select the sizes of the flip-flop transistors. Monte-Carlo
simulations are performed for the selected design to verify if
the variations in the design metrics such as the setup time are
meeting the design constraints. The selected design is updated
and Monte-Carlo simulations are performed iteratively, till all
the design metrics meet the design constraints.

In this paper, a statistical design framework to deter-
mine the optimal size of the flip-flop transistors is pro-
posed. The proposed framework is systematic, time effi-
cient when compared to the time-consuming Monte-Carlo
analysis tools, scalable with CMOS technology and can be
used for future technology prediction and optimization, and
maximizes the overall parametric yield considering all the
flip-flop design metrics constraints. In addition, the proposed
methodology formulation has the flexibility to tune the de-
sign as per the design specifications, as demonstrated in
Section IV.

The rest of this paper is organized as follows. In Sec-
tion II, some background on the timing characteristics of the
flip-flop circuits as well as the process variations main sources
is introduced. Section III formulates the statistical design
problem and describes the yield optimization methodology.
Simulation results and discussions are given in Section IV.
Finally, some conclusions are drawn in Section V.

II. Background

A. Timing Characteristics of the Flip-Flops Circuits

A clock signal is used in clocked registers to control the
timing of the data latching process. These clocked registers can
be classified into latches and flip-flops. Latches are described
as level-sensitive registers, because the input data is latched
when the clock signal maintains a specific voltage level. Flip-
flops are called edge-triggered registers, since the input data is
latched by a transition edge in the clock signal waveform. The
flip-flop can sample the input data correctly if the following
constraints are satisfied.

1) Setup time (Tsetup) is defined as the minimum time
that the input data should be available before the clock
sampling edge arrival.

2) Hold time (Thold) is defined as the minimum time that the
input data should be available after the clock sampling
edge.

The timing relationships among the input data, clock signal,
and output data of a flip-flop can be obtained by the following
timing characteristics [1], [2].

1) Clock-to-output delay (TClk−Q) represents the delay from
the sampling clock edge (Clk) to the time the latched
data is valid at the output (Q).

2) Data-to-output delay (TD−Q) represents the delay from
a transition of the input data (D) to the time the latched
data is valid at the output (Q). This delay is determined
as the sum of the setup time (Tsetup) and the clock-to-
output delay (TClk−Q).

B. Process Variations

Process variations affect device parameters, resulting in fluc-
tuations in the flip-flop design metrics. The primary sources
of process variations that affect the device parameters are as
follows.

1) Random dopant fluctuations (RDF): It has been demon-
strated that the threshold voltage variation, due to RDF,
is normally distributed, and its standard deviation is
modeled [23], [24] as follows:

σVt, RDF =
Ao√
WL

(1)

where Ao is a technology-dependent parameter, and W

and L are the channel width and length of the transistor,
respectively. It is clear from (1) that σVt, RDF is inversely
proportional to the square root of the transistor active
area. Therefore, these variations can be mitigated by
sizing the transistors up at the expense of more power
consumption and layout area overhead.

2) Channel length variations: For sub-90 nm nodes, optical
lithography utilizes light sources with wavelengths much
larger than the minimum feature sizes for the technology
[23]. Therefore, controlling the critical dimension (CD)
at these technology nodes is so difficult. The variation
in CD (i.e., the channel length of the transistor) impacts,
directly, the transistor threshold voltage, Vt . In short
channel devices, Vt has an exponential dependence on
the channel length L due to charge sharing and drain-
induced barrier lowering (DIBL) effects [23], [24] ex-
pressed as follows:

Vt ≈ Vto − (ζ + ηVDS) exp(−L/Lto) (2)

where Vto is the long channel threshold voltage, ζ is
the charge sharing coefficient, Lto is the characteristic
length, and η is the DIBL coefficient. As a result, a
slight variation in L introduces a large variation in Vt

due to the exponential dependence described in (2).
Although the RDF and channel length variations are con-

sidered the dominant sources of device variations [23], there
are many other sources such as line edge roughness (LER)
and oxide charge variations [24]. In the following analysis,
we consider only the RDF and channel length variations since
these two sources have the dominant contribution to WID
variations [23].

III. Problem Formulation

In this section, the proposed statistical design framework has
been proved on the transmission gate-based master-slave flip-
flop (TG-MSFF) shown in Fig. 1 as a case study circuit. This
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Fig. 1. TG-MSFF.

TG-MSFF is a combination of two level-sensitive latches. The
advantages of this flip-flop are simplicity and good hold time
behavior [25]. Therefore, this flip-flop is used in the PowerPC
603 low-power processor and in the digital libraries, which
makes it very suitable to be used as a case study for our
proposed framework.

In this problem, the TG-MSFF design metrics, such as
layout area (Area), setup time (Tsetup), delay (TD−Q), dynamic
(switching) power (Pdynamic), and leakage (standby) power
(Pleakage), are considered the main design constraints for the
proposed methodology. In the following section, the analytical
formulas used to calculate these five design constraints in the
proposed overall parametric yield optimization methodology
are provided. It is worth noting that the TG-MSFF exhibits
a good hold time behavior, and, therefore, its hold time
constraint is always satisfied. Thus, the hold time constraint is
not included in this case study, TG-MSFF flip-flop. Typically,
there are two main categories of flip-flops. The first category
is the master-slave flip-flops, which has a good hold time
behavior (i.e., most of this category flip-flops allow zero hold
time to be used), and, therefore, the hold time constraint is
always satisfied. On the contrary, the second category, which
is the pulsed flip-flops, has good setup time behavior (i.e.,
most of this category flip-flops allow negative setup time to
be used) and, accordingly, the setup time constraint is always
satisfied in this second category. However, this pulsed flip-
flops category has a strict hold time constraints. Thus, for the
master-slave flip-flops category, only the setup time constraints
are considered and only the hold time constraint is taken into
account for the pulsed flip-flops category.

A. Design Metrics Constraints Analytical Formulas

In this paper, the simplified delay models, used in the
proposed methodology, are compared with the simulation
program with integrated circuit emphasis (SPICE) transient
simulations referring to the full device models for different
supply voltage, transistors sizing, and load capacitances. This
comparison shows a good agreement between the simplified
delay models results and the SPICE transient simulation results
with a maximum error of 18.7% and an average error of
11.4%. This error can be further reduced by utilizing more
accurate delay models. In addition, 50%–50% propagation
delay and velocity saturation region are assumed for 45 nm
technology [26], [27]. Moreover, a double-bounded probability
density function (DB-PDF) is assumed for each of the design
variables and all the design variables are assumed to be
independent and symmetrical.

1) Setup time (Tsetup): The setup time delay is given by [22]
as follows:

Tsetup = TI1 + TI3 + TT1 + maximum(TI2, TI4) (3)

where TI1, TI2, TI3, and TI4 represent the propagation
delays of inverters I1, I2, I3, and I4, respectively. TT1 is
the transmission gate TX1 propagation delay. The max-
imum operator is used since due to process variations,
inverters I2 and I4 sizing may not be identical.

2) Total delay (TD−Q): The total delay is given by [22] as
follows:

TD−Q = Tsetup + TI6 + TT3 (4)

where TI6 and TT3 represent the propagation delays
of inverter I6 and transmission gate TX3, respectively.
Thus, the delays of the inverters and the transmission
gates must be calculated. In this analysis, 45 nm CMOS
technology transistor models are adopted. Accordingly,
the operating region of the transistors is assumed to be
velocity saturation region.
According to [22], the propagation delays of the in-
verters and the transmission gates are given by the
following:

Tpass(j) = 0.69 × (Req−pass(j)) × (Co−pass(j)) (5)

and

Tinv(i) = 0.69 × Req−inv(i) × Co−inv(i) (6)

for (1 ≤ i ≤ 6) and (1 ≤ j ≤ 4)

where Req−pass(j) and Req−inv(i) are the equivalent resis-
tances of the transmission gate Tj (1 ≤ j ≤ 4) and the
inverter Ii (1 ≤ i ≤ 6), respectively, and Co−pass(j) and
Co−inv(i) are the output capacitances of the transmission
gate Tj (1 ≤ j ≤ 4) and the inverter Ii (1 ≤ i ≤ 6),
respectively [22].
The output capacitance of any transmission gate or any
inverter is calculated by summing up all the capacitances
connected to its output node. These capacitances are
calculated by adopting the equations in [22] as follows:

Co−inv(i) = Cint + Cox

(
LniWni + LpiWpi

)
(7)

Co−pass(j) =
(
CjdLs

(
Wnj + Wpj

))

+Cjsw

[(
2Ls + Wnj

)
+

(
2Ls + Wpj

)]

+
1

2
Cox

(
LnjWnj + LpjWpj

)
(8)

for (1 ≤ i ≤ 6) and (1 ≤ j ≤ 4)

where Cint is the inverter intrinsic diffusion capacitance,
Cox is the gate oxide capacitance per unit area, Cjd

is the junction capacitance per unit area, Cjsw is the
sidewall capacitance per unit length, Ls is the junction
length, Lni, Lpi, Wni, and Wpi are the gate length of
the n-channel metal-oxide-semiconductor (NMOS), the
gate length of the p-channel metal-oxide-semiconductor
(PMOS), the gate width of the NMOS, and the gate
width of the PMOS of inverter Ii (1 ≤ i ≤ 6),
respectively. Also, Lnj , Lpj , Wnj , and Wpj are the gate
length of the NMOS, the gate length of the PMOS, the
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gate width of the NMOS, and the gate width of the
PMOS of transmission gate Tj (1 ≤ j ≤ 4), respectively.
Following that, the equivalent resistance of the inverter
is calculated by using [22] as follows:

Req−inv(i) =
1

2
[Reqn(i) + Reqp(i)]

where

Req(n/p)(i) =
0.75

Ids(n/p)(i)
VDD(1 − 7

9
λ(n/p)VDD)

and (9)

Ids(n/p)(i) = Kn/p

Wni/pi

Lni/pi

VDSAT (n/p)

×[VDD − Vto(n/p) − VDSAT (n/p)

2
]

where Ids(n/p)(i) is the transistor drain-to-source current,
Req(n/p)(i) is the transistor equivalent resistance, VDD is
the power supply, λ(n/p) is the transistor channel length
modulation, VDSAT (n/p) is the transistor velocity satura-
tion voltage, Vto(n/p) is the transistor threshold voltage,
and Kn/p is a technological parameter of the transistor.
The subscript n and p refer to the inverter NMOS and
PMOS transistors, respectively. The subscript i refers to
inverter Ii (1 ≤ i ≤ 6). Req−inv(i) is the total equivalent
resistance of inverter Ii.
Similarly, the total resistance of the transmission gate is
given by [22] as follows:

R(n/p)(j) =
1

Kn/p
Wnj/pj

Lnj/pj
[VDD − Vto(n/p)]

and

Req−pass(j) =
Rn(j) × Rp(j)

[Rn(j) + Rp(j)]
(10)

where R(n/p)(j) is the resistance of the PMOS or NMOS
transistors of transmission gate TXj, and Req−pass(j) is
the total resistance of transmission gate TXj.
By using (3)–(10), the inverter delay, TIi, and the trans-
mission gate delay, TTj , are obtained. Correspondingly,
the setup time, Tsetup, and the total delay of the flip-flop,
TD−Q, are calculated.

3) Dynamic (switching) power (Pdynamic): The dynamic
power of the flip-flop circuit is given as follows:

Pdynamic = V 2
DD × f ×

∑

n

(αi Ci) (11)

where VDD is the supply voltage, f is the operating
frequency, n is the number of nodes in the flip-flop
circuit (n equals 11 in the flip-flop case study), αi and Ci

are the activity factor and parasitic capacitance at node
i, respectively.

4) Leakage power (Pleakage): The leakage power of the flip-
flop circuit is given as follows:

Pleakage = VDD ×
∑

Ileakage (12)

where Ileakage is the leakage current of the transistors
when operating in the subthreshold region. The leakage

current of a transistor in the OFF state is given by [26]
and [28] as follows:

Ileakage =

[
µo Cox

Wi

Li

V 2
T e1.8

]
× e

(VGS−Vto)
s×VT (13)

where VGS is the transistor gate-to-source voltage, s is
the subthreshold coefficient, VT is the thermal voltage
which is approximately 26 mV at room temperature, and
µo is the transistor effective mobility.

5) Layout area (Area): The flip-flop has different layout
implementations [29], [30]. The layout implementation
from [29] is used in this paper. The x and y dimensions
of the flip-flop layout are calculated as a function of the
layout rules as follows:

Area = xdim × ydim

xdim = 2 × maximum(PC, NC) + 18 × GC

+9 × CC + maximum(�Lp, �Ln)

ydim = 2 × CW + MM + PN

+maximum(Wn) + maximum(Wp) (14)

where PC is the p-diffusion to contact spacing, NC is the
n-diffusion to contact spacing, GC is the gate to contact
spacing, CC is the contact to contact spacing, �Lp is
the sum of all the PMOS transistors lengths, �Ln is
the sum of all the NMOS transistors lengths, CW is the
contact width, MM is the metal to metal spacing, and
PN is the p-diffusion to n-diffusion spacing.

B. Classification of the Proposed Methodology Parameters

The flip-flop design is constrained by the specifications
for its design metrics such as Tsetup, TD−Q, Pdynamic, Pleakage,
and Area. Each of these metrics constraints should be met
for a range of environmental parameters (supply voltage,
temperature), design parameters (transistor width and length),
and statistical parameters (process variations parameters such
as Vt).

1) Environmental parameters: These are often more critical
and can be accounted for by evaluating the design met-
rics at their respective worst-case operating conditions.
For example, the leakage is the worst at high temperature
(subthreshold leakage being the main leakage current
component) and high supply voltage. The number of
performance corners and the voltage and temperature
for each performance corner are determined by the
intended set of applications. For example, in portable
applications, the operating temperature is lower than
that for high-performance applications. In this paper,
the performance corner is low supply voltage and high
temperature while the low-leakage power corner is high
supply voltage and high temperature.

2) Design parameters: These are the widths and lengths of
the flip-flop transistors. In this paper, the D2D variations
in the widths and lengths of transistors are consid-
ered. Since the gate length impacts Vt significantly (2),
D2D threshold voltage variations are also accounted for,
implicitly [31].
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3) Statistical parameters: Vt is the most significant sta-
tistical parameter. Because of the small layout area
of the flip-flops circuits and the close proximity of
the transistors, the effect of the WID variations in the
channel length and width is negligible [20]. Therefore, in
this paper, the random WID Vt variations due to RDF is
considered as the main source of WID variations. The Vt

variations of all the flip-flop transistors are considered
to be independent and un-correlated Gaussian random
variables [20]. According to (1), the random WID Vt

variations, due to RDF, are inversely proportional to the
square root of the transistor area. Therefore, the transis-
tor sizing has a significant impact on these variations.

C. Statistical Yield Maximization

1) Problem Characterization: In the proposed case study,
the TG-MSFF, there are five design metrics. The upper bound
of these design metrics are denoted by Area − Max, µTs

,
µTd

, µPdyn
, and µPleak

for the Area, Tsetup, TD−Q, Pdynamic, and
Pleakage, respectively. The mean values of these design metrics
excluding Area are calculated by using SPICE transient sim-
ulations and the tolerance percent for them is supposed to be
±3σ [21]. As a result, the constraints are attained as follows:

1. Area ≤ Area − Max

2. TSetup + 3 × σTsetup
≤ µTs

3. TD−Q + 3 × σTD−Q
≤ µTd

4. Pdynamic + 3 × σPdynamic
≤ µPdyn

5. Pleakage + 3 × σPleakage
≤ µPleak

.

These constraints are shown in Fig. 2. Different values
of µTs

, µTd
, µPdyn

, and µPleak
are used to design the TG-

MSFF on the general-purpose high performance corner and
on the general-purpose low leakage power corner. The value
of Area − Max is set to 1.46µm2 by following the flip-flops
scaling trends in [32].

The delay and dynamic power distributions are modeled to
be Gaussian distributions similar to [20] and [21]. The leakage
power exhibits a log-normal distribution (not a Gaussian
distribution) with Vt variations. However, the usage of the
central limit theorem [33] helps to model the sum of the
leakage of a sufficiently large number of flip-flops cells as
a normal distribution [20]. In [34], 16 flip-flops cells are a
sufficient number to validate these results.

The variations of the threshold voltage, and the design
constraints are a function of the transistor sizes, according
to (1). The threshold voltage and transistor lengths and widths
(design variables), {W(l) and L(l) (∀1 ≤ l ≤ 20)}, define
a 40-D design space. Within this design space, the design
constraints define a feasible region, which is a region of widths
and lengths and threshold voltages and satisfy all the design
constraints. The nominal design should be selected some-
where in this feasible region to satisfy the design constraints.
Also, the variations in the transistor dimensions and threshold
voltages should be taken into account. This can be done as
follows.

If the spread (tolerance percent or 3σ value of normally
distributed widths and lengths of the transistors) of the design

Fig. 2. Normalized simplified yield maximization method.

variables is known, the nominal design can be specified within
a certain imaginary box, called the tolerance box. This is
shown in Fig. 2 for a two design variable problem and a
simplified feasible region defined by simplified constraints in
two dimensions. The tolerance box dimensions are specified
by the tolerance percent of the design variables. The cen-
ter of the tolerance box is the nominal design (the design
variables are supposed to have a symmetrical distribution).
The smaller dots within the tolerance box represent all the
design variable values that are satisfying the constraints. The
overlapping area of the tolerance box with the feasible region
determines the yield. The tolerance box should be moved
(the nominal design moves with it) to ensure the maximum
overlapping of the tolerance box and the feasible region
resulting in maximum yield. Calculating the overlapping area
is a very hard problem; so, as an estimation, the yield box
is defined, which is the inner box in Fig. 2, and captures
the maximum rectangular overlap that can be gained be-
tween the feasible region and the tolerance box and is used
for yield calculation directly [35]. In this case study (TG-
MSFF flip-flop sizing with 40 design variables), the 40-D
volume of the inner box, called the yield box, defines the
yield.

2) Polyhedral Approximation of the Constraint Region:
Performance constraints define a feasible region as follows:

F = {x ∈ Rn|hi(x) ≥ 0 i = 1, 2, ..., m} (15)

Here, x represents a sample of the random variable X with
arbitrary joint PDF. The real-valued functions hi(x) : Rn→R

are measures of the system performance. Analytic form of
h(x) is not usually known and only numerical evaluations
of the function and its derivatives can be obtained. Most
existing techniques assume convexity of the feasible region
F . It is a limitation, but the proposed methodology is also
applicable to non-convex problems, if we accept the need
to repeat calculations with several different starting values.
Because the form of h(x) may be unavailable, the method finds
a polyhedral approximation of the feasible region by taking
first-order approximation of each hi(x) [36], [37]. Accordingly,
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Fig. 3. Polyhedral approximation of the original constraint.

the partial derivatives are calculated as follows:

1.
∂ (Area)

∂ (W (l))
,

∂ (Area)

∂ (L (l))
∀ (1 ≤ l ≤ 20)

2.
∂
(
Tsetup

)

∂ (W (l))
,

∂
(
Tsetup

)

∂ (L (l))
∀ (1 ≤ l ≤ 20)

3.
∂
(
TD−Q

)

∂ (W (l))
,

∂
(
TD−Q

)

∂ (L (l))
∀ (1 ≤ l ≤ 20)

4.
∂
(
Pdynamic

)

∂ (W (l))
,

∂
(
Pdynamic

)

∂ (L (l))
∀ (1 ≤ l ≤ 20)

5.
∂
(
Pleakage

)

∂ (W (l))
,

∂
(
Pleakage

)

∂ (L (l))
∀ (1 ≤ l ≤ 20)

and hi(x) is approximated [36], [37] as follows:

hli(x) ≈ hi(x
∗) + gi(x

∗)T (x − x∗) (16)

where gi(x∗) is the gradient vector of hi, and hi is the ith
original constraint. hlis are the approximated constraints which
are called polytopes in Fig. 3, and finally create a polyhedral
shape that is the new feasible region. At first glance, point x∗ is
on the surface hi(x) = 0 and has the minimal distance from µ0,
which is the center of the initial tolerance box and is shown in
Fig. 2. For finding the best match for the approximated linear
constraints, an optimization problem should be solved [36],
[37] as follows:

min β = [(x − µ0)T (x − µ0)]
1
2 , (17)

subject to hi(x) = 0.

Solving this optimization problem assures the minimal
errors in approximation of the constraint region. So, the lin-
earized constraints (polytopes in Fig. 3) replaced the nonlinear
original constraints in the yield maximization problem.

3) Modeling Arbitrary Distributions: For traditional de-
signs, it is assumed that symmetrical distributions simplify
the solution process. In this case, the maximum volume box in
the feasible region corresponds to the maximum yield that can

be attained which is shown in Fig. 2. But, if the PDF is non-
symmetrical, the maximum volume box does not correspond to
the maximum yield. Thus, the calculation of the yield involves
the evaluation of a multidimensional probability integral by
quadrature or Monte-Carlo-based methods, which is compu-
tationally expensive [38]. Here, Kumaraswamy’s distribution
[39] is used for approximating a DB-PDF for physically
bounded variables as follows:

f (z) = abza−1(1 − za)b−1 (18)

and

z = x−xl

xu−xl , xl ≤ x ≤ xu

where xl and xu are the lower and upper bound, respectively,
for the probabilistic design variable x. DB-PDF can take
several shapes by using different values for a and b. The
integral of the DB-PDF, i.e., cumulative density function, can
be calculated according to [39] as follows:

F (z) = 1 − (1 − za)b. (19)

4) Yield Maximization: Given a convex and bounded
polytope P , the yield maximization can be performed in the
component space which means there is no need for extra
evaluations of functions once P has been constructed. Uniform
distributions lead to worst-case design and such case can be
handled by searching for the maximum volume rectangular
n-dimensional cube inside the feasible region. According to
(18) and (19), DB-PDF can take several shapes using different
values for a and b and it can be used to approximate uniform,
triangular, tail, or almost any single-modal distribution. So, the
problem is to the search for the maximum yield rectangular
n-dimensional cube [36], [37] as follows:

R(xl, xu) = x ∈ Rn|xl ≤ x ≤ xu. (20)

Within the polytope P , the requirement, R ⊆ P , is equiva-
lent to

A+xu − A−xl ≥ C. (21)

Ai is the transpose of the gradient vector gi, obtained by
linearization of the performance constraint hi at a given x.
A+ and A− indicate the upper and lower bounds of the same
linearized constraint (hi) at a given vector x, and C refers to
the constant terms in the linearization [right-hand side (RHS)
values].

For a given nominal design (µ0) and tolerance percent
(t) for each of the design variables, tolerance box that is a
multidimensional polyhedral can be found. Each of the 40
dimensions of the tolerance box can be calculated as follows:

[
µ0,L(l) − tL(l)

2 , µ0,L(l) + tL(l)

2

]
=

[
Llb(l), Lub(l)

]

[
µ0,W(l) − tW(l)

2 , µ0,W(l) + tW(l)

2

]
=

[
Wlb(l), Wub(l)

]

∀ (1 ≤ l ≤ 20)

in which

Lub(l) − Llb(l) = tL(l) = 6 × σL(l)

Wub(l) − Wlb(l) = tW(l) = 6 × σW(l)

∀ (1 ≤ l ≤ 20) .
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If xl
i and xu

i define the bottom-left and top-right corner of
the yield box that is the smaller box in Fig. 2, the yield is
calculated by [36] and [37] as follows:

Yield(xr, xl, xu) =
n∏

j=1
Pr{xl

j ≤ xj ≤ xu
j } (22)

and

=
n∏

j=1

[
F

(
xu

j −xr
j

tj

)
− F

(
xl

j−xr
j

tj

)]

where x refers to W(l) and L(l) (∀1 ≤ l ≤ 20) and xr refers
to the bottom-left corner of the tolerance box. Also F (x) can
be found by using the integral of Kumaraswamy’s distribution.
Now, using a given tolerance box, the objective is to move this
box such that the yield is maximized. Finally, the optimization
problem [36], [37] is as follows:

max Yield(xr, xl, xu), (23)

subject to

A+xu − A−xl ≤ C,

xr ≥ xmin,

xl ≥ xr,

xu − xl ≥ t,

and

xr + t ≤ xmax

where xmin and xmax refer to minimum and maximum possible
values for W(l) and L(l) (∀1 ≤ l ≤ 20), respectively, and xr

refers to the bottom-left corner of the tolerance box. A+ and
A− are the upper and lower bounds of the linearized constraint
(hi) at a given vector x, and C refers to the constant terms in
the linearization (RHS values).

Fig. 4 portrays the design procedure in details, with all the
inputs, the objective function (yield), the design constraints,
design variables, and the steps to compute the design con-
straints.

By using a SQP-based optimizer [40] to solve the con-
strained optimization problem in 40-dimensions, the maximum
yield and the corresponding optimum nominal design values
(transistors sizes) are calculated. The predictive 45 nm tech-
nology models [41], [42] has been used in this paper but this
method can easily be applied for any future technology and
for any circuit realization.

5) Convergence and Complexity of the Method: The
method consists of polyhedral approximation and yield maxi-
mization subproblems. Convergence of the algorithm for solv-
ing hi(x) = 0 depends on the continuity and convexity of the
functions. In engineering applications, the behaviors of these
functions are usually in the vicinity of the nominal point, but
it could be different elsewhere. In such case, hi(x) = 0 can be
solvable, but the solution may not be unique. The problem size
increases linearly with the number of functions and variables.
This should be compared with a quadratic increase in [43].
The proposed formulation can be used for any general PDF, as
long as yield integration is not very expensive. For independent
random variables, the evaluation of the yield will be reduced to
multiplication of n 1-D integrals. This is inexpensive because
of the closed form of DB-PDF. Calculation of the 1-D integrals

Fig. 4. Design procedure.

needs much less computations than Monte-Carlo simulation
used for yield estimation.

IV. Experimental Results

In the following experimental results, a predictive 45 nm
CMOS technology model is adopted [41], [42]. The layout
area upper bound, Area − Max is set to 1.46µm2 [29]. The
value of σVt

is calculated using (1) for the predictive 45 nm
technology model to be 56 mV for a minimum size transistor.
The value of the power supply used, VDD, is 1.0-V. Accord-
ing to international technology roadmap for semiconductors
(ITRS) [32], the gate dimension variations are assumed to
have a 3σ value of ±12% of the physical length. The TG-
MSFF is designed into two different corners. The first corner
is the general-purpose high performance corner in which the
upper bound of the delay, TD−Q, takes on different values and
the other design constraints upper bounds are fixed to their
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Fig. 5. Varying TD−Q constraint. (a) Nominal TD−Q (ps). (b) Nominal Pdynamic (µW). (c) Nominal Pleakage (µW). (d) Nominal area (µm2).

conventional values excluding the setup time in this case be-
cause the setup time is a component of the total delay. The sec-
ond corner is the general-purpose low leakage power corner.

Also, if “Y%” is the yield achieved for some special RHS
values of each constraints, by increasing one of the RHS values
(i.e., µTd

in the third constraint), higher yield is gained. By
other words, relaxing some of the constraints results in yield
improvement.

A. General-Purpose High Performance Corner Design

The TG-MSFF case study is designed using different per-
formance (TD−Q) targets for a maximum dynamic power
of 50 µW and a maximum leakage power of 5 µW (the
conventional leakage and switching power values mentioned in
[44]–[46]). The TG-MSFF delay, TD−Q, constraint is reduced
from 100 ps to 50 ps. Table I shows the simulation results
and the associated trends are analyzed in this section to
give more insights on how the proposed yield optimization
framework works. The values of the nominal (optimal) tran-
sistors widths and lengths obtained from the optimization
problem solution are 40 values for each case. These values
are not shown in Table I due to space limitations. However,
the corresponding design metrics values are tabulated in this
table.

From Table I, the following interesting observations are
extracted.

1) Fig. 5(a)–(d) shows the flip-flop delay (TD−Q), dynamic
power (Pdynamic), leakage power (Pleakage), and layout
area (Area) at the obtained nominal designs, respec-
tively. According to Fig. 5(b) and (c), the performance-

power tradeoff is evident. In other words, any gain in
performance is accompanied by an increase in the power.

2) The initial target of TD−Q = 100 ps is relaxed and is
achieved by a small layout area (1.31 µm2). This target
allows for low dynamic power and low leakage power
values of 33.4 µW and 3.6 µW , respectively. Therefore,
the dynamic power and the leakage power constraints of
50 µW and 5 µW are not violated.

3) Fig. 5(a) shows that as the delay constraint is reduced,
the gap between the delay constraint and the nominal
delay values is reduced. For example, when TD−Q con-
straint is 100 ps, the nominal design TD−Q is 71.4 ps
with a gap of 28.6 ps between them. However, this gap
becomes 0.3 ps when TD−Q constraint is 50 ps.

4) The nominal design layout area is increasing as the
TD−Q constraint is reduced. This increase seems to be
small (i.e., the layout area is increased by 9.2% as the
TD−Q constraint is reduced from 100 ps to 50 ps.

5) Finally, it is evident that as the TD−Q delay constraint
becomes more strict, the yield is reduced.

B. General-Purpose Low Leakage Power Corner Design

A general-purpose low leakage power TG-MSFF is also
designed and the results are summarized in Table II. In this
design strategy, the achieved yield is 98.2%. Relaxing the
leakage power constraint to 1.35 µW results in a 100% yield.
Therefore, the proposed statistical design framework provides
the flip-flops designer with the different design choices to
achieve the target yield.

Fig. 6 shows the variation of the Monte-Carlo yield in the
vicinity of the obtained low leakage power design solution.
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TABLE I

General-Purpose High Performance Corner Design Optimization for Varying TD−Q

TD−Q constraint (ps) Nominal TD−Q (ps) Nominal Pdynamic (µW) Nominal Pleakage (µW) Nominal Area (µm2) Overall Yield (%)
100 71.4 33.4 3.6 1.31 100

90 68.7 37.3 3.7 1.34 100

80 60.2 41.4 4 1.37 100

70 57.4 42.8 4.3 1.38 100

60 53.2 45.7 4.5 1.41 100

50 49.7 47.1 4.8 1.43 99.3

TABLE II

General-Purpose Low Leakage Power Corner Design Optimization

TD−Q (ps) Tsetup (ps) Pdynamic (µW) Pleakage (µW) Area (µm2) Overall Yield (%)
Constraint 200 160 10 1 1.46 Maximum

Nominal 189 128 8.9 0.9 1.23 98.2

Fig. 6. Yield obtained by Monte-Carlo simulations for the low leakage power TG-MSFF design. (a) WnI3 is varied from 90 nm to 102 nm (around the optimal
value of 96 nm). (b) WnT3 is varied from 201 nm to 213 nm (around the optimal value of 207 nm). The Monte-Carlo yield is calculated when only W , L, and
Vt variations are included and when all process variations are taken into account.

In each figure of Fig. 6, one design parameter is varied,
whereas all the other design parameters are kept constant.
For example, the NMOS transistor width of the inverter I3,
WnI3 , is varied from 90 nm to 102 nm (the proposed design
solution optimal value is 96 nm) and the NMOS transistor
width of the transmission gate TX3, WnT3 , is varied from
201 nm to 213 nm (the proposed design solution optimal
value is 207 nm). The Monte-Carlo yield is calculated for
the case when only W , L, and Vt variations are considered
and when all process variations are taken into account. It is
evident that the Monte-Carlo yield, when only W , L, and
Vt variations are considered, degrades as the design point is
moved away from the obtained optimum. The same analysis is
performed for all the TG-MSFF transistors widths and lengths
(40 parameters). However, it is not shown here due to space
limitations.

When all process variations are considered, the Monte-
Carlo yield exhibits a degradation as the design point is
moved away from the obtained optimum, similar to the Monte-
Carlo yield when only W , L, and Vt variations are taken
into account, except for the design parameters Wni2 , Wni3 , and

WnT2 . For example, the value of Wni3 at which the maximum
yield occurred deviates from 96 nm to 98 nm, when all the
process variations are included. This deviation is only in three
parameters (out of 40 parameters) and also its value is about
2%. Therefore, the proposed framework is still valid when all
the process variations are taken into account.

V. Conclusion

In this paper, a statistical design framework to design the
submicrometer flip-flops circuits was proposed. The frame-
work accounts for the process variations in the transistor
dimensions and the threshold voltage fluctuations due to RDF.
Moreover, the widths and lengths of the transistors are chosen
to satisfy the design constraints of the flip-flop delay, setup
time, switching power, leakage power, and layout area. The
proposed framework is flexible, time efficient, scalable in
terms of technology scaling, involves a small infrastructure
in terms of mathematical computations, and uses readily
available models and tools in the industry. The TG-MSFF is
selected as a case study and designed in the high performance
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moderate power corner and the low leakage power moderate
performance corner. Finally, the proposed framework can be
extended to include the impact of other process variations
sources such as oxide variations and LER.
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