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Abstract—Sub-threshold SRAM cells are attractive because
of their low leakage power and low access energy. However,
the susceptibility of sub-threshold SRAM cells to soft errors is
high due to their low supply voltage, high density, and shrinking
geometry. Moreover, the increase in statistical variations in ad-
vanced nanometer CMOS technologies poses a major challenge
for sub-threshold circuits designers. In this paper, analytical
models for the sub-threshold SRAM critical charge variations,
which account for both die-to-die (D2D) and within-die (WID)
variations, are proposed. The derived models are then compared
with Monte Carlo simulations by using industrial hardware-cali-
brated 65-nm CMOS technology. This paper also provides novel
design insights such as the impact of the coupling capacitor, one of
the most common soft error mitigation techniques, on the critical
charge variability. In addition, it demonstrates that the relative
critical charge variability is minimum at a certain temperature
value. Then, the circuit designer can employ these results with
temperature control techniques to minimize the critical charge
variability in the early design cycles, especially, for applications
with strict soft error rate (SER) constraints. In addition, the
proposed models show that the device sub-threshold swing coef-
ficient can be optimized to minimize the relative critical charge
variability.

Index Terms—Circuit modeling and optimization, critical
charge, process variation, soft error rate (SER), sub-threshold
SRAM.

I. INTRODUCTION

UB-THRESHOLD digital circuit design is one of the

best energy saving techniques for applications with strict
energy constraints [1]-[7]. Static Random Access Memory
(SRAM) cells comprise a significant percentage of the total
area of many digital chips [8], [9]. For this reason, SRAM cells
leakage power dominates the total leakage power of the chip.
Moreover, the large switched capacitances in the SRAM cells
bit-lines and word-lines increase the SRAM cells access energy
[8], [9]. The design of sub-threshold SRAM cells reduces both
leakage power and access energy. In addition, sub-threshold
SRAM cells operate at sub-threshold voltages that are compat-
ible with the sub-threshold logic to allow system integration

Manuscript received May 06, 2009; revised July 10, 2009 and September 18,
20009. First published October 30, 2009; current version published January 21,
2011.

The authors are with the Department of Electrical and Computer Engi-
neering, University of Waterloo, Waterloo, ON N2L3G1 Canada (e-mail:
hmostafa@uwaterloo.ca; hassanmostafahassan@yahoo.com; manis@vlsi.
uwaterloo.ca; elmasry @uwaterloo.ca).

Digital Object Identifier 10.1109/TVLSI.2009.2033697

[2]. However, reliability and process variations are the main
design challenges for sub-threshold SRAM cells [1].

Reliability is the first significant design challenge in the de-
sign of sub-threshold SRAM cells. Shrinking geometries, lower
power supply, and higher density circuits all have a great impact
on reliability [10]-[16]. As CMOS technology further scales,
soft errors become one of the major reliability concerns. Soft
errors are caused by two types of radiation: 1) alpha particles
emitted by radioactive impurities in integrated circuits (ICs) and
package materials and 2) high energy neutrons resulting from
the interaction between cosmic rays and the earth’s atmosphere
[12], [13]. When an alpha particle hits a silicon substrate, the
particle generates electron-hole pairs as it passes through the
p-n junctions. Though a neutron does not ionize the material
directly, the neutron does collide with nuclei, resulting in sec-
ondary charged nuclear fragments, capable of inducing elec-
tron-hole pairs.

The generated charges are transported to circuit nodes by drift
and diffusion mechanisms, causing a current pulse that disturbs
the node voltage and can lead to soft errors [11]. In memory ele-
ments, this disturbance can result in bit flips (0-to-1 flip or 1-to-0
flip) which can corrupt the logic state of the circuit. However, in
combinational circuits, this disturbance brings about a tempo-
rary change in the output node voltage. This temporary change
is tolerated, unless it is latched by a succeeding memory ele-
ment. For memory elements such as SRAM cells and flip-flops,
if the charge, collected by the particle strike at the storage node,
is more than a minimum value, the node is flipped and a soft
error occurs. This minimum value is called a critical charge
(Qeritical)» Which can be used as a measure of the memory ele-
ment vulnerability to soft errors [11], [14], [16]-[19].

This critical charge, Q. itical, €xhibits an exponential rela-
tionship with the soft error rate (SER) [11], and consequently,
Qcritical should be designed high enough to limit the SER. It
should be pointed out that estimating the value of Qcyitica; does
not give the absolute value of the SER, since the SER depends
on other parameters such as the particle strike type, energy,
striking angle, and track length through the Silicon substrate.
However, knowing the value of Q. itica1 provides an estimate of
the soft errors susceptibility of the circuit and can be used to fur-
ther estimate the SER. In particular, sub-threshold SRAM cells
are vulnerable to soft errors due to their lower supply voltages
and node capacitances. Therefore, soft errors investigation and
modeling in sub-threshold SRAM cells becomes of paramount
importance.

In future technologies, process variations are expected to
worsen due to difficulties with printing nanometer scale ge-
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ometries in standard lithography. Therefore, these variations
are considered the second design challenge for sub-threshold
SRAM cells designers [20]—[25]. Process variations are clas-
sified as die-to-die (D2D) variations and within-die (WID)
variations. In D2D variations, all the devices on the same die
are assumed to have the same parameters values. However, the
devices on the same die are assumed to behave differently in
WID variations [20]. Although the D2D variations are origi-
nally considered the primary source of process variations, the
WID variations are posing the major design challenge as tech-
nology scales [21], [22]. Due to these process variations, the
critical charge has variations around its nominal value. These
critical charge variations pose a challenge to sub-threshold
SRAM cells designers, particulary in applications with strict
SER constraints.

Recently, researchers have attempted to calculate the critical
charge nominal value and address the impact of process varia-
tions on the critical charge in super-threshold memory elements
such as SRAM cells and flip-flops. However, most of this re-
search utilize Monte Carlo analysis tools [10], [26]-[28] which
are time consuming and provide few design insights. Moreover,
these Monte Carlo analysis tools are not scalable with CMOS
technology because Monte Carlo analysis has to be conducted
for each new technology node to calculate the critical charge
variability. However, the analytical models can be adopted to
predict the critical charge variability for future technology nodes
without performing any simulations.

In [29], an analytical model is presented to estimate the
critical charge for super-threshold SRAM cells. Despite the
accuracy of this model in estimating the critical charge, this
model depends mainly on SPICE simulations and can be used
only for D2D variations as discussed in Section II-A. These
D2D variations are estimated by applying traditional techniques
(such as corner-based and worst-case analysis) that have been
already performed in [29]. These techniques, though, tend to
be inefficient, and completely pessimistic in the presence of
relatively large variations. Therefore, statistical design-oriented
techniques are required, especially for the WID variations [30].
According to the literature, an analytical model of the critical
charge and its variability for sub-threshold SRAM cells has not
been attempted before.

In this paper, a reference analytical model of sub-threshold
SRAM critical charge, accounting for both D2D and WID vari-
ations, is proposed. This model is further approximated to pro-
vide more design insights on the impact of process variations
on the critical charge. The derived model is simple and scal-
able in terms of technology scaling. Moreover, the model is ex-
plicitly dependent on design parameters such as node capaci-
tance, transistors sizing, transistor parameters, temperature, and
supply voltage. The results are compared to SPICE transient
simulations, Monte Carlo simulations, and an industrial hard-
ware-calibrated 65-nm CMOS technology transistor model is
adopted in these comparisons. These results are particularly rel-
evant in the design of nanometer technology when WID varia-
tions dominate the process variations [22].

The rest of this paper is organized as follows. In Section II, the
reference model assumptions and derivations are proposed for
both the nominal critical charge value and its variability. This
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Fig. 1. Conventional super-threshold 6T SRAM cell.
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Fig. 2. Sub-threshold 10T SRAM cell which consists of a conventional 6T
SRAM cell and an extra read buffer to improve the noise margins [2]. In this
10T sub-threshold SRAM cell, the particle strike is modeled by a current pulse
source (finjected (t)). Va is assumed to be at logic “1” and Vs is assumed to be
at logic “0”.

reference model is further approximated in Section III to pro-
vide some design insights to circuit designers. The two proposed
models are compared with SPICE transient and Monte Carlo
simulations in Section IV. In Section V, the design insights, ex-
tracted from the proposed models, are discussed. Finally, some
conclusions are drawn in Section VI.

II. REFERENCE MODEL ASSUMPTIONS AND DERIVATIONS

Fig. 1 depicts the conventional six transistor (6T) SRAM cell.
It consists of two cross-coupled inverters that store two comple-
mentary logic values “1” and “0” at their output nodes, V4 and
Vp. This 6T SRAM cell shown in Fig. 1 cannot be used in the
sub-threshold operation due to poor noise margins and is lim-
ited to the super-threshold operation [2], [4]. Therefore, several
SRAM cells are reported in the literature to overcome the poor
noise margins problem by adding extra transistors. For example,
the 10T SRAM cell shown in Fig. 2 has four extra transistors
implementing a read buffer that isolates the reading and writing
ports [2]. Thus, the WL, BL, and BLB lines are used for the
writing operation whereas the RWL and RBL are used for the
reading operation. Most of the sub-threshold SRAM cells re-
ported in the literature utilize the same two port cell topology
[4], [50]-[52]. The core of these sub-threshold SRAM imple-
mentations is the two cross-coupled inverters. These two cross-
coupled inverters used in the sub-threshold SRAM cells might
be designed asymmetrically to improve the noise margins.

The conventional SRAM cell shown in Fig. 1 has its highest
susceptibility to particle strikes in the standby mode because
the storage nodes are disconnected from the highly capacitive
bitlines [29]. However, the sub-threshold SRAM cell shown in
Fig. 2 has its highest susceptibility to particle strikes when in
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the reading mode or the standby mode. This is because in both
reading and standby modes, the storage nodes are disconnected
from the highly capacitive bitlines. The buffer node V¢ is driven
by Vp and is connected to the highly capacitive RBL during the
reading operation. Thus, V¢ is less susceptible to particle strikes
than V4 and V3.

Accordingly, only the storage nodes V4 and Vg are consid-
ered in the following analysis. Thus, the access transistors, M
and M2, and the read buffer extra transistors, Mpy,1, Mpn2,
Myy,3, and My, are excluded from the analysis. Assume that
V4 stores logic “1” and accordingly Vg stores logic “0”. Thus,
transistors, M,,; and M,,», are conducting more sub-threshold
currents than transistors, M, and M,,», to maintain V4 and Vp
voltages, respectively.

In the super-threshold 6T SRAM cell design, the pMOS
pull-up transistors are designed to be weaker than the nMOS
pull-down transistors for proper operation. Consequently, the
data node storing logic “1” (V4 in Fig. 1) is the most suscep-
tible to particle strikes [31]. Therefore, super-threshold SRAM
critical charge modeling considers only the 1-to-0 flipping
case and ignores the 0-to-1 flipping case [29]. However, this
assumption cannot be applied in the sub-threshold SRAM
cell, because the nMOS transistor might become the weaker
transistor, depending on the sizing and the technology param-
eters. In the sub-threshold region, the sub-threshold current is

modeled as [32], [33]
Vas — Vi —Vbs
nVr ) [1_exp< Vr ﬂ M

T
q
2
where Vs and Vpg are the transistor gate-to-source and
drain-to-source voltages, respectively, V; is the transistor
threshold voltage, 1, is the zero bias mobility, C,,. is the gate
oxide capacitance, n is the sub-threshold swing coefficient, T,..
is the gate oxide thickness, Wy, is the maximum depletion
layer width, Vi is the thermal voltage, K is the Boltzman
constant, 1" is the temperature in degrees Kelvin, ¢ is the
electron charge, and W and L are the transistor channel width
and length, respectively.
Therefore, the ratio between transistors M,,» and M, cur-
rents is given by (calculated when V4 = Vg = Vpp/2)

isuh = /1:0 €xXp <

where
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In typical CMOS technologies, the pMOS transistor threshold
voltage, |V;,|, and mobility, (1, are lower than V4, and p,,, the
nMOS transistor threshold voltage and mobility, respectively
[34]. Thus, if the ratio, jt,,(W/L),2/ 1, (W/L)p1, is much less
than exp((Vin2 — |Vip1])/nVr), the nMOS transistor, M2, will
be weaker than the pMOS transistor, M), and the data node
storing logic “0” (Vg in Fig. 2) is the most susceptible to par-
ticle strikes. Therefore, in sub-threshold SRAM critical charge
modeling, the most susceptible node to particle strikes must be
determined in advance. Sometimes, the critical charge values

for the 1-to-0 flip and O-to-1 flip cases are comparable, and both
should be modeled and investigated.

A. Critical Charge Model

In the following analysis, the first case when the
ratio, fin(W/L)n2/ptp(W/L)p1, is much larger than
exp((Vinz — |Vip1|)/nVr) is investigated. Here, V4 is more
susceptible to particle strike than V. The other case, when Vg
is more susceptible to particle strike, is addressed later in this
section. The particle strike is modeled by a double exponential
current pulse (connected at node V4 in Fig. 2) and given by [35]

Q

Tf — Tr

iinjected (t) = X [exp(—t/Tf) — exp(—t/n)] (4)
where () is the total charge deposited by this current pulse at
the struck node, and 7 and 7,. are the falling time and the rising
time constants, respectively [35]. Although several current pulse
waveforms are reported in [11], the current pulse waveform in
(4) has the advantage of being accurate and simple for the pro-
posed analytical model. Typically, for a particle induced current
pulse, 7¢ is much larger than 7, [11], [29]. Based on this fact
and for model simplicity, (4) is approximated as a single expo-
nential current pulse as given in the following equation:

| Q

Zinjected(t) ~ ? X exp(_t/T) (5)
where 7 is equal to 77 in (4). It should be emphasized that the
current pulse parameter, 7, models the device’s response to the
particle strike. As aresult, 7 is very sensitive to the physical con-
ditions of the particle strike event such as the particle energy, the
particle strike angle, the particle track length through the Silicon
substrate, and the location of the particle track with respect to the
reverse biased p-n junctions [35]. For example, the current pulse
expressed in (5) can have a varying pulse width, 7, from a few pi-
coseconds to hundreds of picoseconds. The narrow current pulse
represents the worst-case situation, because the critical charge,
Qcritical, 18 minimal. This narrow current pulse corresponds to
an event in which the track of an ionized particle intersects the
drain of the nMOS transistor in the OFF-state (such as M,,; in
the analyzed case) and therefore, passes in the proximity of the
reverse biased p-n junction. This means that the charge collec-
tion mechanism is dominated by the drift current, due to local
electric fields in the reverse biased p-n junction, in a very short
time. However, the charge collection mechanism is dominated
by the diffusion current in the events in which the particle track
does not intersect the drain [11]. Theoretical studies showed
that, typically, 80%—90% of the neutron induced SER is repre-
sented by the events in which the current pulse is relatively wide
[11], [46]. Such a discussion demonstrates that both narrow and
wide current pulses must be considered in the Q) critical calcula-
tions. Therefore, the simulation results presented in Section IV
considers the value of Q)qyitical and its variability for different
values of 7.

The nodal current equation at node V4 is written as

dV, . . )
Ad—tA = [Zplsub - ansub] - Zinjected(t)

(6)

where C4 is node V4 capacitance; 4,1_,, is the sub-threshold
restoring current of the pMOS transistor, M),;, which tries to
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pull-up V4 to the supply voltage (Vpp); %n1.,, is the nMOS
transistor, M,,1, sub-threshold current; and %iyjectea (¢) is the in-
jected current pulse given in (5).

From (6), the values of () and 7 that equalize [ip1.,, —ini... ]
and Zipjectea (t) currents are obtained. Hence, V4 voltage attains
a certain minimum value V,,;,. The time at which V,;,, occurs
is denoted by ?,,i,, and given by

fin = 71 (#) . %
T [Il/plsub - ansub]

By solving the differential equation in (6) and using (7), The
value of Vi, is given by

1 . .
Vinin = Vop = 5= (Q = iyt — tnto ] [tmin +7]) . (®)
A
The subthreshold currents, ip;_,, and i,1_,, , are given by (as-
suming Vg ~ 0)
. . Vbp — |Vip1|
Iplsub = lplo€XP T

NEUEIAN
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Since V4 changes from Vpp to Vi, over the time interval
[0, timin], the currents iy, and i,1_, vary during the same
time interval. In order to simplify the solution of the differential
equation in (6), the currents, 4,_, and 4,1_,, , are averaged over
this time interval and are considered constants. Furthermore,
Vpbp and Vi, are assumed to be greater than 3V (=75 mV at
room temperature). Therefore, the term [1 — exp(—V4/Vr)] =
1 and the term, [1 — exp(—(Vpp — Va)/Vr)], is averaged over

the time interval [0, ¢,,;,,]. This average value is denoted by (3;
and given by

sub

1 e (Vop — Vi)
3 = 1_ —(Vop — V4 JV
& Vbp — Viin / [ P ( Vr 4
Vinin
Vr
~l - — 11
VDD - ‘/min ( )

The model in [29] calculates (), the total charge deposited at
the struck node to cause a bit flip, by iteratively increasing ) by
a small amount (~0.001 fC) in SPICE until the node voltages
flip. Accordingly, the model in [29] depends mainly on SPICE
transient simulations since it has no analytical formula for () and
determines () iteratively using SPICE transient simulations. In
addition, for D2D variations modeling using corner-based anal-
ysis, the value of () can be obtained using SPICE transient sim-
ulations at the specified corner. This D2D variations modeling

has been already performed in [29]. However, if the model in
[29] is adopted for WID variations modeling, the value of @
has to be determined for each statistical run (since each statis-
tical run has its own parameters variations). This seems to be in-
efficient and time consuming since a large number of statistical
runs is usually required (10000 runs). Therefore, the missing
analytical formula for () makes [29] unsuitable to model WID
variations analytically. The proposed model provides an analyt-
ical formula for Q in the preceding derivations and can be used
to model the D2D and WID variations analytically without per-
forming any SPICE simulations.

In this proposed model, it is assumed that once V4 voltage
hits its minimum value Vi, the restoring current of the pMOS
transistor, M, causes V4 voltage to either recover to logic “1”
and no flipping occurs, or flip to logic “0” and flipping occurs.
This assumption is justified by noting that after the time £, the
injected current, 4ipjected(t), continues to decay exponentially.
Consequently, the goal is to find the condition on the restoring
current, 7,14ub, that causes V4 to flip. This restoring current is
controlled by its gate voltage, V. Accordingly, if Vp is rising,
the source-to-gate voltage of M) decreases, and correspond-
ingly, the restoring current decreases resulting in a soft error.
Likewise, if Vg is falling, the restoring current increases, and
correspondingly, V4 voltage recovers and no flipping occurs.

Due to the fact that the inverter switching voltage (Vi) is
defined as the threshold between logic “1” and logic “0” (i.e.,
when the inverter input slightly exceeds Vi, the inverter output
is assumed to be at logic “0” and vice versa). If Vi,,;,, is slightly
below the switching voltage of the second inverter, V2, Vp
rises to logic “1”, decreasing the restoring current, and resulting
in a soft error. V}; is obtained by equating the inverter pMOS
and nMOS subthreshold currents, assuming that the input and
output voltages equal V. Thus, Vi is given by (assuming Vi,
and (VDD — V]\,[) Z 3VT)

1 /po

no

Now, for the flipping case (i.e., Vimin < Var2), VB voltage is
assumed to stay around O V for the time interval over which V4
is approaching Viiy (i.e., tmin), and then starts to rise. Further-
more, V4 is assumed to remain constant at V,;,, until Vg rises
and exceeds the switching threshold of the first inverter, V1.
These assumptions are summarized in the following equation
[29]:

- [ Va(t) : Vbp = Vinin
for 0 <t < tmin { Vi(t) ~ OV

and

Va (t) =~ Vmin

Va(t): 0V — Vi (13)

fortm <t < tf{

where ¢y is the flipping time at which Vg hits V. This as-
sumption is validated by noticing that once Vg hits Vj;q, the
positive feedback of the cell becomes strong enough to con-
tinue flipping the cell state. Equation (13) allows decoupling the
cross-coupled inverters of the SRAM cell, as proposed in [29].
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From (8) and for a given 7, the value of () that just cause V4
to flip is obtained by equating V,,,;, with V2. As aresult, @ is
determined by

Q = Ca(Vop — Var2) + lipi.yy, — tnioy] [Emin + 7). (14)

By substituting (14) in (7), tmin 1s calculated by solving the
following equation:

tmin = ’T'ln(’}/ + tmin/’r) (15)

where
Ca(Vbp — Viuz)

T [iplsub - inlsub] .

(16)

Equation (15) is a nonlinear equation that is solved numerically
by using the Lambert W function (also called the Omega func-
tion), () [36]. A more detailed definition of () is given in
the Appendix. t,;, is expressed as

tmin = 7 [=7 — Q-1 (—exp(—7))]- a7

Now, the objective is to find the flipping time ¢¢. ¢ is the sum of
tmin, and the time delay that Vg takes to rise from 0 V to Vj g
(this time is denoted by ¢,;,). This delay is driven by transistors
M5 and M,,», where their gate voltage V4 is constant at Vo
[see (13)]. The nodal current equation at node V3 is given by

dVp

B~ = 1p2eusy — n2eun (18)

where Cp is the capacitance of node V. The currents, iy
and 7,2 are given by

Vob — Vara — |Vip2|
TLVT

a2

. . Vare — Vino -VB
tn2sub = tn20€TP <T> [1 — €Xp <V—T>:| (19)

sub

sub ?

1p2sub = 1p20€XP <

where W
ip20 = f1pCox (f) (VT)QeXp(l.S)
p2

In2e = Nncoz <%> (VT)ZEXP(18> (20)
n2

Similarly, since Vg changes from 0 V to V), over the time
interval [tmin, t], the currents, 4,0, and i,o_,, vary during
the same time interval. In order to simplify the solution of the
differential equation in (18), the currents, 4ps_,, and i,3_, , are
averaged over this time interval and are considered constants.
Furthermore, Vpp and Vj; are assumed to be greater than 3V,
Consequently, the term [1 — exp((Vop — Vg)/Vr)] = 1 and
the term, [1 —exp(—Vp/Vr)], is averaged over the time interval
[tmin, t . This average value is denoted by (5 such that

Vi

1 —-Va
I6p =V / [1 exp< 7 >] dVp

21

TABLE 1
ANALYTICAL FORMULAS FOR THE CRITICAL CHARGE MODEL

Qcritical = Q (l‘exp(‘tf /7))

Q=Ca (Vbp — Vm2) + [ip1.yy — inlewy) [tmin + 7]

tf = tmin + tup

C Vi -V,
,y:l_i_Tﬁ(DD_v M2)
Plsub ansub]

tmin =T [_'7 - Qfl(_ eXp(_’Y))]’

tup = = Cp Vi
hpzsub_z"lzsub
_ 1 ip1,20
Vs o = 5 VDD = Vipy 2|+ Ving 2 + 71V In( Ty 20)]

ipy,20 = Hp Cox (%)PLZ (VT)2 exp(1.8),

inq20 = Pn Cox (%)nl.Q (VT)2 exp(1.8)

VDD_lvtpl|)

ip1sub = B1 ip1o exp( nVr

: . -V
Inlsub = tnlo exp( n\ﬁ;l)

. . VDD —Vam2—|Vip2|
ip2sub = ip20 exp( nVr £=)

. . Vare—Vs
in2sub = B2 in20 exp(%)

By solving the differential equation in (18), the delay %, is ex-
pressed as
CpVn

toyp = ———————. 22
w ['LPQSUb - ansub] (22

Thus, the critical charge Qcritical, i Obtained as follows [29],
[37]-[40]

ty

chitical = /iinjected(t)dt
0

=Q (1 —exp(—ts/7)). (23)

The analytical formulas of the proposed critical charge reference
(exact) model are summarized in Table I. It is important to notice
that the parameter 7 listed in Table I is independent of the circuit
parameters and depends mainly on the physical conditions of the
particle strike event.

B. Statistical Critical Charge Variation Model

Process variations affect device parameters, resulting in fluc-
tuations in the critical charge. The primary sources of process
variations that affect the device parameters are as follows.

1) Random Dopant Fluctuations (RDF). The number of
dopants in the MOSFET depletion region decreases as
technology scales. Due to the discreteness of the dopant
atoms, there is a statistical random fluctuation of the
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number of dopants within a given volume around their
average value [30], [32]. This fluctuation in the number
of dopants in the transistor channel results in device
threshold voltage variations. It has been demonstrated that
the threshold voltage variation, due to RDF, is normally
distributed, and its standard deviation inversely propor-
tional to the square root of the transistor active area [30],
[32], [41].

2) Channel Length Variations. For sub-90-nm nodes, optical
lithography utilizes light sources with wavelengths much
larger than the minimum feature sizes for the technology
[23]. Therefore, controlling the critical dimension (CD) at
these technology nodes is so difficult. The variation in CD
(i.e., the channel length of the transistor) impacts, directly,
the transistor threshold voltage, V;. In short channel de-
vices, V; has an exponential dependence on the channel
length L due to charge sharing and drain-induced barrier
lowering (DIBL) effects [30], [32], [34]. As a result, a
slight variation in L introduces a large variation in V; due
to the exponential dependence.

Although the RDF and channel length variations are considered
the dominant sources of device variations [22], there are many
other sources such as line edge roughness (LER), oxide charge
variations, and mobility fluctuations, gate oxide thickness vari-
ations, channel width variation, and aging effects that affect the
device threshold voltage variations [32].

From a circuit modeling perspective, the total variation in V;,
due to RDF, channel length variation, as well as other sources
of variation, is modeled as [30]

ov, = \/J%Q,RDF + U%Q,L + U‘Z,t_’()ther- (24
Throughout this paper, the interest is in the total variation in
threshold voltage (ov+), as modeled in (24).

From Table I, it is evident that the critical charge Qcritical
is dependent on the threshold voltages of transistors M,
M2, M,:, and M,,5, represented by Vi1, Vipo, Vin1, and
Vin2, respectively. A small change in these threshold volt-
ages results in an incremental change in the critical charge,
Qeritical (A(Qeritical))s Which is calculated by using Taylor
expansion around the nominal value as follows:

O0Q critical 0Q critical
Vi1 OVip2
O0Q) critical 0Q) critical
aVvtnl a‘/th

where AVt,1, AVit,s, AVi,;, and AV, are the variations of
the threshold voltages. The partial derivative terms in (25) are
computed numerically at the mean threshold voltages. There-
fore, the standard deviation of the critical charge variations is
found as follows:

2 2
o _ anritical 0_2 + anritical 0_2
Qeritical 0‘/tp1 Vipt aVYth Vip2

0.5
anritical 2 2 8chitical 2 2
—retieal ) 52 —foitieal ) 52, 26
+< a‘/tnl OVin + a‘/tn2 OVins ( )

A(\?critical = AVvtpl + A‘/tp2

where ovip1, Ovip2, Ovini, and oy, are the standard de-
viations of the threshold voltages, Vip1, Vip2, Vini, and Vipa,
respectively.

This reference model is valid for the following assumptions.

1) The dominant source of variations is the transistor
threshold voltage, V;, random variations. The channel
length variations are assumed to affect only V; through
the short channel effects. Although the variations in the
channel length also introduce fluctuations in the input gate
capacitance, their contribution is much smaller than the
variations in the threshold voltage [30], [42].

2) The channel length systematic variations are ignored
in the proposed models and only the channel length
random variations are considered since in the system-
atic variations, the channel lengths of all the SRAM
cell transistors are shifted by the same amount and
these variations can be modeled using corner based
methods. However, the main focus of the proposed
statistical models is on random WID variations which
are much more difficult to be modeled. Therefore,
the proposed statistical models consider only random
variations of the channel length which are captured in
the threshold voltage through the DIBL effects.

3) The impact of process variations on the critical charge vari-
ations is computed by using a linear approximation. This
assumption is valid, since WID variations are usually small
and can be linearized around the nominal value [42]-[46].
Under this linear approximation, the critical charge mean
value is equal to its deterministic value, when no variations
are introduced. Therefore, process variations affect only
the variance of the critical charge (i.e., the critical charge
spread around its nominal value). According to [42]-[46],
this linear approximation is valid as long as the WID vari-
ation sigma is smaller than the nominal value. If the WID
variations sigma is comparable to the nominal value, the
proposed models are not accurate. In the proposed models,
it is found that as long as sigma/nominal <0.5, the per-
centage error between Q) .itical Obtained from the transient
(with no variations) and from Monte Carlo (when varia-
tions are included) is less than 5%. This is verified by sim-
ulations in Section IV and this percentage error is less than
2%.

4) According to [47], the correlation between the different
transistors threshold voltages can be neglected for WID
variations. This is due to the fact that the RDF is random,
and therefore, V; of the four transistors in consideration are
identified as four independent and uncorrelated Gaussian
random variables [48]. This assumption simplifies the
derivation of (26).

It should be emphasized that the previous analysis is valid
for the 1-to-0 flip, when V4 is more susceptible to soft er-
rors than Vp. This occurs when g, (W/L),2/p,(W/L)p
is much larger than exp((Vinz — [Vip1|)/nVr). How-
ever, when i, (W/L),2/p,(W/L),1 is much less than
exp((Vinz — |Vip1|)/nVr), Vg is more susceptible to soft
errors than V4. Therefore, the 0-to-1 flip case should be con-
sidered. Accordingly, the previous analysis can be repeated by
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replacing (6), (18) by the following differential equations at
nodes A and B:

av; . . .
B—dtB = [ip2.0y = in2.,] + Ginjected (t) 27
dVy ) ‘
A—dt = [Zpls“b - ansub] . (28)

Consequently, all the previously derived equations are used
again for the O-to-1 flip case by replacing C'4 and Cp by Cp
and Cy, respectively; the parameters of the transistors Mp1,
M5, M1, and M,,5 by the parameters of the transistors M,
M1, M5, and M,,1, respectively; and @ by —Q.

III. APPROXIMATE MODEL ASSUMPTIONS AND DERIVATIONS

The model introduced in Section II for the critical charge vari-
ations, is calculated numerically. Therefore, it does not present
any obvious design insights for WID variations due to its com-
plexity. However, the model can be used for the D2D variations
by adopting corner-based (or worst-case) analysis methods. In
this section, this complex model is approximated to account for
the critical charge variations from a design perspective. The fol-
lowing assumptions are made to derive this approximate model.

1) In sub-threshold SRAM cell, the flipping time, ¢y, is
larger than 7 due to the lower supply voltages and smaller
sub-threshold currents values (typically, t;/7 > 3).
Therefore, the critical charge expression in (23) is approx-
imated by Qcritical =~ @ for the critical charge variability
calculations.

2) The variation of the inverter threshold voltage Viss, ex-
pressed in (12), which is dependent on V0 and Vi is
calculated to be less than 1%, relative to its mean value.
As a result, the variations in Vo are ignored, and Vyo is
assumed constant from the variations perspective. There-
fore, 0Q_,;;c. 15 dependent on only the variations in Vi,
and V;,,1 through 4,151 and ¢, 1sup, respectively.

3) The current 4,15, expressed in Table I, is neglected with
respect to ipigub, if Vin1 > 3nVp. This condition is al-
ways satisfied, since 3nVy &~ 125 mV atroom temperature
for current CMOS technologies and the threshold voltages
take on higher values than 125 mV. Thus, the V;,; contri-
bution to oq_,;;... dominates all other threshold voltages
variations.

By adopting these assumptions, (¢ itical 1S approximated by the
following equation:

Q1 (—exp(—=))|-

Similarly, 0_,;.;... 1S approximated by the following equation:

(29)

chit ical ~2 Tlpleup

o — 8C?critical o ~ 8Q o
Qcritical avtpl Vip1 a‘/tpl Vip1
i tmin
~T Ploub [1 + (’y - 1)(1 + 9) + :| OVip 30)
nVr T
where

901 (—exp(—7))
I
_ Qi (—exp(=))
149 (—exp(—)). @D
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Fig. 3. V4 and Vi voltages in the non-flipping case when V4 voltage falls
down till it hits Vi, then it recovers back to Vpp. In this case, Vi voltage
does not hit V5,1, and therefore, V4 recovers. In this simulation, Vpp = 0.3V
and 7 = 500 ps. In this case, the value of V;1 = V2 & 147.8 mV.

Equation (30) is simplified further by using the formulas tabu-
lated in Table I, and o¢_,,,,.., 1s approximated further by

- Tlpleunb O Vipt
0 Qeritical ~ Vi

o | e (=exp(=)) (v + Qa1 (—exp(=7))) ‘ 62
1+ Q-1 (—exp(—7))
Thus, the relative critical charge variation,

(JQcmical//j’chiticm)’ is given by the fOHOWiIlg equa-
tion:

~
O Qcritical /Mchitical ~

<%1> 7+ Q-1 (= exp(=7)) ‘ .

nVp ) 14+ Q_1 (—exp(—7))
(33)

IV. RESULTS AND DISCUSSIONS

A. Consistency Check of the Proposed Models

First, the assumptions in (13) are justified. Fig. 3 shows V4
and Vp voltages in the non-flipping case. It is clear that since
Vg voltage cannot hit V1, the SRAM cell recovers. However,
in Fig. 4, Vg hits Vj;1, and hence, the SRAM cell exhibits a
soft error. Moreover, Fig. 4 depicts that the V5 voltage is ap-
proximately O V, as long as the V4 voltage is falling. Once the
V4 voltage reaches Vi,.in, the V4 voltage stays constant at Vi,in,
whereas the Vg voltage starts to rise to V1. These results en-
sure that the assumptions made in (13) are realistic. It should be
mentioned that the minimum voltage, Vi,i,, shown in Fig. 4 at
which V4 stays constant before flipping to 0 V (=146.9 mV),
is slightly less than V,,,;,, shown in Fig. 3 (~148.4 mV) for the
non-flipping case. This demonstrates that the flipping occurs,
when Vi, is less than Vo (Vare = 147.8 mV). In all the sim-
ulations, an industrial hardware-calibrated 65-nm CMOS tech-
nology transistor model, whose technological parameters are
listed in Table II, is employed. The SRAM cell is sized as re-
ported in [45].

A consistency check is performed to the proposed models of
the critical charge nominal value and the critical charge varia-
tions. The analytical models are compared to the simulation re-
sults from SPICE transient and Monte Carlo simulations. These
simulations are performed to validate the nominal critical charge
and the critical charge variability models for both the proposed
reference and the approximate models.
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Fig.4. V4 and Vi voltages in the flipping case when V5 voltage hits V1, and
hence, the SRAM cell exhibits a soft error. The minimum voltage Viin shown
in this case at which V4 stays constant before flipping to 0 V (x146.9 mV) is
slightly less than V,,,;,, shown in the non-flipping case in Fig. 3 (=<148.4 mV).
In this simulation, Vpp = 0.3 V and 7 = 500 ps. In this case, the value of
Vil = Vo & 147.8 mV.

TABLE II
65-nm TECHNOLOGY INFORMATION AND SRAM CELL SIZING [45]
NMOS PMOS
W/L (um/pm) | 0.195/0.065 0.11/0.065
V¢ (mV) 348 294
oy, (mV) 26.7 35.5
n 1.6 1.6

In the following, the validation results for these models are
presented. A high number of Monte Carlo runs (10000 runs)
are used to provide a good accuracy in determining the critical
charge mean and standard deviation. For each Monte Carlo run,
the value of the current pulse charge, Q, which causes the cell
to flip, is determined. Then, the simulations are repeated for dif-
ferent Vpp (from 0.15 V to 0.3 V) to find the effect of reducing
Vbp on the critical charge mean and variations. The SRAM
cell sizing shown in Table II is used in the simulation setups.
Hardware-calibrated statistical models are used to account for
V} variations. Typically, the random variations are inversely pro-
portional to the square root of the gate area (W L), as explained
in Section II-B [32], [41]. Therefore, the pMOS transistors have
higher V; variations than the nMOS transistors, since the pMOS
transistors exhibit a lower driving strength (smaller size) than
the nMOS transistors in the SRAM cell.

Fig. 5 displays the nominal critical charge which is obtained
by using the transient simulations, @ critical, and Monte Carlo
simulations, f,,;,;..,- Clear agreement between Qqriticar and
HQerinica Justifies the linearity approximation assumption in
Section II-B (i.e., process variations affect only on the critical
charge variance (spread) and have no effect on its mean). The
percentage error between ()cyitica; Obtained from the transient
(with no variations) and from Monte Carlo (when variations
are included) is less than 2%.

Fig. 6 demonstrates the nominal critical charge value calcu-
lated from the proposed reference and approximate model ver-
sions, and compared to the transient simulation results for dif-
ferent supply voltage values. It should be noted that the approx-

—Transient
11+ Monte Carlo 4

09} 1

Qgitica (FC)
o
~

01 0.15 0.2 0.25 03 35
VDD )

Fig. 5. Qcriticar Versus Vpp for 7 = 500 ps from the transient simulations
(when no variations are introduced) and from Monte Carlo simulations.
Clear agreement between ) itica1 (Obtained from transient simulations) and
HQ itica (obtained from Monte Carlo simulations) justifies the linearity
approximation assumption.
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Fig. 6. Qecritica versus Vpp for 7 = 500 ps from SPICE transient simulations.
Also shown the results from the proposed reference and approximate models.
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Fig. 7. Qecviticar versus Vpp for different values of 7 (250, 500, and 750 ps)
from the transient simulations and from the proposed reference model.

imate model is proposed mainly for the WID variations esti-
mation, although the model still shows an acceptable match for
the nominal critical charge value. These results are obtained by
using 7 = 500 ps to ensure that the primary assumption in (5)
is satisfied (7, = 20 ps and 75 = 500 ps). It is evident from
Figs. 5 and 6 that reducing the supply voltage decreases the crit-
ical charge, which is expected.

Fig. 7 depicts the values of Q¢yitical, computed from the pro-
posed models and from SPICE transient simulations for dif-
ferent current pulse widths (by varying 7 from 250 to 750 ps).
The approximate model results are not revealed in this figure
since the approximate model is primarily introduced for the es-
timation of the WID variations. In Fig. 7, It is observed that
as the current pulse width increases (i.e., the diffusion current
dominates), the critical charge increases.
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Fig. 8. Critical charge variations, 0¢_ .,;_.,» versus V'pp for 7 = 500 ps from
Monte Carlo simulations and from the proposed reference and approximate
models.
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Fig. 9. Critical charge variations O Qeritica VETSUS Vb for different values of
7 (250, 500, and 750 ps) from Monte Carlo simulation and from the proposed
approximate model.

In Sections II-B and III, the derivation of the critical charge
standard deviation, by employing the reference model and the
approximate model, is described. Fig. 8 shows the simulation re-
sults for o_,,,;.., for different Vpp values. Note that each data
point represents oq_,,,.... calculated from 10 000 Monte Carlo
runs. Also, Fig. 8 exhibits the results from the proposed models.
The results of both models match those of the simulations. Fig. 9
shows the critical charge standard deviation, o¢_;,;..,, obtained
from simulations and from the approximate model for different
values of 7. It is demonstrated that as 7 is reduced, the crit-
ical charge variations are reduced. Also, reducing the supply
voltage, Vpp, reduces o0q_;,;..,- It is important to mention that
only the approximate model is used in all the following results
and discussions.

From (29), Qcritical is a function of 7, 4,1_,, , and . However,
« is also a function of 7, %,1_,,, Ca, and Vpp. Therefore, to
investigate the effect of these parameters on Qcritical, (29) is
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(Qeritical’ (* ip1sup))
©
Qeitical (CalVop V)
2
3

Fig. 10. (a) (Qeritica/(Tip1_, )) versus v for a constant (7ip1_, ) illus-
trating that as 7 increases, Qcritical increases and (b) (Qerisical/(Ca(Vop —
Vr2)) versus v for a constant (C' 4 (Vbp — Vo)) showing that as 7 increases,
Qeritical 18 reduced in this case.

rewritten as follows by using the fact thaty = 14 (C4(Vpp —
Var2)/Tipi.., ), as shown in (34) at the bottom of the page.

Fig. 10(a) plots (Qcritical/(Tip1.,,,)) versus v for a constant
(T4p1.,, )» and illustrates that as +y increases, Qritical inCreases.
Therefore, increasing C'4 and/or Vpp increases -y, and accord-
ingly, increases Qritical. Fig. 10(b) plots (Qcritica/ (C'a(Vbp —
Vare))) versus « for a constant (C'4(Vpp — Vare)) and shows
that as -y increases, Qcritical 18 reduced. Therefore, increasing
7 and/or ip1_,, reduces vy, and accordingly, increases Qcritical-
This result can be justified since increasing 4, the transistor
M, restoring current, increases Qcritical-

Fig. 7 portrays these results for Vpp and 7, and demonstrates
that increasing any of them increases @ cyitica1- Fig. 11 illustrates
the effect of C4 and ip1_,, On Qcritical and compares these re-
sults to SPICE transient simulation results. The sub-threshold
current, %,1,,,,, is varied by changing the width of transistor
M1, Wp,1. The capacitance, C 4, is varied by employing a vari-
able coupling capacitor, C., between nodes V4 and Vp. This
coupling capacitor, C,, is one of the most common soft er-
rors mitigation techniques employed in SRAM cells. Then, The
model capacitances, C'4 and C'g, are obtained by applying the
Miller theorem as follows [29]:

sub?

C'y =Cy +2C,

Cly =Cp + 2C.. (35)

Similarly, the same analysis, applied to Qcyitical, 1S repeated
for 0@, .a and shown in Fig. 12(a) and (b). From these
figures, 0q_;,,... increases when any of the parameters 7, Cy4,
ip1..,» and Vpp increases. From (32), 0g_,;,;... 1S proportional
10 (0V,,,, fplo)s Since ov,,, a (1/3/Wp1) and ipy,,, o Wy,
OQeririca 18 proportional to /W), . Therefore, increasing 4,1,
by increasing W1, reduces ov,,,, but results in increasing
OQcritical *

Fig. 9 validates these results for Vpp and 7, and shows that
an increase in any of them, increases @ cyitical- Fig. 13 shows the

Yesiical |y (= exp(—7))|
critical ~ Ca(Vbp—Vumz2)
Ca(Vbp—Vu2) ™ y—1

x |21 (=exp(=7))l,

sub

for (7ip1.,, ) = constant
(34)
for (Ca(Vbp — Varz)) = constant
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Fig. 11. Effect of adding a coupling capacitor C', for different values of W,
(0.065, 0.13, and 0.26 ptm) on Qcriticar from the proposed model and transient
simulations. It shows that increasing C'. and/or W1, increases QJc.iticai . In this
figure, Vbp = 0.3V, and 7 = 500 ps.
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Fig. 12. (a) (0@ ;01 / (Tip1.,,)) Versus v for a constant (7iy:_ ) illus-
trating that as v increases, o, increases and (b) (7q_ ;... /(Ca(Vbop —
Va2)) versus + for a constant (C' 4 (Vpp — V2 )) showing that as + increases,
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Fig. 13. Effect of adding a coupling capacitor C. for different values of W,
(0.065, 0.13, and 0.26 p#m) on O Qeritical from the proposed model and Monte
Carlo simulations. It shows that increasing C. and/or W, increases TQ e ritical*
In this figure, Vibp = 0.3 V, and 7 = 500 ps.

effect of C'4 and W), on og_,,;...» comparing these results to
Monte Carlo simulation results.

By using (33), the relative critical charge variation
(0Qusiticat /M Qusiticas) 18 plotted versus ~ for a constant
(ov,,,/nVr), in Fig. 14. According to this figure, increasing
Cy4 and/or Vpp results in reducing (00_.cu/HQuiticar)s
whereas, (0Q_..ica/MHQumie.) 18 reduced by reducing 7. The
effect of Wp1 on (00, e/ HQemiiiea) 18 different from its
effect on either Qcritical OF 0Q.,,;..,- Although increasing
Wp1 increases Qeritical and oq_,,;..,» it results in reducing
(O-chitical//l’chitical) due to the dependence of 0V,,, Ol Wp1
[see (33)]. Figs. 15 and 16 compare these results to Monte
Carlo simulations.
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Fig. 16. Effect of adding a coupling capacitor, C'., for different values of 1/,
(0.065,0.13,and 0.26 ppm) on (7 q_ ;a1 / #Q@erizicar ) from the proposed model
and Monte Carlo simulations. It shows that increasing C'. and/or W, results in
reducing (0q_ ;.1 / # Qeriticay )- In this figure, Vpp = 0.3 V, and 7 = 500 ps.

B. Effect of the Temperature on the Critical Charge Relative
Variations

Furthermore, the effect of the temperature 7T on
(0Qusisions / HhQurinicer ) 18 Obtained by using (33), and is shown in
Fig. 17(a) and (b) for Vpp equals 0.3 and 0.25 V, respectively.
These results are compared to Monte Carlo simulations.
Fig. 17(a) shows that (0Q...;..; / Qe ) €Xhibits a minimum
value at T' =~ 15°C, when Vpp = 0.3 V. In addition,
(0Qusisionr / 1 Qurinicos ) €Xhibits a minimum value at T ~ 7°C,
when Vpp = 0.25 V. In the other cases, when Vpp equals
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Fig. 17. (@) (0@ 110 //Lchi“cal) versus 7" when Vpp =03 Vand 7 =
500 ps, showing that <C()-chitical P Qeriticar ) €Xhibits a minimum value at 7' =
15°Cand (b) (0¢_;1icm / HQurigicar ) Versus T when Vpp = 0.25 Vand 7 =
500 ps showing that (0 _ ;.. /ta ) exhibits a minimum value at T' =
7°C.

critical

0.2 and 0.15 V, (0Q.isicn/ HQurivicar ) €Xhibits its minimum at
T < —30°C and are not shown in these figures. In general, as
Vb is reduced, the temperature, at which (0Q.,.;..; /HQuriticar)
is minimum, is reduced. This result is essential when the
SRAM cells are used in applications with strict SER constraints
such as space and satellite applications. Temperature control
techniques are employed to keep the temperature at the values
that keep (00.,.ien1 / HQurinicar ) @t its minimum value.

C. Effect of the Sub-Threshold Swing Coefficient on the
Critical Charge Relative Variations

The effect of the sub-threshold swing coefficient n on
(0Qurition / HQurivicar) 18 plotted in Fig. 18 illustrating that in-
creasing n results in reducing (oq_.;;..i /1Qumiicn ). Therefore,
increasing n can be used as a device optimization technique to
mitigate the critical charge variability in subthreshold SRAM
cells. This sub-threshold device optimization is pivotal for
applications with strict SER constraints.

D. Proposed Models Accuracy

In Fig. 19, Qcritical, from the proposed reference model,
is plotted versus the transient simulation results for different
values of 7, Vpp, Wp1, C4, and T'. The maximum error is 4.6%,
and the average error is 2.1%. Fig. 20 shows oQcritical from
the approximate model plotted versus Monte Carlo simulation
results for different values of 7, Vpp, Wp1, C4, and T. The
maximum error is 12.2%, and the average error is 5.4%. Good
agreement between the proposed models and the simulation
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Fig. 18. Effect of the sub-threshold swing coefficient n on
(0Qeriticar /M @eriticar) for the case when Vpp = 03 V and 7 =
500 ps. As nincreases, (0q_ .1/ Qurivicar ) 1S reduced.
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results justifies all the assumptions used to derive the models,
as explained in Sections II and III.

As shown in the previous discussions, the proposed models
are based on easily measurable parameters, which can be di-
rectly extracted from the measurements or technology informa-
tion (i.e., C'4, Cp, oy,, V4, and n).

V. DESIGN INSIGHTS

In this section, some design insights, extracted from the pro-
posed models in this paper, are reported. Equations (29), (32),
and (33) provide the following design insights.

1) Increasing the supply voltage, Vpp, results in increasing

both Qcsitical and O Qeritical* However, 0 Qcritical /lu'chitical is
reduced by increasing Vpp. Therefore, the SER variations
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are readily minimized by the proper selection of the supply
voltage Vpp.

2) From the formulas in Table I, the critical charge nominal
value for the SRAM cell is estimated, accurately, without
time consuming transient simulations. Since Qcritical €X-
hibits an exponential relationship with the SER, Qcritical
should be designed high enough by proper circuit design
to limit the SER.

3) Increasing the coupling capacitor, C., results in increasing
Qeritical and O Qcritical * However, JQCritical//”’chitical is re-
duced by increasing C.. Since this coupling capacitor is
one of the most common techniques to increase @ critical
and mitigate soft errors, it should be designed carefully to
achieve an acceptable o, .,;... /HOQuica leVel.

4) The particle strike current pulse width, 7, affects the crit-
ical charge calculations. Wide current pulse models (large
values of 7) result in a larger Q critical, 1a1ger og_;,;...» and
larger 0. icu / H Qs - Therefore, the accurate physical
modeling of the particle strike should be investigated.

5) In sub-threshold SRAM design, 0¢_;,..., is dominated by
transistor M, threshold voltage variations (ov,,, ). The
contribution of (ov,,, ), calculated from the reference pro-
posed model, is more than 96% in all cases. Thus, the as-
sumption used in deriving the approximate model is jus-
tified. This assumption is valid as long as tf is greater
than 37, which is not applicable in super-threshold SRAM
cells.

6) W) is the only sizing parameter that affects the critical
charge in this derivation case (for example, it is W5 if
Vg is at logic “17”). Increasing W), results in increasing
Qeriticar and o¢_,,,.., Whereas increasing W, results in re-
ducing 0,101/ 1Qupiiens - Therefore, for a given Qritical
variation constraint, the SRAM sizing can be designed to
meet this constraint by using the proposed models at the
design phase (before fabrication).

7) From (33), the relative critical charge variation,
OQuriticnt | HQeriticar » €XhibIts @ minimum value at a certain
temperature 7T'. Temperature control techniques (throttling
techniques) can be used to keep the temperature at the
value that results in a minimum oq_,;... /HQ.icar» HM-
iting the SER spread.

8) Increasing the sub-threshold swing coefficient n results in
reducing 0Q_..icni/HQuiiea - Consequently, the transistor
can be optimized for sub-threshold operation to minimize
O Qeritical //LQm-itivnl .

Although this paper has focused on the critical charge and its
variability modeling for the sub-threshold SRAM cell, the pro-
posed models can be extended to model them in sub-threshold
flip-flops circuits. This is possible because all the flip-flops
topologies consist of an embedded cross-coupled inverters as
those in the SRAM cell. Also, The proposed models can be used
for the asymmetric sub-threshold SRAM cells or flip-flops, in
which Vi1 # Ve, as long as the models assumptions are
satisfied (i.e., V]\[l, VMQ, VDD — V]\[l, and VDD — VM2 Z 3VT
for the reference model and t¢/7 > 3 and V;,,1 > 3 nVyp for
the approximate model). As a conclusion, our proposed models
are valid for any sub-threshold SRAM cell or sub-threshold
flip-flop in which the implementation core is the two cross-cou-

pled inverters and these cross-coupled inverters are satisfying
the proposed models stated conditions.

Furthermore, the focus is mainly on WID variations in this
paper, since, from a circuit perspective, WID variations are
much more complex and difficult to be modeled than D2D
variations. The D2D variations can be easily modeled by using
corner-based models, as introduced in [29]. However, WID
variations require accounting for the critical charge variations
in each SRAM cell differently. The proposed reference and
approximate models can account for both the D2D and WID
variations accurately.

VI. CONCLUSION

In sub-threshold SRAM cells design, process variation in
transistor parameters continues to be a growing challenge, espe-
cially WID variations. These variations have a strong impact on
critical charge variability. In this paper, two analytical models
that account for both D2D and WID variations are proposed.
The proposed models account for the D2D variations by using
corner-based or worst-case methods. Moreover, the models
deal with the WID variations by using statistical techniques.
The accuracy of the novel models is validated by transient and
Monte Carlo SPICE simulation results for an industrial hard-
ware-calibrated 65-nm technology over a wide range of supply
voltages, particle strike induced current pulse widths, transistor
parameters, temperature, and coupling capacitors. By using the
newly derived models, the impact of the transistor parameters,
supply voltage, and induced current pulse width on the nominal
critical charge value and on its variability is illustrated.

In addition, the proposed models demonstrate that the use of
the coupling capacitor in the SRAM cell, as a soft error mitiga-
tion technique, is limited by the critical charge variations. The
proposed models demonstrate that the relative critical charge
variability exhibits a minimum at a certain temperature value.
This result can be used by circuit designers to keep the temper-
ature at this value, by using temperature control techniques, to
minimize the relative critical charge variability. Moreover, the
proposed models show that the transistor sub-threshold swing
coefficient can be optimized to minimize the critical charge vari-
ability. These results are particulary relevant for applications
with strict SER constraints.

The two derived statistical models are scalable, bias depen-
dent, and require only the knowledge of easily measurable
parameters. Moreover, the models are very efficient compared
with the Monte Carlo simulations. This makes them very
useful in the early design cycles, sub-threshold SRAM design
optimization, and technology prediction. Furthermore, the pro-
posed models can be extended for the sub-threshold flip-flops
critical charge variability, since all flip-flops topologies consist
of an embedded cross-coupled inverters, similar to those in
the SRAM cell. Also, these models are not limited to the
conventional 6T SRAM cells. They can be extended to the
new sub-threshold SRAM cells designs reported recently in the
literature, since all these new designs have two cross-coupled
inverters as their core. Finally, the proposed models facilitate
the estimation of the critical charge variability due to both D2D
and WID variations at the design phase, and provide vital de-
sign insights that aid circuit designers to keep the sub-threshold
SRAM cells SER at an acceptable level.
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Fig. 21. Two real branches of the Omega function. Solid line: 2_; (z) defined
for {exp(—1) < = < 0} (of interest to us in this paper). Dashed line:Q_; ()
defined for {exp(—1) < x < co}. The two branches meet at point (exp(—1),
1) [36].

APPENDIX

In mathematics, the Lambert W function, named after Johann
Heinrich Lambert, also called the Omega function Q(z), is the
inverse function of f(z) = zexp(z) and z is any complex
number. If z is real and {exp(—1) < x < 0}, two possible
real values of () exist. The branch, satisfying {—1 < Q(x)},
is denoted by §2o(z) and is called the principal branch of (z),
and the other branch, satisfying {Q(z) < —1}, is denoted by
Q_q(x). If z is real and {& > 0}, there is a single real value
for Q(z) which also belongs to the principal branch, Q¢(z).
Both real branches Qg(z) and Q_1(z), for real z, are plotted
in Fig. 21 [36]. The real branch ©2_; (z) is used in the proposed
model.
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