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Abstract—This article studies data aggregation in large-scale
regularly deployed Internet of Things (IoT) networks. The data
granularity, in terms of information content and temporal reso-
lution, is parameterized by the sizes of the generated packets
and the average interpacket generation time. The generated
data packets at the devices are aggregated through static ter-
restrial gateways. Universal frequency reuse is adopted across
all gateways and randomized scheduling is utilized for the IoT
devices associated with each gateway. Such network model finds
applications in environmental sensing, precision agriculture, and
geological seismic sensing to name a few. To this end, we develop
a novel spatiotemporal mathematical model to characterize the
interplay between data granularity, transmission reliability, and
delay. The developed model accounts for several IoT design
parameters, which include packet sizes, average generation
duty cycle, devices and gateways spatial densities, transmis-
sion rate adaptation, power control, and antenna directivity.
For tractable analysis, we propose two accurate approximations,
based on the Poisson point process (PPP), to characterize the
signal-to-interference-plus-noise-ratio (SINR)-based transmission
reliability. For the delay analysis, we propose a phase-type
arrival/departure (PH/PH/1) queueing model that accounts for
packet generation, transmission scheduling, and rate-sensitive
SINR-based packet departure. The developed model is utilized to
obtain the optimal transmission rate for the IoT devices that min-
imizes delay. The numerical results delineate the joint feasibility
range of packet sizes and interarrival times for data aggregation
and reveal significant gains when deploying directional antennas.

Index Terms—Internet of Things (IoT), queueing theory, rate
adaptation, spatiotemporal model, stochastic geometry.
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I. INTRODUCTION

THE Internet of Things (IoT) provides ubiquitous wireless
connectivity to billions of devices, which is an enabler for

numerous applications that could enhance our world [1], [2].
Big data aggregation is a core IoT application, which provides
situational awareness for smart and automated environmental
control. IoT networks are typically constituted of large groups
of devices that are spatially distributed over wide geographical
areas. Such IoT devices are equipped with multiple sensors to
measure, track, and report some physical phenomena. Owing
to their dense spatial deployment, such IoT devices will gener-
ate enormous amounts of data [3]. Hence, the data granularity
has to be carefully adjusted to balance the tradeoff between the
generated wireless traffic intensity and the required accuracy
of the underlying application. In general, more information
content (e.g., higher resolution per measurement and/or more
sensors per device) necessitates more encoding bits. For a fixed
source coding scheme, larger packet sizes imply more informa-
tive data. Furthermore, reducing the period between successive
measurements and/or updates improves the time resolution of
the data. However, the improved data granularity, in terms
of the information content and time resolution, comes at the
expenses of prolonged wireless transmission, increased energy
consumption, and aggravated interference within the network.

To balance the critical tradeoff between data granularity,
transmission reliability, and packet delay, it is required to
account for the interplay between several network parameters
and key performance indicators, such as the traffic intensity,
devices density, interference, transmission success probability,
and delay. Such interplay can be captured by spatiotemporal
models, which are based on stochastic geometry and queueing
theory [3], [4]. In particular, the IoT devices are considered
as a network of spatially interacting queues to characterize
the effect of traffic generation on the induced interference
between active IoT devices. Packets are generated and stored
at each IoT device to be transmitted to their intended receivers.
Such transmissions create interference in the network. On the
other hand, packet departures require scheduled transmission
grants that attain a rate-dependent signal-to-interference-plus-
noise-ratio (SINR) threshold at the intended receiver. Using
spatiotemporal models, the queues stability of the interacting
devices in large-scale networks is studied in [5]–[10]. The
delays imposed by different scheduling and random access
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schemes are quantified and compared in [11] and [12]. The
self-sustainability of energy-harvesting IoT devices is charac-
terized in [13] and [14]. Delay analysis for prioritized traffic
in IoT networks is provided in [15] and [16]. Rate adaptation
to reduce delay is proposed in [17] and [18]. The impact of
massive antenna systems on the performance of IoT networks
is quantified in [19]. Age of information for IoT traffic is char-
acterized in [20]–[22]. The impact of transmission deadlines
on the performance of IoT networks is studied in [23].

Based on the underlying application, IoT networks can
be deployed in different spatial setups to handle different
forms of traffic patterns. For large-scale IoT networks, most
of the spatiotemporal models in the literature are devoted
toward stochastic spatial topologies and randomized event-
triggered traffic patterns [7]–[9], [14], [15], [17]. Few studies
develop spatiotemporal models for time-triggered traffic in
IoT networks with stochastic spatial topologies [20], [23].
However, large-scale regular IoT network topologies with
time-triggered traffic are overlooked. In applications such as
ecological monitoring, environmental sensing [24], smart agri-
culture [25], wildfire detection [26], and mining/geophysical
seismic surveys [27], [28], the IoT devices are usually static
and are regularly spaced from one another. This would give
a better estimation of the measured physical parameter (e.g.,
humidity, temperature, moisture, subsurface geological struc-
ture, etc.) across the field of interest. However, such large-scale
regular IoT networks are not well investigated in the literature,
which can be attributed to its less tractability when compared
to randomized network deployment as stated in [29, Ch. 2].

From traffic perspective, in most of the monitoring applica-
tions mentioned above, the generated traffic is preferred to
be periodic and deterministic [2], [20] which gives advan-
tage regarding fresh information transfer, i.e., minimum age of
information [30], [31]. Another potential application that moti-
vates periodic data aggregation in large-scale IoT networks is
botnet attack detection using deep learning techniques. For
instance, in [32] after each training, all IoT edge devices send
their updates to the model server for aggregation. In sum-
mary, the main contributions of this article compared to the
previously mentioned works are summarized as follows.

1) It introduces a novel spatiotemporal mathematical model
that characterizes the tradeoff between data granular-
ity, transmission reliability, and delay in large-scale IoT
networks.

2) It is the first to model and assess large-scale IoT
networks with grid (i.e., regular) spatial topology and
time-triggered traffic, where the underlying traffic model
accounts for the data granularity.

3) It accounts for the effect of directive antennas in the
developed spatiotemporal model.

This article introduces a spatiotemporal model for large-
scale grid-based IoT networks with periodic traffic. The data
generated at the IoT devices are aggregated via static ter-
restrial gateways. A phase (PH) type arrival process at the
queue of each device is utilized to account for the data gener-
ation in terms of quantity (i.e., bits per packet) and frequency
(i.e., packets generation duty cycle). The packet departures
are modeled using another PH-type process that captures the

scheduling and rate-aware transmission success probability
as a function of the attained SINR at the intended receiver.
For tractability, the SINR distribution of the typical uplink
connection is obtained by approximate Poisson point process
(PPP) analysis. In particular, we propose two accurate PPP
models to characterize the SINR distribution in the consid-
ered grid-based network. The developed model accounts for
the impact of interdevice spacing, packet sizes, generation
duty cycle, antenna directivity, radiation pattern, and trans-
mission rate on the data aggregation reliability and packet
delay. The developed model reveals an optimal transmission
rate that minimizes delay. The numerical results demonstrate
significant gains for directional antennas in terms of transmis-
sion reliability and delay. The results also delineate the joint
range of packet sizes and interarrival times for feasible data
aggregation.

The remainder of the article is organized as follows.
Section II presents the system model. Section III presents the
spatial analysis to characterize the SINR and obtain the seg-
ment transmission success probability, where for tractability,
we propose two PPP-based approximations. The transmission
rate and delay analysis are then presented in Section IV, which
are based on queueing theory. Section V presents the numeri-
cal results and simulations. Finally, Section VI has a summary
and conclusion. It is worth emphasizing that the packet depar-
tures in Section IV are SINR-aware, and hence, are based on
the segment transmission success probability obtained via the
spatial analysis in Section III.

II. SYSTEM MODEL

A. Spatial and Temporal Models

From the spatial perspective, an infinite grid topology is
considered to account for a large-scale IoT deployment. The
IoT devices are distributed on parallel lines with equal interline
separation of �y. On each line, the IoT devices are placed with
equal interdevice spacing of �x. Without loss of generality,
we assume that �y ≥ �x, otherwise, we rotate the network
and switch notations. Static terrestrial gateways are regularly
placed at midpoints between the parallel lines to collect the
data generated from the IoT devices.

Assuming that each gateway has a communication range
of R = a�y for a ∈ N, the gateways are placed according
to a hexagonal grid1 to provide comprehensive coverage (i.e.,
with no gaps) for the IoT devices. Let NG denote the number
of IoT devices served by each gateway, then using simple
trigonometric analysis we have

NG = 2
Y−1∑

i=0

⌊
2R − (2i + 1)�y/

√
3

�x
+ 1

2

⌋
(1)

where �·� is the floor operator and Y is the number of lines
passing through one half of the hexagon. From the hexagon
geometry, Y is given by

Y =
⌊√

3R

2�y
+ 1

2

⌋
. (2)

1The Voronoi tessellation coverage of the gateways turned out to be
hexagonal cells coverage since the IoT devices have regular deployment.
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Fig. 1. Network spatial model for Y = 1 and NG = 6. Only one device
is active in each cell every time slot, with perfectly aligned antennas for the
intended link.

Using (1) and (2), the gateway communication range R can
be adjusted to control the number of IoT devices NG served
by each gateway. An example of an IoT network realization
is shown in Fig. 1.

From the temporal perspective, a time slotted system with
a slot duration of Ts is considered. The time-triggered traffic
is represented via a deterministic arrival process of packets
with size L bits and duty cycle of Tr � Ts seconds. The
data granularity is parameterized by the parameters L and Tr,
which control, respectively, the information content and time
resolution of the generated data. Larger values of L imply
more informative and/or higher precision data. Furthermore,
low duty cycle Tr entails more frequent packet generation,
and hence, better data temporal resolution.

B. Network Model

Uplink transmissions from the IoT devices to the gateways
are subject to propagation losses and multipath fading. The
signal power decays as a function of the propagation distance
r as r−η, where r is measured in meters and η > 2 is the path-
loss exponent. We assume a quasistatic multipath Rayleigh
fading, where the channel gains remain constant during the
time slot duration Ts but randomly change across different time
slots. Furthermore, the channel gains are independent of the
devices’ location and time slot indices. All power fading gains
in the network are modeled as independent and identically
distributed (i.i.d.) unit mean exponential random variables.

Power control and directive antennas are utilized to improve
transmission reliability and reduce delay. The IoT devices
adopt path-loss inversion power control to compensate for
propagation losses. A device at distance r from its serving
gateway transmits with power P = ρrη. Hence, all devices
maintain an average signal power of ρ at their intended gate-
ways irrespective of their locations. Equipping gateways and
IoT devices with directive antennas improves the received sig-
nal quality and reduces interference. Following [33] and [34],

Fig. 2. Antenna radiation pattern for b = 1 and n = 1.

we utilize the following gain function for the directive
antennas:

G(θ) = 1 + b cos(nθ) (3)

where 0 ≤ b ≤ 1 controls the beamwidth of the main lobes
and n ∈ N determines the number of main lobes. The gain
in (3) represents the radiation intensity in a given direction θ
when compared to the same power radiated from an isotropic
antenna. The antenna radiation pattern is depicted in Fig. 2
for the case of single main lobe.

Due to the static network topology, the transmission power
and antenna orientation are fixed once determined, which sim-
plifies the IoT network operation. However, directive antennas
are generally larger and more expensive than omnianten-
nas. Furthermore, power control may impose faster battery
depletion for devices located farther away from their serv-
ing gateways. Owing to the stringent size, complexity, and
energy constraints of IoT devices, we quantify the added value
of directive antennas and power control by benchmarking
against omniantennas and constant transmission power. From
the antenna directivity perspective, we study the following
cases.

1) Directional Gateways and Directional Nodes (D-D):
This scenario prioritizes performance over complexity.

2) Directional Gateways and Omnidirectional Nodes
(D-O): This is a balanced scenario that adds complexity
to the gateways and utilizes low-cost devices.

3) Omnidirectional Gateways and Omnidirectional Nodes
(O-O): This is the resource-stringent scenario that sacri-
fices performance for low-cost network implementation.

Each of the aforementioned scenarios is studied with and
without power control.

C. Transmission Model

Due to spectrum scarcity, a universal frequency reuse
scheme of W Hz is adopted across all gateways. Hence,
there exists intercell interference between devices served by
different gateways.2 However, an independent randomized
scheduling scheme is utilized within each gateway to avoid

2Despite its higher intercell interference, universal frequency reuse
improves the spectral efficiency and uplink throughput when compared to
conventional frequency reuse schemes [35]. The performance of universal
frequency reuse in terms of coverage probability and spectral efficiency can
be further improved via user grouping techniques [36]–[40], which is left for
future work.
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Fig. 3. Randomized scheduling cycles for NG = 6 and Tr = 24 × Ts. The
number within the time slot indicates the index of the scheduled device. The
alternating colors highlight different scheduling cycles, where each device is
granted Ta = 4 uplink transmissions within the packets interarrival interval Tr .

overwhelming intracell interference.3 To schedule all of its
associated devices, each gateway utilizes a scheduling cycle
of length NG time slots. At the beginning of each cycle, each
gateway generates and broadcasts a randomized schedule to
its associated devices. Such transmission schedule randomly
and independently changes across scheduling cycles and across
different gateways. An example of four scheduling cycles for
a gateway serving six devices is shown in Fig. 3.

From the device’s point of view, each device in the network
is granted intracell interference-free uplink access at a random
time slot during each scheduling cycle. Within the traffic
generation duty cycle of Tr, each device is granted Ta =
Tr/(NGTs) uplink attempts to deliver the generated L bits
packet. However, due to fading and intercell interference,
uplink transmission attempts are subject to decoding errors. To
balance the tradeoff between transmission reliability and delay,
each device divides its L bits generated packet into m < Ta

smaller equally sized segments of size �L/m� bits.4 Smaller
segments can be transmitted at lower rates, and hence higher
reliability, during the allocated time slots. Let Rm denote the
transmission rate when the packet is segmented to m equal
segments, then we have

Rm = L

mTs
= ζW log2(1 +�m) (4)

where 0 < ζ ≤ 1 captures the gap between practical transmis-
sion rates when compared to Shannon’s capacity, and �m is
the SINR threshold required to correctly decode the segment at
the gateway when operating with the rate Rm. Solving (4) for
�m, a packet transmitted at rate Rm is successfully received
at the gateway if and only if the intended SINR satisfies the
following inequality:

SINR ≥ �m = 2
L

mζWTs − 1. (5)

Equation (5) shows that higher m (i.e., more segments with
smaller sizes), requires lower decoding thresholds, and hence,
has higher immunity to interference and noise. However,
the higher reliability comes at the cost of more required
transmissions per packet (i.e., to deliver all of its m segments).

D. Methodology of Analysis

To account for the interplay between data granularity, device
density, and interference, we model the IoT devices as a

3From the delay and throughput perspectives, it is shown in [12], [41] that
randomized scheduling outperforms conventional round-robin schemes, which
motivates our model.

4The number of segments m should be less than Ta for finite packet delay.

network of spatially interacting PH/PH/1 queues. In details,
each device is represented by a queueing system with PH
type arrival that captures the aforementioned packets gener-
ation with sizes L and duty cycle Tr. Generated packets are
stored within each IoT device to be transmitted to the intended
gateway via a first-in–first-out (FIFO) discipline. A packet
departure from each IoT device is modeled via another PH
type process that accounts for the aforementioned: 1) random-
ized scheduling; 2) the utilized rate Rm; and 3) SINR attained
at the gateway. Segments that are correctly received at the
gateway are dropped from the device’s buffer. Otherwise, the
transmission of the same segment is repeated until successful
delivery. Based on the aforementioned system model, the seg-
ment transmission success probability when operating at rate
Rm can be expressed as

pm = P{SINR > �m} (6)

such that

SINR = PohoG
(
θTo

)
G
(
θRo

)
r−η

o

σ 2 +∑∞
i=1
∑

j∈	i
1{vij is active}PijhijG

(
θTij

)
G
(
θRij

)∥∥vij
∥∥−η

(7)

where Po, ho, θTo , θRo , and ro are, respectively, the transmis-
sion (Tx) power, fading gain, Tx antenna orientation, receiver
(Rx) antenna orientation, and distance of the intended link.
Assuming perfectly aligned antennas for the intended link
implies that θTo = θRo = 0, and hence, G(θTo) × G(θRo) =
(1 + b)2. The noise power is denoted as σ 2. The set 	i

encompasses the locations vij ∈ R
2 of all potential interfering

devices on each line of the gird network. The parameters of
each interfering device in 	i are Pij, hij, θTij , and θRij , which
denote, respectively, the Tx power, interfering channel gain,
interfering device antenna orientation with respect to (w.r.t.)
the test gateway, and the test gateway Rx antenna orienta-
tion w.r.t. the interfering link. The interfering link distance is
given by ‖vij‖, where ‖ · ‖ denotes the Euclidean norm. The
probabilistic activation of each interfering link is captured via
the indicator function 1{·}, which takes the value one if the
statement {·} is true and zero otherwise.

III. SPATIAL MODEL AND ANALYSIS

This section characterizes the rate-aware uplink transmis-
sion success probability of a segment, hereafter denoted as
success probability, given in (6). Without loss in generality,
we evaluate the success probability at a test gateway located at
an arbitrary origin. Due to the regular and symmetric network
topology, the test gateway is typical and represents the suc-
cess probability at all gateways in the network. Having said
that the SINR numerator in (7) represents the intended signal
power from one of the devices served by the test gateway.
The interference term in the denominator of (7) has an indica-
tor function that accounts for the randomized scheduling for
the devices served by other gateways. To find the density of
interfering devices, we first recall that the interline separation
is �y and the per-line interdevice separation is �x. Hence, the
total devices density is λt = 1/(�x�y) device per unit area.
By virtue of randomized scheduling, only one device out of
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NG devices becomes active per gateway at a given time slot.
Hence, the density of interfering devices is

λa = 1

NG
× λt = 1

NG�x�y
. (8)

The interfering devices with the density in (8) follow a 2-D
discrete and correlated random locations (i.e., with potential
positions on the original gird and one device per hexagon).
Furthermore, the orientation of each interfering device is a
function of its location to account for the antenna alignment
between the device and its serving gateway. Accounting for the
exact locations and orientations of the interfering devices in (7)
impedes the mathematical tractability of the analysis. Hence,
to maintain tractability, we utilize the following approxima-
tions. In particular, for the devices’ orientation, we propose
the following approximation.

Approximation 1 (Uniform Random Orientation):
Interfering devices that are located within the distance
range (

√
3R/2) ≤ r ≤ 3R from the test gateway are

assumed to have uniform random orientation over the range
of θ ∈ [(π/2), (3π/2)]. Interfering devices that are located
farther than r > 3R from the test gateway are assumed to have
uniform random orientation over the range of θ ∈ [0, 2π ].

Remark 1: Since the devices are oriented toward their
serving gateways, the interfering devices located within the
distance range (

√
3R/2) ≤ r ≤ √

3R will have opposite
antenna orientation w.r.t. the test gateway. Hence, their orienta-
tion is assumed to be within the range of θ ∈ [(π/2), (3π/2)].
This is not the case for devices that are farther than r >

√
3R,

and hence, the full orientation range θ ∈ [0, 2π ] is consid-
ered. It is worth noting that Approximation 1 is effective for
the case of directional devices only. In the case of omnidirec-
tional devices, the power is uniformly radiated in all directions,
and hence, Approximation 1 does not apply.

For the locations of the interfering devices, we propose the
following two alternative PPP-inspired approximations.

Approximation 2 (Parallel 1-D PPPs): The interfering
devices are approximated with parallel homogeneous one-
dimensional (1-D) PPPs with interline separation of �y and
per-line intensity of λ1D = 1/(�xNG) device per unit length.
This approximation relaxes the discretized locations of the
interfering devices but still restricts their positions to the paral-
lel lines. Owing to the fact that the density of lines is (1/�y),
the total intensity of the interfering devices in this approxi-
mation is [1/(�x�yNG)], which matches the intensity of the
exact case in (8).

Approximation 3 (2-D PPP): To further facilitate the anal-
ysis, the interfering devices are approximated with a homo-
geneous two-dimensional (2-D) PPP 	2D with intensity
λ2D = 1/(�x�yNG) device per unit area. Such approxima-
tion relaxes all constraints on the relative locations of the
interfering devices. However, it still matches the intensity of
the exact case in (8).

Remark 2: It is important to note that we always account
for the intracell interference-free uplink access within the test
gateway. Consequently, the interfering devices are restricted
outside a circular radius of (

√
3R/2).

Remark 3: The main purpose of Approximations 1–3 is to:
1) relax the discretized locations of the interfering devices;
2) remove the coupling between the device position and ori-
entation, and 3) relax the relative spatial correlations that
enforce only one interfering device per gateway. Relaxing the
discretized interfering devices’ locations transforms infinite
probabilistic combinatorial summations to simple stochastic
geometry-based integrals. Letting the interfering IoT devices
to have independent and identically distributed uniformly
random orientations alleviates tedious mathematical compli-
cations that would impede the model tractability.

Approximations 2 and 3 are mutually exclusive and repre-
sent an intuitive tradeoff between accuracy and mathematical
simplicity. Indeed the 1D-PPPs approximation is closer to
the spatial topology of exact system model, and hence, is
expected to provide better accuracy when compared to the
2D-PPP approximation. However, the 2D-PPP approximation
offers simpler analysis when compared to the 1D-PPPs approx-
imation. To quantify such accuracy/simplicity tradeoff, we
study two scenarios illustrated in Fig. 4. In the first sce-
nario, we utilize Approximation 1 for the devices’ orientation
along with Approximation 2 for the devices’ location, which
we denote hereafter 1D-PPPs. In the second scenario, we
utilize Approximation 1 for the devices’ orientation along
with Approximation 3 for the devices’ locations, which we
denote hereafter 2D-PPP. Note that the exact location and
orientation of the intended link are always accounted for and
that Approximation 1 is only applicable to the interfering
devices, where the arrows in Fig. 4 visualize the random uni-
form orientation for interfering devices. Both scenarios are
validated in Section V.

A. 1D-PPPs Model With Constant Tx Power

This section utilizes Approximations 1 and 2 to character-
ize the success probability in (6). Furthermore, we focus this
section on the constant transmission power scheme. The effect
of power control is studied later in Section III-C. Following
the common practice in stochastic geometry, we first find the
Laplace transform (LT) of the aggregate interference seen at
the test gateway.

Lemma 1: For the D-D scenario with constant transmis-
sion power (P), the LT of the 1D-PPPs aggregate interference
observed at the test gateway located at the origin can be
expressed as (9), shown at the bottom of the next page, where
ψi(·) = max(�y(i + [1/2]), ·) and C(γ, i) is given by

C(γ, i) = 1
√

γ 2 + 2

√
γ 2 −

(
i�y + �y

2

)2 + 1 − γ

. (10)

Proof: See Appendix A.
Utilizing the LT in Lemma 1, the segment transmission

success probability is characterized in the following theorem.
Theorem 1: For the D-D scenario with constant trans-

mission power (P) and transmission rate Rm, the segment
transmission success probability with the 1D-PPPs approxi-
mation can be expressed as in (11), shown at the bottom of
the next page.
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(a)

(b)

Fig. 4. Approximated system models (a) 1D-PPPs (b) 2D-PPP. Interfering
devices are randomly distributed [(a): over lines and (b): over the whole area]
outside the interference free region.

Proof: Due to the exponential distribution of ho in (7),
the segment transmission success probability in (6) can

be expressed as pm = exp{([−�mσ
2]/[(1 + b)2Pr−η

o ])} ×
LIagg([�mrη◦ ]/[(1 + b)2P]), where LIagg(·) is the LT of the
aggregate interference given in Lemma 1.

The segment success probability in (11) requires direc-
tive antennas at the gateways and devices. However, direc-
tive antennas may not be feasible to be implemented in
low-cost and small-size devices. In this case, the seg-
ment success probability is characterized in the following
corollary.

Corollary 1: For the D-O scenario with constant transmis-
sion power (P) and transmission rate Rm, the segment trans-
mission success probability for the 1D-PPPs approximation
can be expressed as

pm = exp

{
− �mσ

2

(1 + b)Pr−η
o

−
∞∑

i=0

2

π�xNG

×
∫ ∞

ψi

(√
3R
2

)

∫ 2π

0

C(γ, i)dθdγ

1 + (1 + b)γ η
(
�mrηoG(θ)

)−1

}
.

(12)

Proof: The SINR for the D-O scenario can be obtained
from (7) by replacing the Tx antenna gains with unity for the
intended and interfering links. Following the same steps as
in Lemma 1 and Theorem 1, the expression in (12) can be
obtained.

The least-cost network deployment can be attained via
omnidirectional gateways and devices. In such scenario, the
segment transmission success probability is characterized in
the following corollary.

Corollary 2: For the O-O scenario with constant transmis-
sion power (P) and transmission rate Rm, the segment trans-
mission success probability for the 1D-PPPs approximation
can be expressed as

pm = exp

{
−�mσ

2

Pr−η
o

−
∞∑

i=0

4

�xNG

×
∫ ∞

ψi

(√
3R
2

)
C(γ, i)

1 + γ η
(
�mrηo

)−1
dγ

}
. (13)

Proof: The SINR for the O-O scenario can be obtained
from (7) by replacing the Tx and Rx antenna gains with unity
for the intended and interfering links. Following the same steps
as in Lemma 1 and Theorem 1, the expression in (13) can be
obtained.

LIagg(s) = exp

⎧
⎨

⎩−
∞∑

i=0

∫ 2π

0

1

π2�xNG

⎛

⎝
∫ 3π

2

π
2

∫ √
3R

ψi

(√
3R
2

)

1{i<
√

3R
�y − 1

2 } 2 C(γ, i)dγ dθ2

1 + γ η(sPG(θ1)G(θ2))
−1

+
∫ 2π

0

∫ ∞

ψi

(√
3R
)

C(γ, i)dγ dθ2

1 + γ η(sPG(θ1)G(θ2))
−1

⎞

⎠dθ1

⎫
⎬

⎭

(9)

pm = exp

⎧
⎨

⎩− �mσ
2

(1 + b)2Pr−η
o

−
∞∑

i=0

∫ 2π

0

1

π2�xNG

⎛

⎝
∫ 3π

2

π
2

∫ √
3R

ψi

(√
3R
2

)

1{
i<

√
3R
�y − 1

2

} 2C(γ, i)dγ dθ2

1 + (1 + b)2γ η
(
�mrηoG(θ2)G(θ1)

)−1

+
∫ 2π

0

∫ ∞

ψi

(√
3R
)

C(γ, i)dγ dθ2

1 + (1 + b)2γ η
(
�mrηoG(θ2)G(θ1)

)−1

)
dθ1

}
(11)
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Remark 4: The 1D-PPPs approximation enables tractable
characterization for the segment transmission success prob-
abilities for different network scenarios in Theorem 1
and Corollaries 1 and 2. However, all of the obtained
expressions are of high numerical complexity because of
the exponential expression that involves infinite summa-
tion of infinite integral functions. To further facilitate
the analysis and reduce the involved numerical complex-
ity, the 2D-PPP approximation is presented in the next
section.

B. 2D-PPP Model With Constant Tx Power

This section utilizes Approximations 1 and 3 to characterize
the success probability in (6) with constant transmission power
scheme. Exploiting the 2D-PPP approximation, the LT of the
aggregate interference seen at the test gateway is characterized
in the following lemma.

Lemma 2: For the D-D scenario with constant trans-
mission power (P), the LT of the 2D-PPP aggregate
interference observed at the test gateway located at the
origin can be expressed as (14), shown at the bottom
of the page, where 2F1(·) is the Gauss hypergeometric
function.

Proof: See Appendix B.
Utilizing the LT in Lemma 2, the segment transmis-

sion success probability is characterized in the following
theorem.

Theorem 2: For the D-D scenario with constant transmis-
sion power (P) and transmission rate Rm, the segment trans-
mission success probability with the 2D-PPP approximation

can be expressed as in (15), shown at the bottom of
the page.

Proof: The theorem is proved in a similar way to Theorem
1 but by utilizing the LT of the 2D-PPP aggregate interference
given in Lemma 2.

For cost reduction, the two scenarios of D-O and O-O are
given in the following two corollaries.

Corollary 3: For the D-O scenario with constant transmis-
sion power (P) and transmission rate Rm, the segment trans-
mission success probability for the 2D-PPP approximation can
be expressed as

pm = exp

⎧
⎪⎨

⎪⎩
− �mrηoσ 2

(1 + b)P
−
∫ 2π

0

�mrηoG(θ)
(√

3R
2

)2−η

(1 + b)�x�yNG(η − 2)

× 2F1

⎛

⎜⎝1, 1 − 2

η
; 2 − 2

η
; −�mrηoG(θ)

(1 + b)
(√

3R
2

)η

⎞

⎟⎠dθ

⎫
⎪⎬

⎪⎭
.

(16)

Proof: The corollary is proved in a similar way to
Corollary 1 but by following the steps of Lemma 2 and
Theorem 2.

Corollary 4: For the O-O scenario with constant transmis-
sion power (P) and transmission rate Rm, the segment trans-
mission success probability for the 2D-PPP approximation can

LIagg(s) = exp

⎧
⎪⎨

⎪⎩
−
∫ 2π

0

sPG(θ1)
(√

3R
)2−η

4π(η − 2)�x�yNG

⎡

⎢⎣
∫ 2π

0
2G(θ2) 2F1

⎛

⎜⎝1, 1 − 2

η
; 2 − 2

η
; −sPG(θ2)G(θ1)(√

3R
)η

⎞

⎟⎠dθ2

+
∫ 3π

2

π/2
G(θ2)

⎛

⎜⎝2η 2F1

⎛

⎜⎝1, 1 − 2

η
; 2 − 2

η
; −sPG(θ2)G(θ1)(√

3R
2

)η

⎞

⎟⎠

− 4 2F1

⎛

⎜⎝1, 1 − 2

η
; 2 − 2

η
; −sPG(θ2)G(θ1)(√

3R
)η

⎞

⎟⎠

⎞

⎟⎠dθ2

⎤

⎥⎦dθ1

⎫
⎪⎬

⎪⎭
(14)

pm = exp

⎧
⎪⎨

⎪⎩
− �mrηoσ 2

(1 + b)2P
−
∫ 2π

0

�mrηoG(θ1)
(√

3R
)2−η

4(1 + b)2π(η − 2)�x�yNG

⎡

⎢⎣
∫ 2π

0
2G(θ2) 2F1

⎛

⎜⎝1, 1 − 2

η
; 2 − 2

η
; −�mrηoG(θ2)G(θ1)

(1 + b)2
(√

3R
)η

⎞

⎟⎠dθ2

+
∫ 3π

2

π/2
G(θ2)

⎛

⎜⎝2η 2F1

⎛

⎜⎝1, 1 − 2

η
; 2 − 2

η
; −�mrηoG(θ2)G(θ1)

(1 + b)2
(√

3R
2

)η

⎞

⎟⎠

− 4 2F1

⎛

⎜⎝1, 1 − 2

η
; 2 − 2

η
; −�mrηoG(θ2)G(θ1)

(1 + b)2
(√

3R
)η

⎞

⎟⎠

⎞

⎟⎠dθ2

⎤

⎥⎦dθ1

⎫
⎪⎬

⎪⎭
(15)
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be expressed as

pm = exp

⎧
⎪⎨

⎪⎩
−�mrηoσ 2

P
−

2π�mrηo
(√

3R
2

)2−η

�x�yNG(η − 2)

× 2F1

⎛

⎜⎝1, 1 − 2

η
; 2 − 2

η
; −�mrηo(√

3R
2

)η

⎞

⎟⎠

⎫
⎪⎬

⎪⎭
. (17)

Proof: The corollary is proved in a similar way to
Corollary 2 but by following the steps of Lemma 2 and
Theorem 2.

Remark 5: The expressions in Theorem 2 and Corollary 3
only involve finite integrals. A closed-form expression is
obtained for the O-O scenario in Corollary 4. Hence, the
2D-PPP approximation provides much simpler and numeri-
cally less complex expressions for the segment transmission
success probability when compared to the 1D-PPPs approxi-
mation.

Remark 6: It is worth highlighting that the two proposed
approximate models 1D-PPP and 2D-PPP utilize stochas-
tic geometry analysis for tractability. Hence, the developed
approximate models are applicable to networks with random
deployment as in [7]–[9], [14], [15], [17], [20], and [23].
However, this article shows that such tractable stochastic
geometry analysis can also be utilized for regularly deployed
networks if careful consideration are given to the proximate
interfering devices, which dominate the aggregate interference.

C. Effect of Power Control

The segment transmission success probabilities given in
Theorems 1 and 2 as well as Corollaries 1–4 are all func-
tions of the device distance from its serving gateway. Due to
the constant transmission power, devices that are closer to their
gateways enjoy better success probability than those that are
farther away from their gateways. To unify the performance of
all devices (i.e., improve fairness), path-loss inversion power

control is adopted. Such power control enables all devices to
maintain a unified target average received power (ρ) at their
serving gateways. This scheme inverts the path loss only, how-
ever, the antenna gains should be accounted for, hence, the
SINR in (7) can be rewritten as

SINR = ρhoG
(
θT◦
)
G
(
θR◦
)

σ 2 +∑
vi∈	2D

1{is active}Pihi‖vi‖−ηG
(
θTi

)
G
(
θRi

) .

(18)

Note that power control affects the aggregate interference as
Pi in (18) becomes a random variable that depends on the
distance between the ith interfering device and its serving
gateway. The LT of the aggregate interference term in (18)
is characterized in the following lemma.5

Lemma 3: For the D-D scenario with path-loss inversion
power control, the LT of the 2D-PPPs aggregate interference
observed at the test gateway located at the origin can be
expressed as (20), shown at the bottom of the page, where
E{r2} is the second moment of the distances between the active
devices and their serving gateways. Due to the uniformly ran-
domized scheduling and network geometrical symmetry, we
have

E

{
r2
}

= 2

NG

Y∑

i=1

∑

j

1{vij∈	i∩ �◦}
∥∥vij
∥∥2 (19)

where �◦ denotes the coverage hexagonal region of the test
gateway.

Proof: See Appendix C.
Utilizing the LT in Lemma 3, the segment transmission

success probability is characterized in the following theorem.
Theorem 3: For the D-D scenario with path-loss inversion

power control and transmission rate Rm, the segment trans-
mission success probability with the 2D-PPPs approximation
can be expressed as in (21), shown at the bottom of the page.

5Owing to its simplicity, only the 2D-PPP approximation is unitized to
study the effect of power control.

LIagg(s) = exp

{
−
∫ 2π

0

sρE
{
r2
}
G(θ1)

π(η − 2)�x�yNG

[∫ 2π

0

32−ηG(θ2)

2
2F1

(
1, 1 − 2

η
; 2 − 2

η
; −sρG(θ2)G(θ1)

3η

)
dθ2

+
∫ 3π

2

π
2

G(θ2)

(
2F1

(
1, 1 − 2

η
; 2 − 2

η
;−sρG(θ2)G(θ1)

)

− 32−η
2F1

(
1, 1 − 2

η
; 2 − 2

η
; −sρG(θ2)G(θ1)

3η

))
dθ2

]
dθ1

}
(20)

pm = exp

{
− �mσ

2

(1 + b)2ρ
−
∫ 2π

0

�mE
{
r2
}
G(θ1)

(1 + b)2π(η − 2)�x�yNG

[∫ 2π

0

32−ηG(θ2)

2
2F1

(
1, 1 − 2

η
; 2 − 2

η
; −�mG(θ2)G(θ1)

3η(1 + b)2

)
dθ2

+
∫ 3π

2

π
2

G(θ2)

(
2F1

(
1, 1 − 2

η
; 2 − 2

η
; −�mG(θ2)G(θ1)

(1 + b)2

)

− 32−η
2F1

(
1, 1 − 2

η
; 2 − 2

η
; −�mG(θ2)G(θ1)

3η(1 + b)2

))
dθ2

]
dθ1

}
(21)

Authorized licensed use limited to: Government of Egypt - SPCESR - (EKB). Downloaded on October 31,2022 at 14:16:25 UTC from IEEE Xplore.  Restrictions apply. 



NABIL et al.: DATA AGGREGATION IN REGULAR LARGE-SCALE IoT NETWORKS 17775

Proof: The theorem is proved in a similar way to Theorem
1 but by utilizing the LT of the 2D-PPP aggregate interference
with power control given in Lemma 3.

Following the same approach as in Corollaries 1–4, the seg-
ment transmission success probability for the special cases of
D-O and O-O are given in the following two corollaries.

Corollary 5: For the D-O scenario with path-loss inversion
power control and transmission rate Rm, the segment trans-
mission success probability for the 2D-PPP approximation can
be expressed as

pm = exp

{
− �mσ

2

(1 + b)ρ
− �mE{r2}
(1 + b)(η − 2)�x�yNG

∫ 2π

0
G(θ)

× 2F1

(
1, 1 − 2

η
; 2 − 2

η
; −�mG(θ)

1 + b

)
dθ

}
. (22)

Proof: The corollary is proved in a similar way to
Corollary 1 but by following the steps of Lemma 3 and
Theorem 3.

Corollary 6: For the O-O scenario with path-loss inversion
power control and transmission rate Rm, the segment trans-
mission success probability for the 2D-PPP approximation can
be expressed as

pm = exp

{
−�mσ

2

ρ

−
2π�mE

{
r2
}

2F1

(
1, 1 − 2

η
; 2 − 2

η
;−�m

)

(η − 2)�x�yNG

⎫
⎬

⎭.

(23)

Proof: The corollary is proved in a similar way to
Corollary 2 but by following the steps of Lemma 3 and
Theorem 3.

IV. TX RATE AND DELAY

Treating interference as noise, the maximum achievable Tx
rate is defined by the ergodic capacity C = ζ×W×E{log2(1+
SINR)} bits/s. To achieve C bits/sec, the transmitting devices
require instantaneous knowledge (i.e., every time slot) of the
SINR realization in order to adapt their Tx rate and allevi-
ate outages [42]. Indeed this is infeasible for large-scale IoT
networks. Due to the absence of instantaneous SINR feedback,
the IoT devices operate at a fixed transmission rate Rm < C
that is subject to outages (i.e., with probability [1 − pm]), and
hence, the uplink link throughput is expressed as

Tm = P{SINR > �m} × ζ W log2(1 +�m) = pm × Rm(24)

where pm = P{SINR > �m} is calculated in Section III for the
different network scenarios and Rm is given in (4). The expres-
sions in (4) and (24) advocate that the Tx rate Rm should be
selected in light of the data granularity parameters L and Tr

as well as the SINR dependent Tx success probability pm.
To account for temporal generation and departure of

data packets, we utilize the matrix-analytic method (MAM)
(see [43]) to develop a novel discrete-time PH/PH/1 queue-
ing system that tracks the packet generation, rate-dependent
segmentation, device scheduling, and SINR-aware segment

departure from the queue of each device. From the device
perspective, the temporal resolution at which a change can
occur in the queue is determined by the transmission cycle
Tc = NGTs seconds. Recall that as shown in Fig. 3, periodic
arrivals occur every Tr = Ta ×NGTs = Ta × Tc. Furthermore,
each device is granted a single transmission attempt within
a transmission cycle, which allows no more than one seg-
ment departure every Tc. Consequently, the time resolution
of the developed discrete-time PH/PH/1 queueing model is
Tc = NGTs.

The periodic generation of packets every Ta transmission
cycles is modeled via a PH type distribution with initialization
vector α = [1 0 0 · · · 0] of size Ta, transient transition
matrix K of size Ta × Ta, and an absorption vector k of size
Ta × 1, which are given by

k =

⎡

⎢⎢⎢⎢⎢⎣

0
0
...

0
1

⎤

⎥⎥⎥⎥⎥⎦
and K =

⎡

⎢⎢⎢⎢⎢⎣

0 1 0 · · · 0
0 0 1 · · · 0
...

...
. . .

. . .
...

0 0 · · · 0 1
0 0 0 0 0

⎤

⎥⎥⎥⎥⎥⎦
. (25)

Remark 7: The transient matrix K tracks the deterministic
time evolution between two consecutive packets generation.
Hence, only upper off-diagonal ones are the nonzero elements
in K. After recording the evolution of Ta transmission cycles
with K, an absorption occurs with k to denote a new packet
arrival.

It is worth mentioning that the phase type distribution is a
general distribution that can capture different types of traffic.
The randomized event-triggered traffic as negative binomial
or mixed geometric traffic can be adopted in our system by
replacing (K,α) with the similar dimensions (Kb,αb) for neg-
ative binomial or (Kg,αg) for mixed geometric traffic and
updating the corresponding absorption vector k, whereas all
other calculations remain unchanged, where

αb = [
1 0 0 · · · 0

]
, Kb =

⎡

⎢⎢⎢⎣

pb pb

pb pb
. . .

. . .

pb

⎤

⎥⎥⎥⎦ (26)

αg = [
g1 g2 · · · gTa

]
and Kg =

⎡

⎢⎢⎢⎣

pg1

pg2
. . .

pgTa

⎤

⎥⎥⎥⎦.

(27)

pb and pgi are the arrival probability for negative binomial
and mixed geometric traffic each transmission cycle. Such that
pb = 1 − pb, pgi

= 1 − pgi , 0 ≤ gi ≤ 1 and i = 1, 2, . . . ,Ta.
Note that the simple geometric traffic is a special case of any
of these two aforementioned traffic models where α and K are
scalars.

A packet departure of size L at rate Rm is modeled via
another PH type distribution with initialization vector βm =
[1 0 0 · · · 0] of size m, a transient transition matrix Sm of
size m × m, an absorption vector sm of size m × 1, which are
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given by

sm =

⎡

⎢⎢⎢⎢⎢⎣

0
0
...

0
pm

⎤

⎥⎥⎥⎥⎥⎦
and Sm =

⎡

⎢⎢⎢⎢⎢⎢⎣

pm pm 0 . . . 0

0 pm pm
. . . 0

...
. . .

. . .
. . .

...

0 . . . 0 pm pm

0 . . . 0 0 pm

⎤

⎥⎥⎥⎥⎥⎥⎦
(28)

where p̄m = 1−pm and pm is the segment transmission success
probability calculated in Section III for the different network
scenarios.

Remark 8: At rate Rm, a packet is partitioned into m seg-
ments that need to be all successfully delivered. The transient
matrix Sm tracks the probabilistic segment departure of each
of the m segments from the devices queue. The diagonal ele-
ments of p̄m denote transmission failure probability, and hence,
no progress in segment departure is recorded. On the other
hand, the off-diagonal elements are pm to record the progress
due to a single segment’s successful departure. After recording
the successful departure of m segments, the absorption vector
sm implies the successful departure of the entire packet. Note
that Sm and sm define a rate-sensitive and SINR-aware depar-
ture process that accounts for the network parameters (e.g.,
packet size, antenna directivity, power control, and a number
of devices per gateway).

Using the MAM [43], we construct the PH/PH/1 queueing
model with state space (q, d, t), where q ∈ N is the num-
ber of packets in the devices buffer, d ∈ {1, 2, . . . , m} is
the number left-over segments that belongs to the packet in
transmission, and t ∈ {0, 1, . . . , Ta} is the number of time
epochs (i.e., transmission cycles) that elapsed since the last
packet arrival. Since only one packet arrival and/or departure
can occur in a single time epoch, the constructed PH/PH/1
queueing model is a quasi-birth-death (QBD) process with the
following transition matrix:

Pm =

⎡

⎢⎢⎢⎢⎢⎣

B C 0 0 0 . . .

E A1 A0 0 0
. . .

0 A2 A1 A0 0
. . .

...
. . .

. . .
. . .

. . .
. . .

⎤

⎥⎥⎥⎥⎥⎦
(29)

where the submatrices of Pm are defined as follows:

B = K, E = K ⊗ sm, C = (kα)⊗ βm, A0 = (kα)⊗ Sm

A1 = (kα)⊗ (
smβm

)+ K ⊗ Sm, and A2 = K ⊗ (
smβm

)

and ⊗ is the Kronecker product operator. In particular, the
Ta × Ta sized B matrix, the mTa × Ta sized E matrix, and
Ta×mTa sized C martix are the substochastic boundary matri-
ces that track, respectively, the transitions among the states in
t for q = 0, the transition from q = 0 to q = 1 at t = Ta, and
the transition from q = 1 to q = 0 at the departure of the last
segment, which can occur at any phase t. The matrices A0, A1,
and A2 are all of the same size mTa × mTa to track, respec-
tively, the upward transitions from q to q + 1, the transitions
within the same level q, and the downward transitions from
q + 1 to q. Note that the matrices A0, A1, and A2 encompass

all transitions that track segment departures d as well as the
time evolution t from the last packet arrival.

The transition matrix Pm can be constructed for each trans-
mission rate Rm within each network scenario, namely, the
D-D, the D-O, and the O-O. For the constant power control
scheme, each device location would have a different transition
matrix Pm due to the location-dependent transmission success
probability pm. However, for the power control scheme, all
the devices would have the same transition matrix Pm due to
the location-independent transmission success probability pm

enforced by the path-loss inversion power control.
Before conducting the steady-state analysis, the stability of

the queueing model has to be checked. That is, it has to be
ensured that the queue utilization is less than unity. Otherwise,
the queue size q will grow indefinitely and lead to infinite
delay. The queueing system stability is given in the following
lemma

Lemma 4: The queue utilization for the periodic arrival PH
type process (α,K) defined in (25) and the rate-aware and
SINR-sensitive departure PH type process (β,Sm) defined
in (28) can be expressed as

ρm = m

pm × Ta
= mNGTs

pmTr
. (30)

The queueing model at rate Rm is stable if and only if ρm < 1.
Proof: Queue utilization is defined as the ratio between

the mean arrival and mean departure rates. For the arrival
PH type process, the mean arrival rate is given by the recip-
rocal of the meantime to absorption. Similarly, the average
departure rate is given by the reciprocal of the meantime to
absorption. The mean time to absorption for the arrival and
departure processes are given by, respectively, α(I − K)−11
and β(I − Sm)

−11, where I is the identity matrix and 1 is the
column vector of ones with the proper sizes. After some math-
ematical manipulation and accounting for the special structure
of α, β, K, and Sm the lemma is proved.

For stable queues (i.e., ρm < 1), the steady-state queue
distribution can be obtained by solving the following set of
linear equations:

π = πPm and π1 = 1 (31)

where π = [π0 π1 π2 · · · πq · · · ] encompass the joint distri-
bution of three variables (q, d, t). In particular, π0 is of length
1 × Ta to capture all the probabilities of the phases t when
there are no packets in the queue. For q ≥ 1, the vector πq is
of length 1×mTa to capture all the probabilities of the number
of left-over segments (d) of the packet in transmission and the
elapsed time epochs t from the last packet arrival when there
are q packets in the system. Since π is of infinite size, the
system in (31) is solved via MAM6 as shown in the following
theorem.

Theorem 4: Let R be the MAM rate matrix defined as the
minimal nonnegative solution of R = A0 +RA1 +R2A2, then

6Note that MAM computation is conducted offline to characterize the
network performance and come-up with long-term network design (e.g., m,
Ta, Tr , and L). Such network design do not need to be changed as long as
the underlying network parameters (e.g., fading distribution, gateways density,
and devices density) remain fixed.
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π in (31) is given by

πq =
⎧
⎨

⎩

π1E(I − B)−1, for q = 0
Nul(Q), for q = 1
π1Rq−1, for q ≥ 2

(32)

where Nul(Q) is the null space vector of the matrix Q =
(E(I − B)−1C + A1 + RA2)

T − I that satisfies π01 + π1(I −
R)−11 = 1.

Proof: By definition of the rate matrix [43], we have πq =
π1Rq−1 for all q > 1. Substituting π2 = π1R, the boundary
vectors of π = πPm can be written as

[π0 π1] = [π0 π1]

[
B C
E A1 + RA2

]
(33)

which are solved to obtain π0 and π1 in (32). Furthermore,
the normalization condition π1 = 1 implies that

∑
i π i1 =

π01 +∑∞
i=1 π1Ri−11 = π01 + π1(I − R)−11 = 1, which has

to be satisfied by the solution.
The complicated nature of A0, A1, and A2 is a com-

mon problem of the PH/PH/1 queues, and hence, there is no
explicit expression for the rate matrix R in most practical sce-
narios [43]. However, there are several efficient methods to
numerically compute R given in Theorem 4, such as the cyclic
reduction, the logarithmic reduction, or invariant subspace
methods [43].

The steady-state probability vector π provides a full charac-
terization of the queueing model in (29), which can be utilized
to study several key performance indicators. For instance, the
average queue size is given by

μL =
∞∑

i=1

iπ i1 = π1(I − R)−21. (34)

Leveraging (34) along with Little’s Law, the average total
delay (i.e., queueing plus transmission delay) is obtained as

μW = TaμL = Taπ1(I − R)−21. (35)

It is worth mentioning that the optimal number of segments
(m∗) is to be selected such that the total average delay (μW ) is
minimized. Due to the stability condition in Lemma 4, the fea-
sibility range of segmentation is limited to the integer values
within the range 1 ≤ m ≤ �pmTa�. For more detailed delay
characterization, π can be utilized to derive the full delay
distribution of a randomly selected packet in the network.
Following [43, Sec. 5.10], the probability mass function of
the delay can be obtained as:

P{wq = i} =
{

y01, for i = 0∑i
z=1 yz(1 ⊗ I)B(z)i 1, for i ≥ 1

(36)

where

yz =
⎧
⎨

⎩

Ta[π0kα + π1(kα ⊗ sm)], for z = 0
π iRi−1(Ta[kα ⊗ Sm

+ R(kα ⊗ smβm)]), for z ≥ 1

and

B(z)i =
⎧
⎨

⎩

Si−1
m (smβm), for z = 1

SmB(z)i−1 + (smβm)B
(z−1)
i−1 , for 1 < z < i

(smβm)
z, for z = i.

Algorithm 1: Spatiotemporal Model

Require: �x, �y, R, b, n, σ 2, ρ, η, L, ζ , W, Ts, m, Tr

initialization;
compute Y from (2), NG from (1);
compute G(θ) from (3), �m from (5), E{r2} from (19);
if D-D then

compute pm from Theorem 3;
else if D-O then

compute pm from Corollary 5;
else

compute pm from Corollary 6;
end
compute Tm from (24);
compute Ta = Tr

NGTs
;

construct K, k, α, Sm, sm, βm;
compute B, E, C, A0, A1, A2;
construct Pm from (29);
compute ρm from (30);
if ρm ≥ 1 then

terminate; // queue unstable
compute R = A0 + RA1 + R2A2;
compute πq from (32);
compute μW from (35);
Return: μW , Tm

For tractability, the spatiotemporal model to calculate the
average packet delay and the uplink throughput is summarized
in Algorithm 1.

V. NUMERICAL RESULTS AND SIMULATIONS

This section first verifies the developed analytical model
via independent system-level Monte Carlo simulations. Then,
numerical results are presented to highlight the tradeoff
between data granularity, reliability, and delay. The numeri-
cal results also demonstrate the effect of power control and
antenna directivity. For the sake of fair comparison between
the constant power transmission model and the power control
model, the total power consumption is set to be equal in both
models, such that P = (ρ/NG)

∑Y
i=1
∑

j 1{vij∈	i∩ �◦}‖vij‖η.
Unless otherwise stated, the results in this section implement
the network parameters given in Table I.7 It is worth men-
tioning that the model is valid for wide range of parameter
values, where the selected values in Table I have no effect
on the validity of the results and are provided for the sake of
demonstration.

Fig. 5 shows the transmission success probability
P{SINR > �} for the 1D-PPP approximation, the 2D-PPP
approximation, and the exact Monte Carlo simulations for the
constant Tx power scheme with different antenna directivity
scenarios. The close match between the analysis and simula-
tions verifies both the 1D-PPP and the 2D-PPP approximations

7The values of P, ρ, W, and L utilized are within the practical ranges of
IoT systems, such as NB-IoT, LoRA, and Sigfox [44]. The low transmission
power and high receiver sensitivity is essential for IoT devices with strict
power budget.
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TABLE I
PARAMETERS FOR NUMERICAL DEMONSTRATION

Fig. 5. Success probability at ro = 300 m for all antenna directivity scenarios.

for all antenna directivity scenarios. Note that the D-D scenario
in Fig. 5 further verifies Approximation 1, which assumes a
random orientation for directive devices. Since both approxi-
mations are accurate, the 2D-PPP approximation is preferred
due to its analytical simplicity when compared to the 1D-PPP
approximation.

In addition to verifying the mathematical model, Fig. 5
also demonstrates the significant performance improvement
offered by the directive antenna. For instance, for a 90% target
Tx success probability, equipping the gateways with directive
antennas offers 3-dB SINR gain when compared to the omni-
gateways. Such gain could be increased to 8 dB if the directive
antennas are implemented in both the gateways and devices.
Note that the improved target SINR � for the same transmis-
sion reliability translates to higher transmission rates and less
packet delay.

Fig. 6 confirms the accuracy of the 2D-PPP approximation
as well as the improved performance of the directive antenna
in the power control scheme. Furthermore, the D-D scenario
verifies Approximation 1 for the power control scheme. The
SINR improvements harvested from the directive antenna in

Fig. 6. Success probability with path-loss inversion power control for all
antenna directivity scenarios.

the power control scheme are approximately equal to that of
the constant power scheme shown in Fig. 5.

Fig. 7 shows the success probability of channel inversion
power control when compared to the mean success probability
of the constant Tx power scheme with error bars highlighting
the high standard deviation among the cell-center and cell-edge
devices. In general and for the same total power consumption,
there is a tradeoff between the average performance and fair-
ness. The Tx success probability and consequently throughput
for power control is always lower than the average Tx suc-
cess probability and average throughput in case of constant
Tx power. On the other hand, the channel inversion power
control improves the fairness between devices by providing a
unified Tx success probability and throughput for all devices
regardless of their location. Note that the gap between the
average performance of the constant Tx power and the power
control scheme decreases for directive antennas. It is worth
mentioning that in the power control model, the battery life-
time for devices at the edge of the cell is lower than devices
near to cell center. However, the battery lifetime is the same
for all devices in the case of constant power transmission.

Fig. 8 plots the throughput, P{SINR > �} × ζ log(1 +�)

versus the target SINR � for the power control scheme,
which demonstrates the Tx throughput improvements offered
by directive antennas. The figure shows a delicate trade-
off between channel utilization and transmission reliability.
Operating at low � leads to high Tx reliability but low uplink
channel utilization. Increasing � improves channel utilization
at the expense of decreasing Tx reliability. Hence, there is
an optimal target SINR �∗ that balances the tradeoff between
reliability and channel utilization. When compared to the prim-
itive O-O, the figure quantifies the throughput improvement
offered by directive antennas as 55% and 180% for D-O and
D-D, respectively.

The results in Fig. 8 motivate large packet segmentation to
avoid uplink overutilization and the subsequent low Tx relia-
bility. In this regard, Fig. 9 plots the average packet delay (μW)
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(a) (b) (c)

Fig. 7. Effect of power control scheme on the success probability with error bars representing the standard deviation for the constant transmission power
relative to its mean value (blue line). (a) D-D scenario. (b) D-O scenario. (c) O-O scenario.

Fig. 8. Throughput (T) with power control.

to demonstrate the necessity of packet segmentation. Note that
the average delay is given in the number of Tx cycles, where
each Tx cycle is Tc = NG × Ts seconds. Since infinite delay
cannot be presented, packet segmentation m that leads to unsta-
ble queueing system (i.e., ρm ≥ 1) are omitted from the figure.
The figure shows that there is an optimal packet segmentation
m∗ that minimizes the delay for each of the antenna schemes.
For instance, the D-D delay is minimized at m∗ = 3 segments
per packet. The required number of segments that minimizes
the delay increases to m∗ = 4 for the D-O and m∗ = 6
for the O-O. The D-D offers the least delay because of its
higher throughput (see Fig. 8). As the throughput decreases,
the packet has to be divided into a large number of smaller
segments to avoid the low-reliability regime. Maintaining the
Tx reliability by increasing the number of segments per packet
leads to a larger delay.

The detailed cumulative distribution functions (CDFs) of the
delay when operating at the optimal segmentation for the three
antenna schemes are shown in Fig. 10. Due to packet queueing

and transmission failures, the delay from packet generation to
departure takes more than m∗ transmission cycles. The figure
also highlights the significant delay reduction offered by direc-
tive antennas, which can be attributed to the higher throughput
and less required segmentation. For instance, 98% of the pack-
ets are delivered within 10 Tx cycles in the D-D scheme. Such
percentage reduces to around red 68% and 15% in the D-O
and O-O schemes, respectively.

The effects of packet size L and the subsequent packet
segmentation for the D-D scheme are shown in Fig. 11.
The figure shows that larger packets have to be divided into
more segments in order to be delivered with finite delay.
However, oversegmenting packets lead to unnecessary delays.
For instance, a packet of size 2 kbytes can be divided into
m ∈ {3, 4, . . . , 7}, yet m∗ = 3 is the optimal value that
minimizes delay. The figure also shows that there is a max-
imum packet size (e.g., L = 4.8 kbytes in the figure) that
cannot be delivered with finite delay. That is, going beyond
7 segments will not enable the gateways to support packets
larger than L = 4.8 kbytes with the temporal resolution of
Ta = 18 Tx cycles.

Fig. 12 illustrates the data granularity feasibility region
for the different antenna schemes. The feasibility region is
depicted by the shaded region in Fig. 12, which shows the
data granularity parameters (L,Tr) that can be supported with
finite delay. The figure clearly demonstrates the contradicting
tradeoff between the information content and temporal reso-
lution. That is, more informative packets (i.e., with increased
L) come at the expense of degraded temporal resolution (i.e.,
larger duration between packets) to maintain transmission fea-
sibility. The figure also highlights the significant improvement
in terms of data granularity that can be offered by directive
antennas when compared to omniantenna. For instance, for
the temporal resolution of Tr = 12 s, the omnigateways and
devices can support at most L = 1.1 kbytes packets. Equipping
the gateways and devices with directive antennas enables han-
dling three times larger packets. It is worth noting that the
staircase-shaped boundary of the feasibility regions indicates
the range of packet sizes L that can be supported for each
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Fig. 9. Average packet delay for the power control scheme at L = 1600 bytes. Infinite delays cannot be presented and hence omitted from the figure.

Fig. 10. CDF of the packet delay for the power control scheme at the optimal
segmentation m∗.

Fig. 11. Average delay versus packet size for the D-D scheme.

value of Tr. Furthermore, Tr has to be increased by multiples
of the Tx cycles NGTs in order to extend the feasibility region
when increasing L.

Fig. 12. Feasibility regions where finite delay is guaranteed.

VI. SUMMARY AND CONCLUSION

This article characterizes terrestrial data aggregation in
large-scale regularly deployed IoT networks with time-
triggered traffic. The periodic network traffic is parameterized
by the sizes and interarrival times of the generated packets
in order to account for the information content and temporal
resolution of the aggregated data, respectively. The periodic
generated data in the IoT devices are aggregated via terrestrial
gateways that adopt random scheduling and utilize universal
frequency reuse. The IoT devices may partition large packets
into smaller segments to maintain reliable transmission rate
during the scheduled uplink time slots, which creates an intri-
cate tradeoff between data granularity, transmission reliability,
and data aggregation delay. Using stochastic geometry and
queueing theory, we develop a novel spatiotemporal model to
characterize such tradeoff while accounting for the potential
utilization of directive antenna and channel inversion power
control to improve and expedite the data aggregation process.

To this end, we obtained accurate approximate expressions
for the rate-aware and SINR dependent segment transmission
success probability for the different antenna and power con-
trol schemes. The periodic packet arrivals and the rate-aware
and SINR-dependent packet departures are modeled via two
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different phases (PH)-type distributions, which are utilized
to construct and solve a novel PH/PH/1 queueing model to
characterize the data aggregation delay. The numerical results
reveal the necessity of packet segmentation and show the
existence of an optimal number of segments that minimizes
delay, which varies across the different antenna schemes.
The results also quantify the significant performance improve-
ment, in terms of reliability and delay, which can be achieved
by implementing directive antennas. In contrast, path-loss
power control is shown to degrade the network performance
but provides a unified (i.e., location-independent) transmis-
sion success probability for all IoT devices. Interestingly, the
performance degradation imposed by the power control is
marginal when utilizing directive antennas. Finally, we char-
acterize the joint feasible range of sizes and interarrival times
of the data packets that can be aggregated within a finite time.

APPENDIX A
PROOF OF LEMMA 1

The homogeneous 1D-PPP of each line is projected into
the central line passing through the origin, which does not
have any nodes. This forms a nonhomogeneous 1D-PPP on
a single line through a transformation of intensity (see [45])
as depicted in Fig. 13. It is observed that the points expe-
rience a compression, which is a function of the distance γ
between the point and the origin, where the compression factor
is given by (10). The intensity of the 1D-PPP of active nodes
on the ith line mapped to the line passing through origin is
C(γ, i)[1/(�xNG)] nodes/m. At the same time, this intensity
of interferer nodes locations is marked by a mark of its antenna
orientation and another mark of the antenna orientation of the
test gateway at the origin w.r.t. it, to form a 3D-PPP with
intensity λT1 .

LT of the aggregate interference is

LIagg(s)

= E	

[
exp
{−sIagg

}]

= E	

⎡

⎣exp

⎧
⎨

⎩−s
∞∑

i=1

∑

j∈	i

1{vij is active}Phijv
−η
ij G

(
θTij

)
G
(
θRij

)
⎫
⎬

⎭

⎤

⎦

=
∞∏

i=1

E	

⎡

⎣
∏

j∈	i

exp
{
−1{vij is active}sPhijv

−η
ij G

(
θTij

)
G
(
θRij

)}
⎤

⎦

(37)

since hij is the unit mean exponential random variable, hij ∼
Exp(1), and from the definition of moment generating function

LIagg(s) =
∞∏

i=1

E	

⎡

⎣
∏

j∈	i

1

1 + 1{vij is active}sPv−η
ij G

(
θTij

)
G
(
θRij

)

⎤

⎦.

(38)

Using the new intensity of PPP over 3-D λT1 and from the
definition of probability generating functional (PGFL) of PPP

LIagg(s) = exp

{
−

∞∑

i=0

∫

θ2

∫ 2π

0

∫

ψ

4λT1

1 + γ η(sPG(θ1)G(θ2))
−1

dγ dθ1dθ2

}
. (39)

Fig. 13. Compression due to projection for the first line (i = 0).

Due to the symmetry of interferer devices on both right and
left halves and the symmetry between the upper and lower
halves of the network, the integration is performed over one
quarter and the intensity is multiplied by 4.

By dividing the integrations over the two regions described
in Approximation 1. Where in the first region, θ2 is from (π/2)
to (3π/2) and λT1 = C(γ, i)λ1D/2π2, while the second region
θ2 from 0 to 2π and λT1 = C(γ, i)λ1D/(2π)2. Furthermore,
substituting with interference region ψ on each line is as fol-
lows: for the lines that pass through the test cell, the argument
i takes the values from 0 to Y , and the interference exists
from (

√
3R/2) to ∞. While, the lines outside the test cell i

take the values from Y + 1 to ∞, and the interference from
(�y/2)(2i + 1) to ∞. Hence, the lemma is proved.

APPENDIX B
PROOF OF LEMMA 2

Let the set 	j encompasses the locations of all potential
interfering devices of the grid network

LIagg(s) = E	

[
exp
{−sIagg

}]

= E	

⎡

⎣exp

⎧
⎨

⎩−s
∑

	j

1{vj is active}Phjv
−η
j G

(
θTj

)
G
(
θRj

)
⎫
⎬

⎭

⎤

⎦

= E	

⎡

⎣
∏

	j

exp
{
−1{vj is active}sPhjv

−η
j G

(
θTj

)
G
(
θRj

)}
⎤

⎦

(40)

since hj ∼ Exp(1) and from the definition of moment
generating function

LIagg(s) = E	

⎡

⎣
∏

	j

1

1 + 1{vj is active}sPv−η
j G

(
θTj

)
G
(
θRj

)

⎤

⎦.

(41)

By using polar coordinates to describe the 2-D interferers
locations, and adding their antenna orientations, a new 3-D
PPP of intensity λT2 is obtained. Utilizing the definition of
PGFL of PPP, the LT of the aggregate interference can be
expressed as

LIagg(s) = exp

{
−
∫

θ2

∫ 2π

0

∫ ∞
√

3R
2

vλT2

1 + vη(sPG(θ1)G(θ2))
−1

dvdθ1dθ2

}
. (42)
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By dividing the integrations over the two regions described in
Approximation 1. Where in the first region, θ2 is from (π/2)
to (3π/2) and λT2 = λ2D/π , while the second region θ2 from
0 to 2π and λT2 = λ2D/2π , it can be shown that

LIagg(s) = exp

{
−
[∫ 3π

2

π/2

∫ 2π

0

∫ √
3R

√
3R
2

Hdvdθ1dθ2

+
∫ 2π

0

∫ 2π

0

∫ ∞
√

3R

H

2
dvdθ1dθ2

]}
(43)

H = λ2Dv
/
π

1 + vη(sPG(θ1)G(θ2))
−1
. (44)

Finally, by changing of variables, the lemma is proved in
terms of the Gauss hypergeometric function 2F1.

APPENDIX C
PROOF OF LEMMA 3

Let the set 	j encompasses the locations of all potentially
interfering devices of the grid network

LIagg (s) = E	

[
exp
{−sIagg

}]

= E	

⎡

⎣exp

⎧
⎨
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since hj ∼ Exp(1) and from the definition of moment
generating function
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1
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]⎤
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(46)

Similar to the proof of Lemma 2, by using polar coordi-
nates and the intensity of the PPP over 3-D λT2 and from
the definition of PGFL of PPP

LIagg(s) = exp

{
−
∫

θ2

∫ 2π

0

∫ ∞
√

3R
2

λT2

× Epj

(
1 − 1

1 + sPjv−ηG(θ2)G(θ1)

)
vdvdθ1dθ2

}

(47)

By dividing the integrations over the two regions described
in Approximation 1. Where in the first region, θ2 is from
(π/2) to (3π/2) and λT2 = λ2D/π , while the second region
θ2 from 0 to 2π and λT2 = λ2D/2π , then making change
of variables of y = (v/[(sPjG(θ2)G(θ1))

1/η]). Noting that an
interferer device at (

√
3R/2) from test gateway is transmitting

power of ρ(
√

3R/2)η to its gateway. Also, an interferer device
at

√
3R from test gateway is transmitting power ofρ(

√
3R/3)η

to its gateway, and EPj[P
2/η
j ] = ρ2/η

E[r2] where r is the dis-
tance between the interfering device and its gateway. It can be

shown that

LIagg(s) = exp
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− s2/ηρ2/η
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where

B = (sρG(θ2)G(θ1))
−1/η

F = y

yη + 1
(G(θ2)G(θ1))

2/η

which can be further simplified using the Gauss hypergeomet-
ric function 2F1(·), and hence, the lemma is proved.
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