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Abstract 

      The Ultra-Wide-Band (UWB) 4G (fourth generation) receivers are attracting 

many researchers recently. The main idea of these UWB receivers is to convert the 

noisy analog signal coming from the antenna directly to a digital signal removing all 

the analog processing blocks. Therefore, the signal will be converted directly to 

digital and following that a Digital Signal Processor (DSP). 

 

      With CMOS technology continued scaling down, designing very fast conventional 

ADCs is facing several challenges such as accuracy, resolution and power. These 

challenges make the conventional ADCs incapable of providing the high speed 

requirement of the UWB receivers front-end. 

 

      In the last three years, the Time-based ADCs (TADC) appear as the winning 

candidate to achieve the front-end ADCs high speed requirements. The TADCs 

converts the analog signal to a time delay or frequency representation through a 

circuit called Voltage-to-Time Converter (VTC). Then, the time-represented signal or 

the frequency-represented signal is converted to digital through a circuit called Time-

to-Digital Converter (TDC). Processing the signal in the digital domain is foreseen to 

reduce the power consumption while keeping the high accuracy and resolution.  

 

      Our project is to design Time based ADC that comprises between speed and 

resolution, while maintaining minimum power consumption. Following that, the 

TADC chip will be fabricated using 65nm CMOS technology and tested. 

 

      We started from studying the concept of TADC and different implementation 

techniques for it, then we start to work in parallel in two different implementations to 

reach our goal. 

 

      Finally, we achieved from one of two implementation 500 MS/s 6-bit TADC with 

differential sinusoidal input of 540 mV peak-to-peak amplitude where we can boost 

the speed using time interleaving concept, While the other design trying to achieve 1 

GS/s 6-bit TADC directly with smaller dynamic range equal to 172 mV. 
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Chapter 1: Introduction 

1.1 Motivation 

ADC is a device that converts continuous analog input signals to discrete output 

digital codes to interface analog and digital environments, where it plays very 

important role in our daily life as they are key components for many of electronic 

systems. For example, most of ICs today are mixed-signal (Analog part in addition to 

Digital part) as we need analog part for interfacing with external inputs as defined 

before and digital part for interfacing with Digital Signal Processing (DSP) blocks 

like Micro-Processors. This makes our new trend is searching for ADC architectures 

which offer minimum power consumption with more efficient functionality in order 

to be used in portable devices where we need to increase battery life as much as we 

can. 

 

 

 

 

 

With CMOS technology continued scaling down, designing very fast conventional 

ADCs is facing several challenges as supplying voltage decreases while the decrease 

in the transistor threshold voltage is relatively not in the same way, so cascoding 

transistors becomes more difficult where design of operational amplifiers (Op-Amps) 

which considered main block for many ADC architectures depends on cascading[1,2]. 

On the other hand, CMOS technology scaling improves the switching characteristics 

of MOS transistors offer superb timing accuracy at high frequencies, so we can use a 

new design approach, in which the time domain resolution of digital signal is 

represented either by rising or falling edge of input clock transitions which represent 

voltage resolution of an analog signal in a new way. 

Figure 1 : Analog-to-Digital Conversion 
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Using the advantage of CMOS technology scaling down in terms of area and gate 

delay, we need to increase digital part implemented on chip relative to analog part by 

removing pre-processing analog blocks like Low-Noise- Amplifier, Baseband filters, 

Variable-Gain-Amplifiers,..etc. This can be achieved using new approach of ADC 

design which called Time-Based ADC (TADC) [4]. 

 

 

 

 

 

 

 

 

 

 

 

 

Now, we can demonstrate our idea by simple comparison between processing in 

voltage domain and time domain in terms of Technology Process, Resolution, and 

Power Consumption, where we can notice that at 350 nm technology process there is 

a huge difference in power consumption while with 90 nm and 45 nm technology 

processes [5], voltage processing seems to be not affected by sizing scale down which 

we take about before, where this is shown in the following figure [4]. 

 

 

Figure 2 : Generic digital signal processing system 

Figure 3 : Future digital signal processing system 
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Here are the figures: 

 

 

 

Figure 4 : Time Domain and Voltage Domain minimum power comparison  
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1.2 Background 

A digital signal is discrete in terms of both the amplitude and the time. Thus, two 

main functions are necessary to obtain a digital waveform: 

1. Sampling (To achieve the Discrete Time) 

2. Quantization (To achieve the Discrete Amplitude)  

In order to show the A/D conversion in an example, consider the simple analog 

waveform shown in Figure  

  

 

 

 

 

 

 

 

 

 

 

 

 

1.2.1 Sampling 

The ADC samples the input signal with a rate called the sampling frequency(Fs). 

The sampling frequency must be at least equal to twice the maximum frequency 

appearing in the input signal Bandwidth ( Fm) , this condition is referred to as the 

Nyquist criterion [6]. 

Fs ≥ 2* Fm 

In case of sampling frequency was less than maximum input frequency, aliasing 

occurs and we can’t reconstruct signal again from its’ samples. 

We can understand what is meant by aliasing if we take a look on frequency spectrum 

as shown in the following figures [6], and [7].  

Figure 5 : 3 bits ADC 
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Figure 6 : Nyquist criterion is satisfied 

 

Figure 7 : Nyquist criterion is not satisfied 

1.2.2 Quantization 

Quantization is also necessary for analog-to-digital converters. Quantization is the 

process of assigning certain ranges of values from a continuous signal range to 

discrete values where step size is equal to the Least Significant Bit (LSB) = 
𝐹𝑆

2𝑁
 , where 

N is the number of bits in the digital word and FS is the Full Scale of the analog input. 

Due to this assignment, quantization errors occur. A quantization error is the difference 

between the quantized value and the original signal. 
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If we take an example for an analog input is swept from 0 to FS, the quantization error 

of a 3 bits ADC will look like a saw-tooth waveform as shown in figure [8]. 

 

 
Figure 8 : Quantization error of a full-scale ramp input 

For an ADC, quantization error is always in the range of 

-0:5xLSB ≤ Quantization error ≤ 0.5xLSB 

Quantization errors are directly related to the resolution of the ADC. An ADC that 

needs an accuracy within a very small margin of error is going to need more 

quantization levels. More levels require a larger number of digital bits to encode all 

the information. Higher resolution often comes at the cost of converter speed, so 

converters need to be optimized for required speeds and resolutions. This optimization 

depends greatly on the type of architecture chosen for the ADC design. 
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Chapter 2: ADC Specifications and Types 

2.1 ADC Specifications 

ADCs are characterized based on their application. Applications not requiring speed 

can be specified by static specifications. These include resolution, offset, linearity and 

gain error. However high speed applications like UWB receivers require ADCs to 

meet dynamic specifications. These include Clock Jitter, Signal to Noise Ratio (SNR), 

Signal to Noise and Distortion Ratio (SNDR), Spurious Free Dynamic Range 

(SFDR), and Total Harmonic Distortion (THD) [7]. 

2.1.1 Static Specifications: 

1. Resolution: 

Typically a converter with N-bit resolution should convert the input range of 

analog signal to 2𝑁−1 discrete levels. Noise and non-linearity limits the resolution 

of a converter. 

2. Offset: 

Offset is simply a shift for zero input and it changes the transfer characteristic in 

such a way that all the steps are shifted by the amount of the offset which is 

generally expressed in LSB as shown in figure [9]. 

 

 

 

 

 

 

 

Figure 9 : Ideal transfer characteristic and the one with offset 
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3. Gain Error: 

The gain of the transfer characteristic of an ADC can be calculated by drawing a 

straight line which interpolates the actual transfer curve as shown in figure [10]. 

 

 

 

 

 

 

 

4. Differential Non-Linearity (DNL): 

When the step size of an ADC's output is not equal to the ideal step size, the ADC 

is said to have differential nonlinearity. The DNL measurement for an ADC is 

classified based on amount of least significant bit (LSB) values that the actual 

transfer function deviates from the ideal transfer function. If the DNL is greater 

than 1 LSB, a non-monotonic transfer function will cause missing codes. Figure 

[11] shows deviation of actual transfer function from ideal one. 

 

 

 

 

 

Figure 10 : Ideal transfer characteristic and the one with gain error 

Figure 11 : DNL Error greater and less than 1 LSB 
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5. Integral Non-Linearity (INL): 

INL is defined as the integral of the DNL errors, so good INL guarantees good 

DNL. The INL error tells us how much actual reading of ADC deviates from ideal 

one. Figure [12] shows two different methods for calculation INL. 

 

Figure 12 : Endpoint-fit and best-fit methods for INL calculation 

2.1.2 Dynamic Specifications: 

1. Clock Jitter: 

Jitter is the timing variations of a set of signal edges from their ideal values.   

Jitters in clock signals are typically caused by noise or other disturbances in the 

system. Contributing factors include thermal noise, power supply variations, 

loading conditions, device noise, and interference coupled from nearby circuits. 

The predictable component of jitter in these circuits is called deterministic jitter, 

while the remaining components of jitter are called random jitter [11]. 

Figure 13 : Clock Jitter 
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2. Signal to Noise Ratio (SNR): 

SNR is defined as the ratio of the power of the full scale input signal to the power 

of the noise at the output of the ADC and it is expressed by: 

 

3. Signal to Noise and Distortion Ratio (SNDR): 

SNDR is the ratio between the RMS of the input signal and the RMS of the 

harmonic components in addition to the noise. Similarly, it depends on the 

frequency and the amplitude of the input signal as SNR. 

It can be expressed by: 

 

Figure [14]: Shows how we can calculate SNR + SNDR using Fast Fourier 

Transform (FFT) with input sinusoidal wave [10]. 

 

Figure 14 : Typical ADC Output Spectrum 
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4. Effective Number of Bits (ENOB): 

The theoretical SNR expression is 6.02xN+1.76 dB for an N-bits ADC, so we 

ideally calculate ENOB by: 

 

5. Spurious Free Dynamic Range (SFDR): 

It is defined as the ratio of the RMS value of the carrier frequency at the input of 

the ADC to the RMS value of the next largest harmonic distortion component 

(which is referred to as a “spurious” or a “spur”) at its output. 

6. Total Harmonic Distortion (THD): 

THD is the sum of rms of all the harmonic components (except the fundamental) of the 

output periodic signal to fundamental tone. 

7. Figure of Merit (FOM): 

FOM is generally used to compare the performances of different ADCs. It 

basically gives an idea on the power efficiency of the converter and it is expressed 

as: 

i. 𝐹𝑂𝑀1= 
𝑃𝑜𝑤𝑒𝑟

2𝐸𝑁𝑂𝐵∗ 𝐹𝑠
   [8] 

ii. 𝐹𝑂𝑀2 = 
𝐷𝑅2∗ 𝐹𝑠

𝑃𝑜𝑤𝑒𝑟
   [9] 
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2.2 ADC Types 

2.2.1 Overview 

They can be divided into types where first type directly converts the analog input into 

digital output which called conventional ADCs, while the other type does the 

conversion in an indirect way by first converting the analog signal into an 

intermediate representation such as time, then it converts this intermediate 

representation into digital code [3], e.g. TADC. 

 

Figure 15 : ADC Types 

 

A Nyquist rate ADC is an ADC type in which the sampling frequency is equal to 

twice the maximum frequency in the input signal BW, while Oversampling ADC is an 

ADC type in which there ratio between sampling frequency and maximum input 

frequency that’s called oversampling ratio (OSR). 

OSR is an integer value, greater than 2 and it can reach 1000.  
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2.2.2 Conventional ADCs: 

1. Flash ADCs 

Flash ADC, which is the fastest and one of the simplest ADC architectures, is shown in 

Figure [16]. It performs 2𝑁 − 1 level quantization with an equal number of comparators.   

The reference voltages for the comparators are generated using a resistor ladder, which is 

connected between the positive (+Vref) and the negative (-Vref) reference voltage determining 

the full-scale signal range. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 16 : Flash ADC 
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2. Successive Approximation Register (SAR) ADC 

The Successive Approximation Register (SAR) ADC became a popular topology 

to implement ADCs in the 1970s with the availability of several logic ICs from 

companies such as AMD. 

The algorithm used in Successive Approximation is based on a binary search 

algorithm, and thus is more component efficient than Flash ADCs which use a 

brute force approach to perform data conversion. Figure [17] illustrates how SAR 

ADC works. 

 

Figure 17 : SAR ADC 

3. Delta-Sigma ADC 

Delta-Sigma ADC use oversampling, modulator and digital filtering to achieve high 

resolution from a single bit quantizer as shown in Figure [18]. 

 

Figure 18 : Sigma-Delta ADC 
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4. Pipelined ADC 

Although it is not common to see Pipelined ADCs in very high-speed, medium 

resolution applications, they will be briefly mentioned here since they can be 

considered as an extended version of subranging (or two-step) ADC. Basically, 

the operating principle of a subranging ADC can be extended to more than 2 

ADCs to implement a Pipelined ADC as shown in Figure [19]. 

 

 

 

 

 

 

 

 

 

 

Comparison between different architectures: 

Table 1 : Comparison between different architectures 

 

 

 

Architecture  Speed Resolution Area 

Flash High Low High 

SAR Low-Medium Medium-high Low 

Sigma-Delta Low High Medium 

Pipelined Medium-high Medium-high Medium 

Figure 19 : Pipelined ADC with four 3-bit stages (each stage resolves two bits) 
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2.2.3 Time-Based ADC (TADC) 

1. Dual Slope TADC 

It can be used for high accuracy, low data rate applications like Digital Multimeter 

which known as avometer. 

It is named dual slope TADC, as it perform conversion through two phases: 

During first phase has a fixed duration 𝑇1 controlled by the running of a counter 

for 2𝑁 clock cycles. During this period, the integrator input is connected to the 

analog input sample and the integrator output starts to build up, where integrator 

output can be expressed by: 

 

While during second phase, the input of the integrator is switched to the reference 

voltage 𝑉𝑟𝑒𝑓 .So, the slope is fixed during this phase, unlike the first phase which 

have variable slope, resulting in a variable duration 𝑇2 for the second phase. The 

integrator output starts to go down until it reaches zero, where 𝑇2 can be 

expressed by: 

 

Here is shown simplified Figure [20] for Dual Slope TADC: 

 

Figure 20 : Simplified Block Diagram for Dual Slope TADC 
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2. VTC/TDC based TADCs 

It converts the analog signal to a time delay or frequency representation through a 

circuit called Voltage-to-Time Converter (VTC). Then, the time-represented 

signal or the frequency-represented signal is converted to digital through a circuit 

called Time-to-Digital Converter (TDC). 

Here is shown in Figure [21] a simplified block diagram for this type: 

 

Figure 21 : TADC Architecture 
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Chapter 3: Delay Line TADC 

3.1 Introduction 

In this chapter we will introduce a delay-line-based analog-to-digital converter for 

high-speed applications. The basic idea of the ADC is to convert the sampled input 

voltage to a delay which controls the propagation speed of a digital pulse through the 

delay line. The generation of the output digital code is based on the propagation 

length of the pulse in the delay line in a fixed time window. 

Time based signal processing is used in many applications such as time-of-flight 

measurements and digital phase-locked loops (DPLL) where a particular delay is 

measured accurately [12]-[13].  

The analog to digital conversion can be done using the concept of time-to-digital 

quantization where the sampled input voltage is represented in time domain and then 

quantized using a delay line structure.  

The proposed time based ADC can operate at high data rates [14]. There is distinct 

advantages of implementing the quantization process in time domain compared with 

implementing the quantization process in voltage domain. A 6 bit 500 MS/s delay-line 

data converter with no calibration is proposed. 

3.2 Signal quantization of Delay-Line-Based: 

Voltage comparison is not the only method of quantizing analog signals. While in the 

delay-line-based quantizer a time is quantized, which is proportional to analog signal. 

A delay line consists of a series of delay cells shown in Fig [22]. During a time 

window Ts, a digital pulse is applied to the beginning of the delay line and travel 

through it. The initial value of the output of the delay cell is set to “0” and then 

switched to “1” after the digital pulse propagate through it. 

At the end of the time window Ts, the value of N is the number of triggered delay-

cells that satisfies the equation: 

∑ 𝐷𝑗 < 𝑇𝑠 <  ∑ 𝐷𝑗

𝑁+1

𝑗=1

𝑁

𝑗=1
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Where Dj is the delay of the jth delay cells. Where the line must be long enough so that 

the digital pulse does not reach the end of the delay line during the time window Ts.  

 

 

Figure 22 

A digital pulse applied to the first delay cell of the delay line. The quantization of the 

propagation length of the digital pulse is done by collecting the digital outputs of the 

delay cells inside the delay line. 

The time domain quantization can be done by two methods, changing the time 

window Ts or changing the delay of each delay cell. For simplicity we assume all the 

delay cells have the delay which equal to D. therefor N equal to 

𝑁 =
𝑇𝑠

𝐷
 

3.2.1 Time-based vs. Delay-based signal quantization: 

In the time-based signal quantization, delay cells have a fixed delay while the time 

window Ts is not fixed and proportional to the input signal and this method is fit to 

applications such as digital phase locked loop (DPLL), while it is not fit to sampled 

mode circuit because the system will not work efficiently as the systems work with a 

fixed sampling rate needs a fixed processing time. 
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While in delay-based signal quantization, the time window Ts is fixed while the 

amount of delay of each delay cell is changing according to the analog input. A delay 

adjustment block (DA) is needed to apply the suitable delay to the delay cells 

according to the sampled voltage because we work on a voltage mode sampling, to 

make the pulse propagation speed proportional to the input signal the delay of each 

delay cell must be inversely proportional to the input. 

3.3 Time-based ADC Architecture:  

3.3.1 Delay cell  

There are various implementation of variable delay cell such as current starved 

inverter and supply control [15],[16], and we should maintain the inverse relation 

between delay of each cell and the input signal for wide range of input voltages so 

delay cell shown in Fig [23]. 

 

Figure 23 

 

In the proposed controllable delay cell, when the reset switch is on, the capacitive 

node is charging and when the start switch is on, the capacitive node is linearly 

discharging using a controllable current source M1, and the delay cell is reset to its 

high level voltage at the end of time window Ts. 
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The resulting amount of delay of each delay cell is given by  

𝐷 =
𝐶 . 𝑉𝑡

𝐼(𝑉𝑖𝑛)
+ 𝑇𝑜 

Where To is the additional delay of inverter , C is the capacitance at the charging 

node and I(vin) is proportional to input voltage (vin) through (DA), and Vt is 

threshold voltage of inverter, To limits the dynamic range and the linearity of delay 

cell so it should be small comparable to total delay. 

3.3.2 Dual delay line: 

In order to increase the resolution of time-based ADC and to decrease the effect of 

additional delay of inverter in delay cell, a dual delay line is proposed. 

A differential DA is the block which control the two delay lines as a function of the 

sampled input voltage, all delay cells in both delay lines are similar but the amount of 

delay for each line is different , in other words, when N-cells are fast ,P-cells are slow 

and vice-versa. 

The proposed dual delay line based ADC is shown in Fig [24]. The input pulse is 

applied to both p-cells and N-cells and propagate with different speeds in the two 

delay line, and at the end of time window Ts, the outputs of all delay cells in dual lines 

are latched separately and the encoded as the digital output. 

In our design we use two delay lines, each consists of 32 delay cells, and two dummy 

delay cells at the beginning and one dummy delay cell at the end of the delay line. 
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Figure 24 

3.4 CIRCUIT DESIGN: 

We design and simulate 6 bit 500 MS/s time-based ADC on a standard 65 nm CMOS 

process, and we will discuss the circuit blocks of the delay-line based ADC. 

3.4.1 Delay Adjustment Circuit: 

Delay adjustment is shown in Fig [25], it consists of degenerated differential pair 

where the PMOS transistors work as the input differential pair while the NMOS 

transistors are the load. The function of this block is to transform the differential input 

voltage to a differential current in M3 and M4. Based on the difference between the 

NMOS and PMOS current sources, the bias current of M3 and M4 is set. To decrease 

the overall power consumption, try to make the value of bias current low. 
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Figure 25 
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3.4.1.1 Input differential voltage vs. output differential voltage of DA: 

 

Figure 26 

When input differential voltage is negative, the input voltage to P-Cells is big 

enough to make the digital pulse propagate fast in this delay line and triggered 

all delay cells in this delay line and output of all cells is “1”, while N-cells will 

generate thermometer code as shown in Fig. [26]. 

When input differential voltage is positive, the input voltage to N-Cells is big 

enough to make the digital pulse propagate fast in this delay line and triggered 

all delay cells in this delay line and output of all cells is “1”, while P-Cells will 

generate thermometer code. 

The idea is to let the delay cells of one of the two delay lines generate 

thermometer code while the output of the delay cells of the other delay line is 

high according to differential input voltage is to increase the resolution of time-

based ADC. 
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3.4.2 Delay cell: 

Delay cell implementation is shown in Fig [27], where M1 is a controllable current 

source which determined by M3 and M4 transistors in DA for all delay cells in both 

delay lines. M2 is an NMOS switch and is triggered by the digital pulse from the prior 

stage. M3 is a PMOS switch which is set to "1" at the end of time window to reset 

delay cell. The succeeding inverter consists of M4 and M5 which supply the 

capacitance of the charging node of the delay cell.  

Delay cell operation has two phases. During the propagation of the digital pulse 

through the delay line when the pulse arrives at the gate of M2 from the prior delay 

cell, this NMOS switch will turn on and the current source starts discharging the 

capacitive node of delay cell from VDD to ground, then inverter flips and the output 

of this delay cell is applied to the next delay cell. At the end of the time window Ts, 

the delay cells are charged sequentially by charging the capacitive node again through 

reset switch (M3) and at the same time the output of delay cell is latched to store the 

quantized output for the current sample. 

During the pulse propagation, we should consider the charge leakage because the 

capacitive node is floating. Both M1 and M2 have gate lengths above the minimum 

length in order to decrease the charge leakage which can change the characteristics of 

the delay cell and lead to nonlinearity of delay cell, so the amount of charge leakage 

during the pulse propagation time has almost no effect on the ADC performance. 

The latch at the output of each delay cell is designed to consume low power [17], but 

using latches brings the concern of metastability. The delay-cell outputs are high or 

low for most of the time but there is a chance for metastability to happen as shown in 

Fig [28]. This will happen if the time window Ts ends when a delay cell is in 

transition state so the final value of delay cell which is latched is determined 

randomly, this error in delay cell may happen and added to the quantization error. The 

transition time of delay cell must be small comparable to the minimum amount of 

delay of the delay cell in order to decrease metastability. 

The output bits from latches in both delay lines are connected to a digital thermometer 

encoder to generate the final digital code. 
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Figure 27 

 

Figure 28 

 

Figure 29 : Relation between input voltage to delay. 
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3.4.3 Clock phase generator: 

There are two non-overlapping clock phases which the time-based ADC works on 

shown in Fig. [30], the first clock phase is the time window Ts at which the digital 

pulse propagate through delay line representing the input voltage. The input sets the 

current of M3 and M4 in DA which in turn decide the amount of delay of delay cells 

so propagation length vary from input to another. The second clock phase of time 

length Tr is the period at which the outputs of latches from both delay lines encoded to 

digital outputs using thermometer encoder. 

To get high resolution, the larger part of the period should be dedicated to time 

window Ts and the remaining time of each period is time window Tr but Tr should be 

long enough to finish encoding and hold the digital output.    

 

Figure 30 : clock phase implementation. 

 

Figure 31 
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3.4.4 D Latch (transparent latch): 

The D latch is able to store data as an internal storage shown in Fig [32], it is suitable 

for storing the binary information from the delay cell at the end of the time window 

Ts. When the enable of the D Latch is high, the binary information at the input of D 

Latch is transferred to Q output and the Q output will follow the input as long as 

enable is high. While when the enable is low, the binary information at the input at the 

time of transition is stored at the Q output until the enable is high again. 

 

 

 

3.4.5 5-bits Thermometer encoder: 

The proposed encoder is designed in a dynamic logic style, for ultra-low power 

consumption and can convert the thermometer code into binary code without any 

intermediate stage which decrease the number of transistors used in the design [19]. 

The P-latches and N-latches outputs represents the input signal in a thermometer 

code. 

Figure 32 : D-Latch 
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Pseudo dynamic CMOS circuit which consists of a PMOS transistor, pull down 

network of NMOS transistors, and inverter is not preferable as it has static power 

dissipation [18]. During the precharging operation, the output node is charged to a 

logic high through the PMOS transistor while the output is determined depending on 

the logic function implemented in the pull down network. When the pull up and pull 

down networks are on at the same time so the current find a path from VDD to ground 

which leads to static power dissipation and this happen if the clock signal is low and 

the NMOS transistors in the pull down network are on. This is a disadvantage of 

pseudo dynamic CMOS based circuit encoder. 

To achieve ultra-low power dissipation without static power dissipation, the proposed 

encoder is done using dynamic CMOS logic style, where its operation is divided into 

two phases, precharging and evaluation. 

During precharging phase (when CLK=0) output node is precharged to VDD by 

PMOS transistor while the pull down network of NMOS transistors are off because 

the NMOS which connected to CLK is off, this leads to minimizing the static power 

dissipation. 

During evaluation phase (when CLK=1), the pull up transistor will be off while the 

NMOS transistor which connected to the CLK is on and the output is evaluated 

according to the NMOS transistors condition in the pull down network. 

An advantage of dynamic CMOS logic over static CMOS is having faster switching 

speed because the number of transistors needed in implementation of dynamic CMOS 

logic is less than the number of transistors needed in implementation of static CMOS. 
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3.4.5.1 Truth Table: 

 The truth table gives the relation between the thermometer code and the 

corresponding 5-bit binary code. 

B4  B3  B2  B1  B0  Thermometer Code  

0  0  0  0  0  0000000000000000000000000000000  

0  0  0  0  1  0000000000000000000000000000001  

0  0  0  1  0  0000000000000000000000000000011  

0  0  0  1  1  0000000000000000000000000000111  

0  0  1  0  0  0000000000000000000000000001111  

0  0  1  0  1  0000000000000000000000000011111  

0  0  1  1  0  0000000000000000000000000111111  

0  0  1  1  1  0000000000000000000000001111111  

0  1  0  0  0  0000000000000000000000011111111  

0  1  0  0  1  0000000000000000000000111111111  

0  1  0  1  0  0000000000000000000001111111111  

0  1  0  1  1  0000000000000000000011111111111  

0  1  1  0  0  0000000000000000000111111111111  

0  1  1  0  1  0000000000000000001111111111111  

0  1  1  1  0  0000000000000000011111111111111  

0  1  1  1  1  0000000000000000111111111111111  

1  0  0  0  0  0000000000000001111111111111111  

1  0  0  0  1  0000000000000011111111111111111  

1  0  0  1  0  0000000000000111111111111111111  

1  0  0  1  1  0000000000001111111111111111111  

1  0  1  0  0  0000000000011111111111111111111  

1  0  1  0  1  0000000000111111111111111111111  

1  0  1  1  0  0000000001111111111111111111111  

1  0  1  1  1  0000000011111111111111111111111  

1  1  0  0  0  0000000111111111111111111111111  

1  1  0  0  1  0000001111111111111111111111111  

1  1  0  1  0  0000011111111111111111111111111  

1  1  0  1  1  0000111111111111111111111111111  

1  1  1  0  0  0001111111111111111111111111111  

1  1  1  0  1  0011111111111111111111111111111  

1  1  1  1  0  0111111111111111111111111111111  

1  1  1  1  1  1111111111111111111111111111111  
Table 2 : Truth Table of Thermometer to Binary Encoder 
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3.4.5.2 Design equations: 

𝐵4 = 𝐼15 

𝐵3 = 𝐼7. 𝐼15̅̅ ̅̅̅ + 𝐼23 

𝐵2 = 𝐼3. 𝐼7̅ + 𝐼11. 𝐼15̅̅ ̅̅̅ + 𝐼19. 𝐼23̅̅ ̅̅̅ + 𝐼27 

𝐵1 = 𝐼1. 𝐼3̅ + 𝐼5. 𝐼7̅ + 𝐼9. 𝐼11̅̅ ̅̅̅ + 𝐼13. 𝐼15̅̅ ̅̅̅ + 𝐼17. 𝐼19̅̅ ̅̅̅ + 𝐼21. 𝐼23̅̅ ̅̅̅ + 𝐼25. 𝐼27̅̅ ̅̅̅ + 𝐼29    

𝐵0 = 𝐼0. 𝐼1̅ + 𝐼2. 𝐼3̅ + 𝐼4. 𝐼5̅ + 𝐼6. 𝐼7̅ + 𝐼8. 𝐼9̅ + 𝐼10. 𝐼11̅̅ ̅̅̅ + 𝐼12. 𝐼13̅̅ ̅̅̅ + 𝐼14. 𝐼15̅̅ ̅̅̅

+ 𝐼16. 𝐼17̅̅ ̅̅̅ + 𝐼18. 𝐼19̅̅ ̅̅̅ + 𝐼20. 𝐼21̅̅ ̅̅̅ + 𝐼22. 𝐼23̅̅ ̅̅̅ + 𝐼24. 𝐼25̅̅ ̅̅̅ + 𝐼26. 𝐼27̅̅ ̅̅̅

+ 𝐼28. 𝐼29̅̅ ̅̅̅ + 𝐼30 

 

3.4.5.3 Design Implementation: 

 

Figure 33 : Binary Code Bit 4 Generation Circuit 
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Figure 34 : Binary Code Bit3 Generation Circuit 

 

Figure 35 : Binary Code Bit2 Generation Circuit 
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Figure 36 : Binary Code Bit 1 Generation Circuit 

 

Figure 37 : Binary Code Bit 0 Generation Circuit 
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3.5 Encoding method of the outputs of P-Latches and N-latches: 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

In our design we use two 5-bit thermometer encoder, one for each delay line which 

consists of 32 delay cells, followed by a multiplexer. The selection of the multiplexer 

is set by the output of the last latch (latch 32) of the N-latches. The first 5 bits of the 

ADC digital output is generated from the multiplexer while the last bit is generated 

from the output of the last latch (latch 32) of the N-latches. 
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Chapter 4: Optimization for First TADC 

4.1 Introduction: 

We will introduce a modification to the time-based ADC design discussed in chapter 

(3). The main blocks of the design is the same such as delay cell and DA. The number 

of delay cells is decreased by forming a loop and take into account the number of the 

rotations of the digital pulse to achieve the same resolution. 

4.2 Operation of ADC: 

The delay line consists of 8 delay cells, instead of 32 delay cells. A two bit up 

saturated counter counts the number of rotation of the digital pulse through delay line. 

During the time window (Ts) if the digital pulse reaches the end of the delay line (8th 

delay cell), reset needed to be done for all delay cells to start a new loop. 

Consequently, resetting delay cells is done at the end of time window Ts and when the 

digital pulse reaches the 8th delay cell as shown in Fig [36].  

Figure 38 
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4.3 Implementation of TADC: 

This is shown as in Figure [37] 

 

 

 

Figure 39 
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4.4 Circuit Design: 

4.4.1 2-bit saturated up counter: 

The first step is to construct the truth table of a synchronous circuit - its Transition 

Table. The transition table shows the state output values after the clock pulse (next) as 

a function of the input and state output values before the clock pulse (now). Since for 

a D type flip-flop the output (Q) after the clock pulse is equal to the input (D) before 

the clock pulse, the transition table becomes a simple input/output truth table. 

Now Next 

Q1 Q2 Q1 Q2 

0 0 0 1 

0 1 1 0 

1 0 1 1 

1 1 1 1 

 

  Q2      Q2  

  0 1     0 1 

Q1 0 0 1   Q1 0 1 0 

 1 1 1    1 1 1 

  D1 (Q1 (next))     D2 (Q2 (next)) 

𝐷1 = 𝑄1 + 𝑄2.      𝐷2 = 𝑄1 + 𝑄2̅̅ ̅̅ . 

 

Figure 40 : Two bit Counter Implementation 
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4.4.2 Magnitude Comparator: 

 

The operation of the magnitude comparator shown in Fig. [39] can be divide into two 

phases. First, the reset phase (clk=0), the nodes out+ and out- are reset to VDD 

through the reset transistors M4 and M5. Second, the evaluation phase (clk=1), the 

NMOS transistor M1 is turned on. The input transistors M2 and M3 starts to 

discharge Di+ and Di- nodes voltage with a different time rate proportional to the 

each applied input voltage from VDD to 0V. When one of Di+ or Di- nodes voltages 

drops around VDD−Vtn, then the NMOS transistors of the cross-coupled inverters 

M6 and M7 turn on. When one of Out+ or Out- nodes voltage reaches around 

VDD−|Vtp|, the PMOS transistors of the inverters also turn on and enabling the 

regeneration of a small differential voltage ΔVin to a full swing differential output. 

Figure 41 : Implementation of Magnitude Comparator 
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Chapter 5: Voltage-to-Time Converter in 65 nm CMOS 

This chapter will present an analysis of the voltage-to-time converter (VTC) designed 

in 65nm CMOS process by TSMC including an introduction of the time mode signal 

processing, an explanation of the physical operation of the circuit, a derivation of the 

output delay using hand-analysis, optimization of the output linearity, a design 

procedure for both single-ended and differential VTC variations. The differential 

input is composed of a DC bias voltage coupled to each of the two RF differential 

signals through bias tees (off-chip).  The range of the VTC is tunable to correct for 

process and voltage, and the tunability can also be used to operate at clock 

frequencies other than 1GS/s. 

In the TADCs, the conversion from an analog signal to a digital representation is done 

on two steps using time mode signal processing (TMSP) as an intermediate step. The 

first step, known as a voltage-to-time converter (VTC) which a series of pulses is 

delayed. The delay of each pulse depends on the analog input at the moment the pulse 

was created. In the second step the time representation is processed and then 

converted into a digital representation using time to digital converter (TDC).  

 

Figure 42 : Analog to Digital Conversion via Time Mode Signal Processing 

5.1 Time-mode signal processing 

TMSP may be defined as the detection, storage, and manipulation of sampled analog 

information using time-difference variables. Moreover, we define a time-difference 

variable ∆T, as the quantity of time between two events. 

5.1.1 Time-difference 

In this work, a time-difference variable refers to the time interval between two digital 

clock edges. Figure [43] illustrates two digital clock signals, 𝜑1 and 𝜑2, and the time-

difference variable,∆𝑇 represented as the time interval between the two clock edge 

transition times t1and t2. 
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Figure 43 : Timing Diagram illustrate time-difference bet, 2 input clock edges 

5.1.2 Voltage-controlled delay unit 

A voltage-controlled delay unit is a circuit that proportionally delays an input time 

event with respect to a sampled input voltage. Figure [44] illustrates the block 

diagram of the voltage controlled delay unit. The implementation of it has two inputs; 

a reference even ∅𝐶𝐿𝐾, and the sampled input voltage 𝑉𝐼𝑁(𝑛)that controls the delay 

of ∅𝐶𝐿𝐾. 

 

Figure 44 : Voltage Controlled delay unit block diagram 

 The voltage-controlled delay unit output is the time-difference variable ∆𝑇𝑜(𝑛). The 

time difference variable ∆𝑇𝑜(𝑛) contains the signal information. Figure [43] shows an 

example timing diagram of the voltage-controlled delay unit operation. The output 

∆𝑇𝑜(𝑛) is proportional to the input voltage 𝑉𝐼𝑁(𝑛) with the voltage-to-time 

conversion factor G∅. 
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Figure 45 : Voltage controlled unit Timing Diagram 

 

The relationship between voltage 𝑉(𝑡)and time t is given by 

𝐼(𝑡) = 𝐶
𝑑𝑉(𝑡)

𝑑𝑡
 

Where C is some nodal capacitance and 𝐼(𝑡) is current. Time can be obtained as the 

dependent variable from equation (previous), such as  

𝑑(𝑡) =
𝐶

𝐼(𝑡)
𝑑𝑉(𝑡)  

From equation (previous), there are two ways to introduce time-mode variables: via 

voltage control or current control. 

The equation describing the conversion process is given by  

∆𝑇𝑜(𝑛) =
𝐶

𝐼𝐼𝑁
𝑉𝐼𝑁(𝑛) = 𝐺𝜑𝑉𝐼𝑁(𝑛) 

Where the voltage-to-time conversion factor 𝐺𝜑is equal to C/𝐼𝐼𝑁. 

A common implementation for this classification of VCDU is often referred to as a 

current-starved inverter [20] – [26]. 
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5.2 Current-starved inverter 

The process of Voltage-to-time conversion is facilitated using a voltage-controlled 

delay unit. The voltage-controlled delay unit is referred to as a current-starved 

inverter, as shown in Figure [46]. Current-starved inverter is an implementation for 

controlling the current. 

 

Figure 46 : Current Starved Inverter 

Current starved inverter cell consists of three transistors. The upper two transistors 

(M1 and M2) form the standard inverter, while M3 is placed to control the flow of 

current in the inverter when 𝑉𝐶𝐿𝐾 is equal to𝑉𝐷𝐷, the discharging current of CL. 

The input voltage 𝑉𝐼𝑁 controls the delay of the falling edge of the clock signal,𝑉𝐶𝐿𝐾 

through the inverter (Transistors M1 and M2) by controlling the discharging current 

of transistor M3. 

The conversion is done by using the analog input signal to control the rate at which 

the capacitor connected to the output of the inverter is charged or discharged. 
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5.3 The analysis of the VTC (Theory) operation 

Voltage-to-time conversion process is the process of sampling an analog voltage and 

converting it into an analog time-difference variable.  

A schematic diagram of the VTC is shown in Fig. [47] 

 

5.3.1 Explanation of Operation 

The VTC operation can be explained by assuming idealized transistor models with the 

addition of parasitic capacitor 𝐶𝑜𝑢𝑡, which is mainly formed from the drain 

capacitances of M1 and M2 and the gate capacitances of M5 and M6.  It is assumed 

that all other node capacitances are significantly less than 𝐶𝑜𝑢𝑡. 

In the figure, M5-M6 forms a standard CMOS inverter, while M1-M4 makes up a 

current-starved inverter. The gate input to M3 is the input signal to the VTC 𝑉𝐼𝑁. The 

gate input to M4,𝑉𝑐𝑜𝑛𝑠𝑡 is a DC bias voltage used to tune the gain and linearity of 

the VTC. 

Since the M1-M2 inverter has starving devices between M2 and ground but not 

between M1 and VDD, rising edges of 𝐶𝐿𝐾 will be slowed down by the starved 

inverter, depending on the value of 𝑉𝐼𝑁. However, falling edges of 𝐶𝐿𝐾 will be passed 

through to 𝑉𝑜𝑢𝑡.  

Figure 47: VTC schematic 
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The VTC operation summary is as follows:  When a rising edge occurs on 𝐶𝐿𝐾(𝑡), 

𝑉𝑜𝑢𝑡(𝑡) begins to ramp downwards from VDD at a rate dependent on 𝑉𝐼𝑁. When this 

ramping signal reaches the threshold of the M5-M6 inverter, a rising edge is triggered 

on the inverter output. 

The delay on this edge, and how it varies with𝑉𝐼𝑁, is what we are interested in 

analyzing. All device lengths and threshold voltages are assumed equal. 

5.3.1.1 Sequence of operation 

0. Initial Conditions 

In steady state, 𝐶𝐿𝐾(𝑡) and 𝑉𝑥(𝑡) equal to zero and 𝑉𝑜𝑢𝑡(𝑡)equals to𝑉𝐷𝐷. In the 

starved inverter, devices M1, M3 and M4 are in deep triode while M2 is in cut-off.  In 

the second inverter, M5 is in cut-off while M6 is in deep triode. 

1. Rising edge on clock input 

Since 𝐶𝐿𝐾(𝑡)goes high, M2 enters cut-off. M1 turns on, entering the saturation 

region. M3 and M4 are still in deep triode so conduct very little current. Charge stored 

on 𝐶𝑜𝑢𝑡 flows through M1.The result is a rapid voltage increase of 𝑉𝑥(𝑡). 

2. M3 and M4 enter saturation 

When 𝑉𝑥(𝑡) is increasing rapidly, it can be assumed that M3 and M4 enter saturation 

mode simultaneously.  Therefore, they limit the current flowing through M2 to a 

constant amount, 𝐼𝑚𝑎𝑥.  This causes 𝑉𝑜𝑢𝑡 to linearly ramp down at a constant rate.   

The fixed current can be calculated as 

𝐼𝑚𝑎𝑥 = 𝐼3 + 𝐼4 

=  
1

2
𝐾𝑃3[𝑉𝑖𝑛 − 𝑉𝑇]2  +  

1

2
𝐾𝑃4[𝑉𝑐𝑜𝑛𝑠𝑡 − 𝑉𝑇]2 

Where  

                                 𝐾𝑃3 =  µ𝐶𝑜𝑥
𝑊3

𝐿
          and         𝐾𝑃4 =  µ𝐶𝑜𝑥

𝑊4

𝐿
                                                                     

and the ramp rate is  

𝑅𝑟𝑎𝑚𝑝 =  
𝐶𝑜𝑢𝑡

𝐼𝑚𝑎𝑥
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The constant current through M1 sets the gate-source voltage of M1 to a constant 

value. Since the gate is held constant at VDD, the voltage of 𝑉𝑥(𝑡) is fixed at 

𝑉𝑥,𝑚𝑎𝑥 = 𝑉𝐷𝐷 − 𝑉𝐺𝑆1 

= 𝑉𝐷𝐷 − (√
𝑊3[𝑉𝑖𝑛−𝑉𝑇]2+𝑊4[𝑉𝑐𝑜𝑛𝑠𝑡−𝑉𝑇]2

𝑊2
 + 𝑉𝑇) 

3. M1 enters triode 

When 𝑉𝐷𝑆1 ≤ 𝑉𝐺𝑆1−𝑉𝑇, which will correspond to 𝑉𝑜𝑢𝑡(𝑡) dropping by VT. After this 

point, 𝑉𝐺𝑆2 will no longer be constant, causing 𝑉𝑥 to decrease. However, the current 

through M2 will still be 𝐼𝑚𝑎𝑥, so the linear ramp on 𝑉𝑜𝑢𝑡 is maintained.  It is 

expected that 𝑉𝑜𝑢𝑡(𝑡) will reach the threshold of the M5­M6 inverter during this step, 

triggering a rising edge on the inverter output. 𝑉𝑜𝑢𝑡(𝑡) will no longer affect the VTC 

output after this switching point. 

4. M3 and M4 enter triode 

When 𝑉𝑥(𝑡) reaches the greater of 𝑉𝐼𝑁 −  𝑉𝑇  and 𝑉𝑐𝑜𝑛𝑠𝑡 – 𝑉𝑇, either M3 or M4 enters 

triode, the current through M2 will begin to decrease, and the ramp on 𝑉𝑜𝑢𝑡 will no 

longer be linear. It can be concluded that 𝑉𝑖𝑛 and 𝑉𝑐𝑜𝑛𝑠𝑡 should each be no higher 

than 
1

2
𝑉𝐷𝐷 − 𝑉𝑇 to ensure that M3 and M4 remain saturated until after the M5-M6 

inverter is triggered. 

5. System returns to steady state 

𝑉𝑜𝑢𝑡(𝑡)And 𝑉𝑥(𝑡)continue to ramp down until they reach 0. 

5.3.2 Derivation of VTC delay 

Using the previous analysis, the VTC delay can be derived. This will be the delay 

from the rising clock edge of M3 and M4 when enter saturation to the point where 

 𝑉𝑜𝑢𝑡  reaches the threshold level for the M5-M6 inverter, which can be estimated 

as 
1

2
𝑉𝐷𝐷. The VTC delay will simply be the time it takes for 𝑉𝑜𝑢𝑡 to ramp linearly 

from 𝑉𝐷𝐷 to  
1

2
𝑉𝐷𝐷. 
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The resulting expression is 

𝑑𝑒𝑙𝑎𝑦 = 𝑅𝑟𝑎𝑚𝑝( 𝑉𝐷𝐷 −  
1

2
𝑉𝐷𝐷) 

=

1
2 𝑉𝐷𝐷𝐶𝑜𝑢𝑡

1
2 𝐾𝑃3[𝑉𝑖𝑛 − 𝑉𝑇]2 +

1
2 𝐾𝑃4[𝑉𝑐𝑜𝑛𝑠𝑡 − 𝑉𝑇]2

 

=  
𝑉𝐷𝐷𝐶𝑜𝑢𝑡

𝐾𝑃3[𝑉𝑖𝑛 − 𝑉𝑇]2 + 𝐾𝑃4[𝑉𝑐𝑜𝑛𝑠𝑡 − 𝑉𝑇]2
 

We can express 𝑉𝑖𝑛 = 𝑉𝐵 + 𝑉𝑎𝑚𝑝 sin(𝑡) where 𝑉𝐵 is the DC bias voltage is and 𝑉𝑎𝑚𝑝  

is the amplitude of the sinusoidal input signal. 

The optimum SNDR can be calculated: 

1) For single-ended VTC optimization 

𝑆𝑁𝐷𝑅𝑠𝑖𝑛𝑔𝑙𝑒,𝑜𝑝𝑡 = (16(
𝑉𝐵 − 𝑉𝑇

𝑉𝑎𝑚𝑝
)2 − 3)2 

2) For differential VTC optimization 

𝑆𝑁𝐷𝑅𝑑𝑖𝑓𝑓,𝑜𝑝𝑡 =
50

13
(4(

𝑉𝐵 − 𝑉𝑇

𝑉𝑎𝑚𝑝
)4 − 1)2 

Equations show that the linearity will be improved by making 𝑉𝑎𝑚𝑝 small and using a 

large overdrive voltage 𝑉𝐵 − 𝑉𝑇. 

5.3.3 Range and Absolute Delay - Single-Ended and Differential VTC 

The main considerations for the design of VTC are the total range and the maximum 

absolute delay.  The total range (𝑡𝑟𝑎𝑛𝑔𝑒) is defined as the difference between the 

output delay for maximum input and for minimum input. This range should be as 

large as possible to relax the resolution requirements on the TDC, but it is limited by 

the clock period and pulse width being used. Since the maximum input is 𝑉𝐵 + 𝑉𝑎𝑚𝑝 

and the minimum input is𝑉𝐵 − 𝑉𝑎𝑚𝑝, the range can be expressed analytically as 
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1) For single-ended VTC optimization 

𝑡𝑟𝑎𝑛𝑔𝑒 =
𝑉𝐷𝐷𝐶𝑜𝑢𝑡

𝐾𝑃3[𝑉𝐵 − 𝑉𝑎𝑚𝑝−𝑉𝑇]2 + 𝐾𝑃4[𝑉𝑐𝑜𝑛𝑠𝑡 − 𝑉𝑇]2
 

   −  
𝑉𝐷𝐷𝐶𝑜𝑢𝑡

𝐾𝑃3[𝑉𝐵 + 𝑉𝑎𝑚𝑝−𝑉𝑇]2 + 𝐾𝑃4[𝑉𝑐𝑜𝑛𝑠𝑡 − 𝑉𝑇]2
 

It is simplified to  

𝑡𝑟𝑎𝑛𝑔𝑒 =
𝑉𝐷𝐷𝐶𝑜𝑢𝑡𝑉𝑎𝑚𝑝

4𝐾𝑃3[𝑉𝐵−𝑉𝑇]3
 

1) For differential VTC optimization 

𝑡𝑟𝑎𝑛𝑔𝑒 =
2𝑉𝐷𝐷𝐶𝑜𝑢𝑡

𝐾𝑃3[𝑉𝐵 − 𝑉𝑎𝑚𝑝−𝑉𝑇]2 + 𝐾𝑃4[𝑉𝑐𝑜𝑛𝑠𝑡 − 𝑉𝑇]2
 

   −    
2𝑉𝐷𝐷𝐶𝑜𝑢𝑡

𝐾𝑃3[𝑉𝐵 + 𝑉𝑎𝑚𝑝−𝑉𝑇]2 + 𝐾𝑃4[𝑉𝑐𝑜𝑛𝑠𝑡 − 𝑉𝑇]2
 

It is simplified to  

𝑡𝑟𝑎𝑛𝑔𝑒 =
2𝑉𝐷𝐷𝐶𝑜𝑢𝑡𝑉𝑎𝑚𝑝

𝐾𝑃3[𝑉𝐵−𝑉𝑇]3
 

The other important consideration is maximum absolute delay (𝑡𝑚𝑎𝑥) which is defined 

as the VTC delay for the smallest possible input. Since only the falling edge is 

delayed, when the VTC delay increases it shrinks the pulse width of the VTC output.  

It must therefore be limited to a safe level for robust VTC operation.  We will define 

the nominal absolute delay (𝑡𝑎𝑏𝑠) as being that produced by the common-mode 

output, 𝑉𝐼𝑁 = 𝑉𝐵. 

1) For single-ended VTC optimization 

𝑡𝑎𝑏𝑠 =
𝑉𝐷𝐷𝐶𝑜𝑢𝑡

𝐾𝑃3[𝑉𝐵−𝑉𝑇]2 + 𝐾𝑃4[𝑉𝑐𝑜𝑛𝑠𝑡 − 𝑉𝑇]2
 

The range can be expressed  

𝑡𝑟𝑎𝑛𝑔𝑒 =
𝑉𝑎𝑚𝑝𝑡𝑎𝑏𝑠

(𝑉𝐵 − 𝑉𝑇)
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To find the maximum delay, we will assume the VTC is relatively linear. 

𝑡𝑚𝑎𝑥 = 𝑡𝑎𝑏𝑠 +
1

2
𝑡𝑟𝑎𝑛𝑔𝑒 

2) For differential VTC optimization 

𝑡𝑎𝑏𝑠 =
𝑉𝐷𝐷𝐶𝑜𝑢𝑡

𝐾𝑃3[𝑉𝐵−𝑉𝑇]2 + 𝐾𝑃4[𝑉𝑐𝑜𝑛𝑠𝑡 − 𝑉𝑇]2
 

=
𝑉𝐷𝐷𝐶𝑜𝑢𝑡

2𝐾𝑃3[𝑉𝐵−𝑉𝑇]3
 

The range can be expressed  

𝑡𝑟𝑎𝑛𝑔𝑒 =
4𝑉𝑎𝑚𝑝𝑡𝑎𝑏𝑠

(𝑉𝐵 − 𝑉𝑇)
 

To find the maximum delay, we will assume the half- VTC is relatively linear on its 

own. 

𝑡𝑚𝑎𝑥 = 𝑡𝑎𝑏𝑠 +
1

4
𝑡𝑟𝑎𝑛𝑔𝑒 

5.3.4 Design Procedure 

The first step is to determine the fixed parameters and design specifications.  First, the 

technology-dependent parameters µ𝐶𝑜𝑥 and 𝑉𝑇  can be estimated from the simulator 

using standard techniques.  

The value of 𝐶𝑜𝑥, is highly dependent on the input capacitance of the inverter 

following the VTC. The size of this inverter can be the same size as VTC devices M1 

and M2, or it can be made larger.  The larger inverter will increase 𝐶𝑜𝑥, which the 

current needed will be increased to achieve a given slope on the output node during 

VTC ramping operation.  This larger current requires larger widths of M3 and M4, 

which will improve their matching and noise performance at the expense of increased 

power consumption. 

Based on design specifications, we choose 𝑉𝑎𝑚𝑝. The desired range and maximum 

absolute delay can be chosen based on clock period (𝑇𝑐𝑙𝑘). 
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Based on the minimum acceptable pulse width, the maximum absolute delay (𝑡𝑚𝑎𝑥) 

can be determined. If the standard 50% duty cycle clock is used, the minimum pulse 

width will be 
1

2
𝑇𝑐𝑙𝑘 − 𝑡𝑚𝑎𝑥. However, the clock duty cycle can be adjusted prior to the 

VTC in order to be able to adjust the absolute delay. 

Based on the optimization equations, the unknown parameters (𝑉𝐵,𝑉𝑐𝑜𝑛𝑠𝑡, 𝐾𝑃3 

and 𝐾𝑃4) can be obtained.   

First, 𝑉𝐵 is set to achieve the desired range and maximum absolute delay. 

1) For single-ended VTC optimization 

𝑉𝐵 =  𝑉𝑇 +  
𝑉𝑎𝑚𝑝 (𝑡𝑚𝑎𝑥 −

1
2 𝑡𝑟𝑎𝑛𝑔𝑒)

𝑡𝑟𝑎𝑛𝑔𝑒
 

=  𝑉𝑇 +  𝑉𝑎𝑚𝑝(
𝑡𝑚𝑎𝑥

𝑡𝑟𝑎𝑛𝑔𝑒
−

1

2
) 

2) For differential VTC optimization 

𝑉𝐵 = 𝑉𝑇 +
4𝑉𝑎𝑚𝑝 (𝑡𝑚𝑎𝑥 −

1
4

𝑡𝑟𝑎𝑛𝑔𝑒)

𝑡𝑟𝑎𝑛𝑔𝑒
 

= 𝑉𝑇 +  4𝑉𝑎𝑚𝑝(
𝑡𝑚𝑎𝑥

𝑡𝑟𝑎𝑛𝑔𝑒
−

1

4
) 

The next step is to find 𝐾𝑃3 

1) For single-ended VTC optimization 

𝐾𝑃3 =
4𝑉𝐷𝐷𝐶𝑜𝑢𝑡(𝑉𝐵 − 𝑉𝑇)𝑉𝑎𝑚𝑝

𝑡𝑟𝑎𝑛𝑔𝑒[16(𝑉𝐵−𝑉𝑇)4 + 4(𝑉𝐵−𝑉𝑇)2(𝑉𝑎𝑚𝑝)2 + (𝑉𝑎𝑚𝑝)4]
 

2) For differential VTC optimization 

𝐾𝑃3 =
8𝑉𝐷𝐷𝐶𝑜𝑢𝑡(𝑉𝐵 − 𝑉𝑇)𝑉𝑎𝑚𝑝

𝑡𝑟𝑎𝑛𝑔𝑒[4(𝑉𝐵−𝑉𝑇)4 + (𝑉𝑎𝑚𝑝)4]
 

The width of M3 can be determined from𝐾𝑃3. 

The choice of 𝐾𝑃4 and 𝑉𝑐𝑜𝑛𝑠𝑡 has an available extra degree of freedom. 
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1) For single-ended VTC optimization 

𝑉𝑐𝑜𝑛𝑠𝑡 = 𝑉𝑇 + √
3𝐾𝑃3

𝐾𝑃4
 (𝑉𝐵 − 𝑉𝑇) 

2) For differential VTC optimization 

𝑉𝑐𝑜𝑛𝑠𝑡 = 𝑉𝑇 + √
𝐾𝑃3

𝐾𝑃4
 (𝑉𝐵 − 𝑉𝑇) 

The width of M4 is suggested to be kept fairly small to improve noise performance 

and reduce parasitic capacitance on the node connected to the drain of M3 and M4, 

although not so small that 𝑉𝑐𝑜𝑛𝑠𝑡exceeds the limit of  
1

2
𝑉𝐷𝐷 + 𝑉𝑇 . 

5.4 VTC Half-Cell 

The core VTC is a pseudo-differential circuit consists of two half-cells. Each half cell 

is fed by the same clock and bias voltages with complementary RF inputs.  

5.4.1 The schematic of the VTC half-cell 

The schematic is composed of 8 CMOS inverters, two of which have additional 

starving devices between the inverter and ground. A bias tee (LC) is used (off-chip) to 

couple the AC input signal with a DC bias voltage. Standard CMOS inverter used to 

sharpen the edges of the signal 𝑉𝑜𝑢𝑡(𝑡). The half-cell schematic is shown in Figure 

[48]. 
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Figure 48 : VTC Half Cell Schematic 

5.4.2 Duty-Cycle Adjustment Circuit 

The first starved inverter, composed of M6-M8, delays the falling edge of the output 

signal.  This device is used to adjust the duty cycle of the clock to allow greater 

conversion time. The starving device M5 is biased with the full supply voltage, adds a 

fixed delay to the falling edge of the output signal. 

The second starved inverter, composed of M1-M5, delays only the rising edge of the 

output signal. The additional pulse width allows additional time for the VTC to 

complete each conversion cycle. Since the VTC delays the rising edge of the output, 

the pulse width of the output is variable. 

5.4.3 VTC Core 

The functionality of VTC core is provided by the starved inverter composed of M1-

M5. This is the VTC circuit that was analyzed in detail. M5 is a small additional 

NMOS starving device with its gate connected to the output of the INV6 inverter that 

comes after the VTC inverter. M5 is attached only to ensure that the node at the 

source of M1 is fully discharged every cycle, even at the slow process corner.  M5 has 

not any role in the delay process because it remains off until the INV6 inverter has 

already switched. It can be noted that the duty-cycle adjustment circuit is the second 

inverter in the chain and the VTC core is the fifth. 
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Depending on whether the delay is applied to one or both edges of the input clock 

pulses, A VTC can be referred to as either a pulse position modulator (PPM) or pulse 

width modulator (PWM) [15]. 

5.4.4 System Description 

The VTC blocks are the same circuits used when not calibrating. These clocks must 

be provided from off-chip. The Figure [49] shows the VTC system block diagram. It 

is expected that a mature realization of the VTC would include internally generated 

clocks using a phase-locked-loop. For calibration, the analog VTC inputs 𝑉𝑖𝑛𝑃  and 

𝑉𝑖𝑛𝑁 must be set to DC levels corresponding to the maximum and minimum values, 

respectively, that will be used in normal operation. So 

𝑉𝑖𝑛𝑃 = 𝑉𝑏𝑖𝑎𝑠 + 𝑉𝑎𝑚𝑝 

𝑉𝑖𝑛𝑁 = 𝑉𝑏𝑖𝑎𝑠 − 𝑉𝑎𝑚𝑝 

Where 𝑉𝑏𝑖𝑎𝑠  and 𝑉𝑎𝑚𝑝  are the DC bias and AC amplitude of the VTC input used in 

normal operation. 

 

Figure 49 : VTC system Block Diagram 

 

 

 



53 

 

5.5 Linearity and Voltage Sensitivity  

Linearity is an important property of any converter. There are various metrics for 

quantifying linearity, including integral non-linearity (INL), differential non-linearity 

(DNL), total harmonic distortion (THD), signal to noise and distortion ratio (SNDR), 

and effective number of bits (ENOB). Of these, ENOB is the most commonly used for 

data converters. The main problem with this delay cell is the nonlinearity between the 

controlled voltage (𝑉𝐼𝑁) and the delay value. This nonlinearity results in introducing 

distortion.  

5.5.1 Linearization method 

The main current starving device M3 is linearized by using source degeneration 

implemented with M6. Several current starving devices with different gate bias 

voltages were used in parallel with M3. This eases the compression of the pulse delay 

time versus input voltage characteristic at high input voltages. The additional parallel 

current starving devices also increase the voltage sensitivity of the VTC. Simulated 

results show the proposed linearization scheme improves the linearity and sensitivity 

of the VTC. 

5.5.2 Voltage Sensitivity and Linearity 

The voltage sensitivity and linearity of the VTC were simulated by sweeping the DC 

input of the VTC and measuring the clock pulse delay time using a transient analysis.  

The linear range is significantly lower for the VTC with no linearization. Although 

the linearity of the VTC linearized with degeneration only is comparable to that of the 

VTC with the enhanced linearization scheme, the voltage sensitivity of the VTC with 

the enhanced linearization scheme is much higher. Using only source degeneration for 

linearization and increasing the width of the main current starving devices, M3, does 

not result in a VTC as sensitive to the input voltage as the VTC with the enhanced 

linearization scheme [26]. 
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5.6 Simulated Results 

The VTC was designed to accept differential input voltages range.  

The transient output of the VTC were simulated by sweeping the DC input of the 

VTC and measuring the clock pulse delay time using a transient analysis with process 

in a commercial RF simulator. 

The results are shown in Fig. [50], where the input voltage controls the delay of the 

rising edges of the clock pulses. 

 

Figure 50 : VTC Transient Output 

 

The circuit was first tested with DC inputs and a 1GS/s clock signal. Fig. [51] shows 

the results over a full input range. The output delay is the time between a rising edge 

on the VTC output and a rising edge on the output clock signal.  

The highlighted area shows the dynamic range. Outside of this range the curve is 

highly non-linear with delay saturation for very low and very high voltages. 
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Figure 51 : VTC Output Delay 

To illustrate the effect of the tuning voltage, Fig. [52] shows the output delay curves 

for various input voltages (dynamic range). The input voltage in the plot is in addition 

to the constant DC bias voltage. 

 

Figure 52 : Linear Operation Range 
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Chapter 6: Vernier Delay line TDC in 65nm CMOS 

6.1 TDC Core 

TDC is time to digital converter, which converts the delay in time to digital output. 

There several types of TDC such as Vernier delay line and Flash. Here in our design 

we used Vernier delay line TDC. 

6.1.1  6-bit Vernier line TDC 

Shown in Fig. [53], the design of the 6-bit VDL-based TDC. The inputs lnP (positive 

line) and InN (negative line) are pulse trains in time that represent sampled 

information as the difference between the rising edges of the two signals (Δtin). The 

TDC is designed to operate with time delay step=tδ. 

 

 

 

      

 

 

                                                               

                                                                              
                                                                                                                                                                                                                                                                                                                                     

 

 

 

 

 

 

                       

            

 

 

 

 

The TDC consists of 63 stages, each stage consists of a tunable delay cell and a flip-

flop. The delays are tuned using control signals VPi and VNi. The first delay is 

designed to delay the negative input relative to the positive by 31tδ. All subsequent 

delay cells delay the inputs in the opposite direction, delaying the positive input 

relative to the negative input by tδ. 

D D D D D Q Q Q Q Q 

Out 1 Out 2 
Out 32 Out 62 Out 63 

-31tδ tδ tδ tδ tδ tδ 

VP1 

VP2 VP3 VP32 VP62 VP63 

VN1 
VN2 VN3 VN32 VN62 VN63 

Inp 

InN 

A1 A2 A3 

A32 
A62 

A63 

B1 B2 B3 B32 B62 B63 

Figure 53 : 6-bit Vernier Delay Line 
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After each delay, a flip-flop decides according to which input’s rising edge occurs 

first, and stores the output (e.g. Out1, Out2, etc.). The flip-flops use a sense-amplifier 

design. 

The flip-flop outputs act as an input to 64-bit thermometer code representation of the 

TDC output. 

 
 

 

 

 

Fig. [54] shows waveforms of simulated TDC for a single input pulse. In this 

example, signals InP and InN arrive at the TDC input at the same time. After passing 

through the first delay stage, a delay of −31tδ is introduced between the signals A1 

and B1. The other following delay stages (2 through 63) each adds a positive tδ 

(tδ=3.125ps) to the delay between the two signals. In the figure, we gave only some 

examples to illustrate the idea also in order to avoid clutter. 

Figure 54 : Simulated TDC waveforms 
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It can be seen that the delay between the two signals changes in the range of -31tδ to 

+31tδ as the signals travel through the VDL. Also shown in Fig. [53] that, the labels 

of the outputs of the flip-flops, Out1, Out3 and so on. The flip-flop output will be ‘0’ 

when its clock signal (Bi) comes before its input signal (Ai), or in other words when 

Δti > 0. The output will be ‘1’ when the data comes before the clock, or when Δti < 0. 

In this way, the thermometer code output is built up.  

In our design the restriction on the speed of the overall ADC was that to be equal 

1GS/s. In the 6-bit VDL TDC it's obvious that at the delay stage number 32, the two 

input signal returns to their initial state (the state with which they arrived the TDC 

with respect to each other), as in the example the two signals at stage 32 returned 

aligned (signals were input exactly aligned). This is because that at the first stage, the 

positive input (InP) is delayed -31tδ with respect to the negative input (InN). Then at 

each following delay stage, the InP is delayed tδ with respect to the InN, so at stage 

number 32 the effect of the first stage will be eliminated. So, we used this property in 

our VDL to increase it’s speed by changing it from one series delay line to two a 

parallel delay line. 

The first line consists of the first 32 delay stages, and the other parallel line consists of 

the remaining 31 delay stages. When the input signals arrive the TDC they enter the 

both parallel lines, and they travel in the two parallel lines simultaneously, so the 

speed is almost doubled Fig. [55]. 
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Figure 55 : 6-bit parallel VDL 

                                                

6.2 Delay Blocks 

 

We produced the variable delays needed for the VDL by the delay block shown in 

Fig. [56]. The core of the delay block is made by M4 and M5 in a standard CMOS 

inverter configuration, but using voltage-controlled current-starving devices M3 and 

M6, we are limiting the maximum current through the inverter. By tuning the voltages 

VgP and VgN we adjust the delay of the rising and falling edges, respectively, of the 

inverter. Devices M1 and M2 are small devices (one quarter width) compared to the 

rest devices, to ensure that a minimum amount of current is able to flow even if M3 

and M6 enter cut-off mode. This ensures that an output will be produced regardless of 

the values of VgP and VgN. 
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Figure 56 : Single Delay Block Schematic 

 

 

Devices M7 and M8 make a standard CMOS inverter which sharpens the edge 

transitions and negates the inversion of the first portion of the delay block. By this 

way, the output rising edges continue to correspond to the input rising edges, and 

likewise for the falling edges. 

 

 

6.2.1 Delay Tuning 

 

As mentioned above, the DC voltages VgP and VgN can be tuned to change the delay 

of the circuit. We need to find a relationship between these voltages so that we can 

treat them as a single tuning parameter delay both the rising and falling by the same 

amount. To find this relationship, first consider the design of a standard CMOS 

inverter. From [27] an approximation for the propagation time for the rising edge 

(tpLH) and falling edge (tpHL) are 
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VDD is the supply voltage, CL is the output load capacitance, and IDN and IDP are 

the drain currents of the NMOS and PMOS transistors respectively during switching. 

The propagation time is defined as the time for the output to fall or rise to 50% of the 

full scale voltage when excited by a voltage step (negative or positive). Since both 

transistors are charging or discharging the same load capacitance, to equalize the 

rising and falling edge propagation times we must equate the NMOS and PMOS drain 

currents. Using simple Level 1 models for transistors in saturation, the currents are 

 

 
 

where μp and μn are the hole and electron mobilities respectively, Cox is oxide 

capacitance per unit area, WP and WN are the PMOS and NMOS gate widths, L is the 

gate length, and VTP and VTN are the absolute PMOS and NMOS threshold 

voltages. VTP and VTN are similar, so all that is left is to adjust the device widths so 

that the ratio 
𝑊𝑝

𝑊𝑛
 is equal to 

𝜇𝑛

𝜇𝑝
. This makes the propagation delays for the falling and 

rising edges to be equal. Simulations show that the correct ratio for the 65nm process 

is 2.1472. 

For the voltage-controlled current-starving transistors (M3 and M6 in Fig. [56]), the 

current produced is 
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Once again the ratio 
𝑊𝑝

𝑊𝑛
 is equal to 

𝜇𝑛

𝜇𝑝
  so to provide the same current drive from each 

device. The gate inputs VgP and VgN must then be adjusted together according to the 

equation 

 

 
 

This relationship ensures that the rising and falling edges are delayed nearly by equal 

amounts, prevent the output pulse width from growing or shrinking relative to the 

input pulse width. 

6.2.2 Simulated Results 

 

Fig. [57] Shows the delay produced by the block in Fig. [54], as we sweep VgN and 

VgP from 0 to VDD. This is the absolute delay of the block; that is, the time between 

the input rising edge crossing the 50% threshold and the output rising edge crossing 

the same threshold.  

For the VDL, the more important delay is the differential delay shown in Fig. [58]. 

This is difference between the delays of the rising edge of the delay block of Fig. and 

a fixed delay block (the same circuit but with VgN and VgP connected to VDD and 

Ground, respectively). And it's obvious that the differential enhances the resolution in 

time. We target the delay to be at normal operation equal to tδ or 3.125ps as 

mentioned above. However the additional tuning range enables the TDC to be used at 

lower data rates with increased timing resolution. Tuning resolution decreases for 

higher delays however, due to the steeper slope of the delay curve for VgN<0.6.  

Fig. [59] shows that the VgP=VDD-VgN relationship is effectively keeps the pulse 

width within +0.5/1.5ps of the nominal 500ps over the entire tuning range. When the 

circuit is biased for 3.125ps differential delay the pulse widths range from 500.44ps to 

501.5ps. 
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Figure 57 : Absolute Delay 

Figure 58 : Differential Delay  
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6.2.3 Complete Differential Delay Blocks 

As described previously, the single tδ delays are generated using a differential circuit 

with one path has a variable delay that can be controlled and the other has a fixed 

delay. Fig. [60] (a) shows this circuit. The lower path with its starving devices biased 

to generate maximum current, producing the minimum delay possible for the circuit. 

The upper path introduces an additional delay, controlled by the VgN and VgP inputs. 

For the delay of -31tδ, the configuration of Fig. [60] (b) is used. The same individual 

delay elements are used (that of Fig. [56]), but with 2 elements in series. In this case, 

the upper path exhibits minimum delay while the bottom path is delayed using VgN 

and VgP, producing a delay in the opposite direction of the tδ circuit. Using 2 

elements to generate 31 times the delay means the circuits have to be biased further 

up the delay curve. The resolution of the tuning of this block is therefore lower due to 

both the factor of 2 and the increase that happens in the slope as delay increases (see 

Fig. [58]. Using 2 elements rather than 31 decreases the power consumption, noise 

generation and layout area for the circuit. It could be possible to save much more area 

by using a single delay element in the bottom path and no element in the top path. 

However, this was considered very risky as any process variation beyond what the 

simulator predicts would make it impossible to reach the desired delay. 

 

 

Figure 59 : Pulse Width variation with VgN 
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Figure 60 : Differential Delay Blocks for generating (a) tδ (b) -31tδ 

 

In order to reach with the ADC speed to be equal 1GS/s, it was desirable to make the 

delay of the bottom line small as possible, as to get the required time resolution 

(tδ=3.125ps) from the differential delay blocks with the minimum delay between the 

input and the output of the delay cell. So we swept the bottom line delays over the 

widths of the transistors M4, M5, M7 and M8 (see Fig. [56]) Fig. [61], and chose the 

width that approaches the minimum delay. 

 
Figure 61 : Sweeping the differential delay over transistor width 
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6.3 Sense Amplifier D-flip-flop 

Sense Amplifier flip-flops (SAFF) has been used in high performance and low- power 

digital systems. Recently some modification were added to the SAFF exhibit a very 

small delay which is calculated as the sum of setup time and clock to output delay in 

high speed applications. The output of the SAFF is differential while the input may be 

single or differential. The SAFF acts with a very small load on the clock since only 

three transistors are connected to the clock [28, 29, 30]. The first design of the SAFF 

was based on the sense amplifier in the first stage and the NAND based cross coupled 

SR latch in the second stage Fig. [62] Modifications were added to the SAFF to 

improve the output stage and to reduce the overall delay [30]. 

 

Figure 62 : Sense Amplifier D-FlipFlop 

 

6.3.1 Analysis of operation 

The sense amplifier stage [28] is precharged during as long as the clock signal is low. 

The high state of S and R keeps MN3 and MN4 on, there sources are being charged 

up to VDD - VtN because there is no way to the ground as the clocked transistor MN6 

is off. Since MN1 or MN2 is on, the common node of MN1, MN2 and MN6 is also 

precharged to VDD – VTN. So, before the rising clock edge all the capacitances in 

the differential tree are precharged. Rising edge of the clock makes a falling transition 

on only one of the sense amplifier outputs, S or R.  
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This negative pulse is being captured by the SR latch and is being held until the end 

of the cycle. AS in [28] SAFF didn't include the transistor MN5.  MN5 is added to 

allow static operation, providing a path to the ground even after the data changed. 

This to prevent the potential charging of the low output of the sense amplifier stage, 

due to the leakage currents. 

S and R can’t be zero at the same time. When the clock is logic low, both S and R   

are precharged to logic high. During the transition of the clock from low to high, 

signals S an R evaluate new logic values. 

Ideally, when clock (CLK) changing from 0 to 1, and D=0, the value of the S node 

should be unchanged, as well as the value of R during the rising of the CLK and D=1, 

as the flip-flop works properly. 

 

(a)  When CLK changes from logic 0 to logic 1, causing the triggering of the flip-

flop. With D is logic 1, branch S is pulled to logic 0. 

(b)  When CLK=1 and D=0, in this case the sense amplifier output R is forced 

low at the leading edge of the clock, leakage currents could charge this node, 

and at the end changes the state of the flip-flop.  

This problem was noticed in [29], and added modification shown in Fig. [62]. 

we added transistor MN5 in Fig. [62], to allow static operation, as it provides a 

path to the ground even after the data is changed. This is to prevent eventual 

charging of the low sense amplifier output, due to leakage currents, to the 

value when it could trigger the latch. 

6.4 Output Decoding using Thermometer Binary Encoder 

Encoder performance is critical for the design of ADC. High speed encoders are 

employed in very fast ADCs such as our TADC, which is used in application such as 

UWB communication receivers involving medium to high resolution and high speed 

[31]. In our design the 2n – 1 -63- (where n is the number of bits in our ADC = 6) 

delay stage (delay cells and D-flip-flop see Fig. [53] or [55]) in our 6-bit ADC 

generate the thermometer code in combination of series of ones then zeroes. The 

encoder circuit converts the thermometer code output from the delay stages into a 

binary code. 
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6.4.1 MULTIPLEXER BASED ECNCODER 

Multiplexer based encoder is a very fast encoder that exhibits a comparatively small 

delay which is convenient with our 1GS/s ADC. 

Multiplexer based encoder idea is based on binary search algorithm and uses only 2:1 

multiplexers. According to bits level of significance they are generated [32,33]. For n-

bit encoder (2n – 1 inputs), the center bit acts as the most significant bit (MSB). The 

MSB is logic 1 only if half of the inputs of the encoder are high.                                 

To find the next lower significant bit (MSB - 1), the thermometer code is divided into 

two parts separated by MSB. The center bit of the two divided parts is decoded using 

2:1 multiplexer where the previous MSB acts as the select signal to the multiplexer. 

The output of the multiplexer is used as next lower significant bit (MSB - 1) code.   

For the next lower significant bit, the codes are again divided into two parts and 

multiplexed recursively till only 2:1 multiplexer remains. 

 Due to the regular structure of this encoder it can be easily expanded to be used in a 

system of higher resolution than 4-bits as in our system we used 6-bit multiplexer 

based encoder consists of 5 stages, each stage consists of 31, 15, 7, 3 and 1 

multiplexer respectively. 

Also the multiplexer based encoder has regular physical layout due to it's regular 

structure. 

In Fig. [63], 4-bit multiplexer based encoder is shown instead of our 6-bit encoder to 

avoid clutter but both with the same concept. 

 
Figure 63 : 4-bit MUX based Encoder 
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Chapter 7: Layout 

7.1 Full Custom IC Design Flow 

As shown in Figure [64], that we first define our specifications at system level, then 

we try to achieve it at schematic level, if we succeeded to achieve required 

specifications we move to more advanced level that called layout, where we can make 

physical verification tests in order to tape out our IC design. 

 

Figure 64 : Analog IC Design Flow 

7.1.1 Physical Verification 

1. Routing between components, then main blocks. 

2. DRC (Design Rule Check) to detect if found any design rule violation. 

3. LVS (Layout Versus Schematic) to check the interconnection of blocks from 

both layout and schematic.  

4. PEX (Parasitic Extraction Using XCalibre) to simulate parasitic effects and 

see how system specifications are affected. 

 



70 

 

7.2 Layout of Main Blocks 

7.2.1 VTC Layout 

1. Inverter 

 

Figure 65 : Inverter Schematic 

 

Figure 66 : Inverter Layout 
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2. Buffer 

 

Figure 67 : Buffer Schematic 

 

 

Figure 68 : Buffer Layout 
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3. Current Starved 1 

 

Figure 69 : Starved 1 Schematic 

 

Figure 70 : Starved 1 Layout 
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4. Current Starved 2 

 

Figure 71 : Starved 2 Schematic 

 

 

Figure 72 : Starved 2 Layout 
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5. VTC Core 

Schematic is shown in Figure [48] 

 

Figure 73 : VTC Half Cell Layout 
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7.2.2 TDC Layout 

1. Big Delay Cell 

Schematic is shown in Figure [56] 

 

Figure 74 : Big Delay Cell Layout 
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2. Delay Cell 

Same schematic with different Sizing 

 

Figure 75 : Delay Cell Layout 
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3. D-Flip Flop 

Schematic Shown in Figure [62] 

 

Figure 76 : D-FF Layout 
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4. 14 Delay Cell connected to 14 D-Flip Flop 

 

Figure 77 : TDC Main Block Layout 
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5. MUX based Thermometer Encoder 

 

Figure 78 : Encoder Layout 
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7.2.3 Overall Chip Design Layout 

 

Figure 79 : Layout of overall system 
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Chapter 8: Conclusion 

8.1 Summary 

8.1.1 Simulation Results 

1. First design achieved results 

 

 

 

 

 

 

 

2. Second design achieved results 

Technology TSMC 65nm CMOS 

Resolution 6 bits 

ENOB 5.4 bits 

B.W. 225 MHZ 

Sampling rate 1 GS/s 

Power supply 1 V 

Input Dynamic Range 172.2 mV Single Ended 

Power Consumption 1 mW 

 

Table 4 : Results of Second Implementation of TADC 

 

 

 

 

Technology TSMC 65nm CMOS 

Resolution 6 bits 

ENOB 5.4 bits 

B.W. 150 MHZ 

Sampling rate 500 MS/s 

Power supply 1.2 V 

Input Dynamic Range 1080 mV Differential 

Power Consumption 1.8 mW 

Table 3 : Results of First Implementation of TADC 
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3. Optimization of area for First design 

Technology TSMC 65nm CMOS 

resolution 6 bits 

ENOB 3.6 bits 

B.W. 80 MHZ 

Sampling rate 400 MS/s 

Power supply 1.2 V 

Input Dynamic Range 1200 mV Differential 

Table 5 : Results of optimization of First Implementation of TADC 

8.1.2 Comparison between this work and others 

Reference Architecture Technology 

Process 

Power Resolution 𝑭𝒔 𝑭𝑶𝑴𝟏 

PJ/conv. 

step 

[14] Delay-Line 65 nm 2 mW 4 1.2 GS/s 0.143 

[34] Flash 90 nm 2.5 mW 4 1.25 GS/s 0.154 

[35] TI-SAR 65 nm 1.8 mW 5 500 MS/s 0.22 

[36] Folding Flash 90 nm 2.2 mW 5 1.75 GS/s 0.064 

[37] Flash 180 nm 78 mW 4 4 GS/s 1.76 

[38] Flash 130 nm 180 mW 6 1.6 GS/s 2.6 

[39] Two-Step Flash 130 nm 49 mW 6 1 GS/s 1.24 

[40] SAR 65 nm 6.7 mW 6 1 GS/s 0.21 

[41] SAR 65 nm 1.2 mW 5 250 MS/s 0.223 

[42] SAR 130 nm 32 mW 6 1.25 GS/s 0.46 

[43] Delay-Line 65 nm 1 mW 4 1 GS/s 0.105 

TADC 1 Delay-Line 65 nm 1.8 mW 6 500 MS/s 0.085 

TADC 2 VTC/TDC 65 nm 1 mW 6 1 GS/s 0.024 

Table 6 : Comparison between different architectures 
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8.2 Future Work 

We should take many points in our consideration in order to optimize and enhance the 

performance of TADC such as: 

 Jitter Analysis, as it affects ENOB directly in both designs. 

 Time Interleaving for first TADC Implementation. 

 Resolve problems affecting ENOB of optimized implementation of first 

TADC implementation. 

 Development and Implementation for hardware of digital calibration of second 

TADC implementation. 

 For second implementation, it needs TDC programming for providing the 

circuit with accurate biasing voltages. 

 Optimize Layout and overall area 
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Appendix A: Steps towards tape-out of an IC 

1. In order to create new library in cadence 6.1x: 

 

2. In order to create new cell view to draw your own schematic: 
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3. Begin by drawing schematic:  

Inserting components  press “i” 

Change component parameter  press “Q” 

For wiring between different components  press “w” 

For make I/O pins  press “p” 

Here is an inverter shown as example 
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4. Create symbol from this schematic: 

 
5. Change symbol block as you like as shown: 
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6. Now, we want to make a testbench file, so we will create new cellview 

as shown: 

and we can pick ideal voltage sources from analoglib as vpulse,vdc,vsin,.. 

 

 
 

7. for simulation of this cell view: 

First, Launch ADE L as shown: 
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Then, choose type of analyses required: 

 
 

After that, choose outputs need to be plotted as shown: 
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Finally, you can simulate your testbench file: 

  

8. After, Creating symbol to use inverter as building block like any other 

component, we need to make layout for this schematic as shown: 
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9. After, Layout extractor appear as shown we need to generate 

components like next step: 

 
10. Now, We will generate our transistors and I/O pins 
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11. Label of I/O pins still need to be modified as shown: 

 
12. Transistor internal structure is hidden,  

In order to make it appear  press “shift + f” 

And you will find some difficulty while moving components, so need to 

edit display options as shown: 

13. To make interconnections between transistors with each other and 

with I/O pins, we use following steps: 

I. To make a path from node to another make check that you select 

required metal layer and beside it written that is used for drawing “dra” ,  

Then press  “p” and make your path 

II. To zoom on components press  “cntrl + z” 

III. To stretch edge of path just press  “s” followed by one left click, 

then start to move 

IV. For ruler to check spacing press  “k”,  

      after finishing press  “shift + k “ 
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V. To be notified in case of DRC violation takes place, activate this 

option as shown: 

 
 

VI. To make via follow shown figure as we need to make via in different 

cases: 

 Between to different metal layers 

 Between Metal 1 and Substrate: to create bulk terminal of NMOS 

transistor 

 Between Metal 1 and N-Well: to create bulk terminal of PMOs 

transistor 

Between Metal layer and poly 

 



97 

 

14. Now, after finish drawing layout we need to run different checks that 

we mentioned before: 

 

First, DRC is done as shown figure: 

 
We will talk about common errors that would appear with DRC: 

1-Errors that can be neglected like the following 

Anything contain “Density or CSR” 

 
 

 
 

2-Errors that is related to dimensions like following can’t be neglected 

just close layout view and press on error  layout viewer will open 

automatically highlighting on error to be resolved. 
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Second, LVS is done as shown figure: 

 
 

If your connections were right, you get this smiley face as shown: 
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Third, PEX is done as shown figure: 

 
After, you run PEX  you get this window: 
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After PEX finish its work  you get this shown figure: 

 
15. Now, We need to simulate parasitic components extracted from 

drawn layout to know its effect on the circuit functionality: 

Now we will test a file called calibre view for old testbench file as shown: 
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Then, edit options as shown: 

 
Finally, we run simulation and get shown figure: 
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Appendix B: VTC Linearity test 

1- Plot Output Delay Signal Vs Input Voltage 

2- Differentiate output Delay Signal by cadence calculator 

3-Calculate Average and Non-Linearity Error of differentiated curve: 

Average = 
𝑀𝑎𝑥−𝑀𝑖𝑛 

2
 & Non-Linearity Error = 

𝑀𝑎𝑥−𝐴𝑣𝑔.

𝐴𝑣𝑔.
 x 100 % 

4-We can use also Matlab to check Non-Linearity Error: 

First: By importing Output Delay Signal Vs Input Voltage to Matlab 

Then, Run this script: 

% Imported Delay Vs Input Voltage .csv file from cadence 
%n: order for fitting 
n=1; % to be linear 
x=x*10^3; % Input Voltage is converted to mV 
y=y*10^12; % Time Delay is converted to psec 
p=polyfit(x,y,1); 
y2=p(:,1)*x+p(:,2); 
slope = (max(y)-min(y))/350; 
error=abs(y2-y); 
nonlin=( max(error)/slope ) / (350/2^n-bits) ;  

% of nonlin 
plot(x,y) 
hold on 
grid 
plot(x,y2,'r') 
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Appendix C: ENOB calculations 

1. We will simulate our TADC at least for 512 cycle using sinusoidal input source 

with 𝐹𝑚=  
Fs

5
 , then save output data stream from cadence after calculation of this 

equation which model DAC (Decimal Weighting for each bit): 

Digital Output = 𝐴0 x 
𝐷𝑅

2𝑁−𝑏𝑖𝑡𝑠−1
 + 2 x 𝐴1 x 

𝐷𝑅

2𝑁−𝑏𝑖𝑡𝑠−1
 + 4 x 𝐴2 x 

𝐷𝑅

2𝑁−𝑏𝑖𝑡𝑠−1
 + ……. 

 Importing data from cadence as shown: 

 

 Then, save output table as .csv file to import it to Matlab. 
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2. We will import data to Matlab, and use Delta-sigma toolbox built-in functions to 

calculate ENOB using the following code: 

data_stream = Cadence_Output*63/1.08; 
dc_offset = sum(data_stream)./length(data_stream); 
data_stream = data_stream-dc_offset; 
N = length(data_stream);     

%Length of your timedomain data  
w=hann(N)/(N/4);    %Hann window 
bw=150e6;           %Base-band 
Fs=500e6;           %Sampling frequency 
f=110e6/Fs;         %Normalized signal frequency  

%choose f&N so that f*N be an integer number 

fB=N*(bw/Fs);       % Base-band frequency bins  

%the BW you are looking at 
[snr,ptot,psig,pnoise]=calcSNR(data_stream,f,3,fB,w,N);  
Rbit=(snr-1.76)/6.02;   % Equivalent resolution in bits 
 


