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Abstract 
According to World Health Organization (WHO), cardio vascular diseases 

(CVD) are the major reason responsible for human death. In 2018, CVDs were 

responsible for 31% of total deaths all over the world annually [11]. 

Electrocardiogram (ECG) is a representation that measures cardiac conduction 

system. ECG measures any abnormality in human heart according to changes in 

depolarization and repolarization of heart. Arrhythmia is one common disease of 

CVDs which is disorder in heartbeat and cardiac conduction system. Arrhythmia 

needs to be identified in its early stages because this prevents the chance of 

development of other heart diseases.          

MIT BIH Arrithmya database was used through the project for training and 

testing. A supervised machine learning model was used for classification which 

is Support Vector Machine (SVM) which is a robust classification Algorithm. 

The feature extraction algorithms used are Autoregressive model, and Shanon 

Entropy for Maximal Overlab Discrete Wavelet Packet Transform of the data. A 

low power Hardware implementation of these complex feature extraction 

algorithms was done in order to do hardware acceleration that would be useful 

for wearable technologies and IoT applications in the near future. A real-time  

FPGA implementation was done on Zynq Ultrascale+ FPGA with dynamic power 

less than 1mW under operating frequency of 10 KHz. 

Moreover, this work extends to attempting generating the first artificial ECG 

database through solving the FitzHugh–Nagumo (FHN) model for cardiac tissues 

on COMSOL Multiphysics. This artificial database is aimed to have controllable 

biasing and infinitely long records. The generated records are correlated to the 

database records (correlation coefficients > 0.7) and then they are subjected to 

the same training and testing methodology. The generated records’ accuracies are 

higher but comparable to accuracies calculated for database records. 

Additionally, the proposed arrhythmia detection system examines the left bundle 

branch block condition which was not possible by the existing database. 
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Chapter1: Introduction, Medical Background 
 

The main objective of this project is to build a complete hardware system that is 

capable of detecting arrhythmia from a single lead, real-time electrocardiogram 

(ECG) signal. In this chapter, the medical concepts are introduced which includes 

human heart cycle, definition and types of arrhythmias, and electrocardiogram 

interpretation. Additionally, the ECG database used in training and testing is 

introduced, the details of training and testing are explained in the next chapters.  

 

Electrophysiology of the Heart: 
 

The human heart anatomy is shown in Figure 1- 1, it is composed of four blood 

chambers: the left atrium, right atrium, left ventricle, and right ventricle, in 

addition to electrical nodes: sinoatrial node (SAN) and atrioventricular node 

(AVN). The atrium, upper chambers, is connected to the ventricles, lower 

chambers, with a special type of electrically insulating tissues; hence, electrical 

pulses cannot be transferred between chambers directly. The right atrium receives 

unoxygenated blood from the body through the coronary sinus, superior vena 

cava, and vena cava. Once the right atrium is filled by unoxygenated blood, right 

atrium pumps this blood into the right ventricle. Then, this unoxygenated blood 

is pumped to the lungs through the pulmonary arteries to get oxygenated. The 

oxygenated blood enters the heart back from the left atrium which pumps it into 

the left ventricle. Eventually, this oxygenated blood is pumped back to the whole 

body after the contraction of the left ventricle. The heart with a normal rhythm 

shall undergo atriums relaxation and contraction simultaneously, and ventricles 

relaxation and contraction simultaneously [2]. 
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Figure 1- 1  Human heart anatomy [1]. 

 

The electrical conduction system of the heart regulates the blood cycle in the 

blood. There are two important terms that are used in describing the heart's 

conduction system: depolarization when the region's potential becomes more 

negative compared to outside of the heart, and repolarization when the potential 

is neutralized due to the balance between depolarization inward ionic currents 

and outward flux. The cardiac conduction system defines the ECG signal 

recorded from different positions on the human body. The conduction cycle starts 

through the activation of the SAN, which generates an electrical pulse that 

depolarizes the atria (contraction). This electric pulse is delayed at the AVN and 

then it propagates through the bundle of His to both right and left bundle 

branches, these bundle branches are terminated with Purkinje fibers that excite 

the muscle cells of the ventricles causes their contraction [3]. The conduction 

system of the heart is illustrated in Figure 1- 2. These electric pulses flow through 

the body tissues which results in the voltage drop that appears in the ECG.   
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Figure 1- 2 Electrical Conduction system of the heart and electrical pulses pathways [3]. 

 

Electrocardiogram (ECG): 
 

Electrocardiogram (ECG) is a visualization for the cardiac electrical activity 

that can be used in diagnosis for a variety of diseases [4]. It is a noninvasive 

way of monitoring the activity of the human heart. Any abnormality or disorder 

in the activity sequence of the heart affects the morphology of the ECG and can 

be identified based on the changes of ECG features. The ECG measures the 

depolarization and repolarization signals, it also helps in identifying [5]: 

 Effect of different drugs on cardiac activity.  

 Disorders in the cardiac system (Arrhythmias).  

 Abnormality in electrical conduction pathways inside the heart. 

 

The normal rhythm ECG is composed of a sequence of peaks as indicated in Figure 

1- 3. The time domain features of the ECG are the P-QRS-T waves' amplitudes 

and intervals between these waves reveal necessary information on the heart's 
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condition. Fig 1.4 illustrates the relationship between the cardiac system cycle 

and the ECG features. 

 

Figure 1- 3 Schematic of ECG signal and its features [6]. 

 

The P wave corresponds to atrial contraction, its amplitude is smaller than that of 

the R peak, its existence reveals that the SAN is activated and that it is a normal 

rhythm, and its absence is a symptom of atrial fibrillation, or premature atrial 

contraction (PAC) [3]. QRS complex corresponds to ventricular contraction, its 

duration and amplitudes reveal information about the depolarization of the 

ventricles and electrical pulses conduction through bundle branches and Purkinje 

fibers,  and its prolongation is always a symptom of bundle branch block [7]. The 

repolarization signal of the atria is masked by the ventricular depolarization 

signal. The T wave corresponds to the ventricular repolarization and its 

disturbance is a symptom of bundle branch block [7] and ischemia [8]. Any 

disorder in the heart conduction system, arrhythmias, corresponds to 

abnormalities in these waves' existence amplitudes or durations. This is the basis 

of heart diseases' detection systems based on the ECG. 
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Figure 1- 4 Cardiac system cycle and its correspondence on the ECG signal. Figure adapted from Shutterstock.com by 

Alila Sao Mai. 
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The 12-Lead Standard Electrocardiogram (ECG): 
 

The ECG signal differs according to the position of the electrodes relative to the 

heart, there are different configurations; however, the most commonly used 

configuration is the 12-lead standard ECG configuration. The12-lead standard 

ECG configuration is composed of 3 Einthoven leads (bipolar), 3-limb leads 

(unipolar), and 6 chest leads. The 3 Einthoven leads (I, II, III) signal is a 

difference between two different leads, the 3-limb leads (AVR, AVL, AVF) and 

the 6 chest leads (V1, V2, V3, V4, V5, V6) record the potential from a single 

point only. Each of these leads has a different view of the heart according to their 

placement as shown in Figure 1- 5. These leads' signals are derived from the 

placement of 10 electrodes on human heart noninvasively as shown in Figure 1- 6.  

 

 
Figure 1- 5 12-lead ECG angles and their different views for the heart. 
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In our work, we have focused only on lead II, the potential between the right arm 

(negative electrode) and left leg (positive electrode), due to its availability in the 

records of the database. Additionally, lead II has the best heart view that yields 

high upright QRS complex and high amplitude P wave compared to the other 

leads of the 12-lead standard system. Thus, lead II is the first and most commonly 

used lead for diagnosis of different heart diseases [10]. 

 

 
 

 

Arrhythmias: 
 

In 2018, the World Health Organization (WHO) has reported that cardiovascular 

diseases (CVDs) are the major (number 1) reason for human death globally and 

contributes to 31% of total deaths annually [11]. One of the most common CVDs 

is cardiac arrhythmia which is a disorder in the heartbeat rate or cardiac 

conduction system. The focus on arrhythmia comes from the fact that early 

detection of arrhythmia prevents the development of more serious conditions. 

 

Figure 1- 6 Electrodes placement in 12-lead ECG configuration and the transformation used for extracting the 12-lead 

signals [9]. 
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Moreover, some types of arrhythmias can cause sudden death as severe 

ventricular fibrillation (VF) [3]. 

 

There are many types of arrhythmias, each of them is different in its symptoms, 

causes, severity, and ECG morphology. These types can be categorized in general 

into four categories: abnormality in heartbeat rate (either fast or slow), irregular 

heartbeat with abnormal ECG morphology, blockage of the cardiac conduction 

system (either right or left bundle branch), and early beats not triggered by the 

SAN [3]. Each of these categories includes different diseases according to the 

region of occurrence and condition. In the following context, the main types of 

cardiac arrhythmias are introduced briefly [3].  

 

 

Figure 1- 7 ECG morphology for different cardiac arrhythmia types [13]. 



University of Science and Technology at Zewail City                              Chapter 1        

 

 

 Bradycardia is the condition of having slow heartbeats, it delays the 

pumping of the oxygenated blood to the body and might affect vital organs 

in the body. Nevertheless, resting for too long or sleeping slowers the 

heartbeat; hence, the diagnosis of bradycardia involves monitoring the 

patient's heartbeats for a long duration.  

 Tachycardia is the condition of having fast heartbeats, these fast beats 

hinder the complete filling of the ventricles before pumping the 

oxygenated blood to the body; hence, some organs might suffer from 

oxygenated blood deficiency.  

 Atrial flutter is the condition of having a disorder in the SAN that causes 

the atria to depolarize very fast compared to the ventricles which lead to 

an ECG single composed of successive P waves (flutter waves).  

 Premature atrial contractions (PAC), it is a condition that occurs when 

a group of cells in the atria gather together and become electrically active 

(ectopic node) that it triggers the depolarization of the atria prior to the 

SAN. It changes the morphology of the P wave in the ECG in a way that 

differs according to the position of this ectopic node.  

 Atrial fibrillation (AF) is the development of untreated atrial flutter 

condition, it is a disorder in the SAN that leads to dysfunctionality and 

lacking coordination between different regions in the atria. It results in 

abnormal pumping of blood from atria to the ventricles which leads to 

abnormal pumping of oxygenated blood to all body organs.  

 Premature ventricular contractions (PVC) is a condition similar to that 

of PAC; however, the ectopic node is formed inside one of the ventricles. 

The ectopic node depolarizes the ventricles before the atria and results in 

an abnormal morphology of the QRS complex.  
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 Ventricular fibrillation (VF) is a developed condition of PVC where 

several uncoordinated ectopic nodes are created inside the ventricles; 

hence, different parts of the ventricles are depolarized and contracts at 

different times. This uncoordinated and abnormal rhythm might cause 

sudden death [12].  

 Bundle branch block (BBB) is a disorder in the cardiac conduction 

system when one of the bundles or its Purkinje fibers is blocked and does 

not conduct the electrical signal from the AVN to the ventricles; hence, it 

delays the activation of the ventricle on the side of the blockage as it gets 

activated by conduction of the electrical signal through myocardium walls 

of the other ventricle [7]. 

 

 

MIT-BIH Arrhythmia Database:  
 

Despite the existence of many types of cardiac arrhythmias, our analysis is limited 

to conditions available in the dataset. MIT-BIH Arrhythmia dataset [14] available 

on PhysioNet platform [15] has been used for training and testing, it is the most 

commonly used dataset in literature [16]. MIT-BIH Arrhythmia dataset includes 

48 half-hour records of two-channel ECG leads, only 46 records have the ECG 

signal of the modified limb lead II (MLII). MLII is similar to normal lead II; 

however, the electrodes on the arms and legs are positioned nearer to the torso to 

amplify the ECG signal. The dataset records are prepared by the Boston's Beth 

Israel Hospital (BIH) arrhythmia laboratory, the first 23 records (100 series) are 

chosen randomly from their recordings for the arrhythmia patients. The rest 25 

records (200 series) are picked and chosen from the records to include important, 

but uncommon arrhythmia conditions in the dataset [17]. The dataset provides 

annotation for each beat to identify its type based on its morphology. However, 

this dataset suffers from records biasing, as most of the records are extremely bias 
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either for normal or abnormal heartbeats. Additionally, it suffers from the noise 

and artifacts due to the electrodes used in measuring the ECG signal.  

 

Detection of Arrhythmia based on the ECG is still challenging due to the fact that 

arrhythmia symptoms and their correspondence on the ECG morphology might 

vary from one person to another. The physical condition, age, mental status, stress 

and many other factors affect the morphology of the ECG; hence, detection of 

arrhythmia requires long monitoring of the ECG signal. Additionally, the 

available dataset is small and does not cover all cardiac arrhythmias conditions; 

hence, all designed systems and reported accuracies are only valid for conditions 

reported in the dataset. 
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Chapter 2: Machine Learning & Features 

Theory 
Section 1: Machine Learning:  
 

 Machine Learning (ML) is the field of computer science that uses Artificial 

Intelligence (AI) to provide systems with the ability to adaptively identify data 

and improve its identification ability without the need of specific programming 

for the problem. There are different types of ML, however, the two main types 

are supervised and unsupervised learning. In supervised learning the ML model 

is to be trained with labeled data in order to be able to classify future data 

according to the knowledge it gained from the labeled data. On the other hand, 

unsupervised learning deals with unlabeled data and it is up to the ML model to 

identify hidden patterns, cluster the data points into groups, or lower the 

dimensionality. Usually unsupervised learning algorithms are more complex than 

supervised learning algorithms.  

 Supervised learning models are usually used for classifying new data or for 

regression (predicting future data). Since our problem is a classification problem 

between normal and arrhythmic subjects, we need a classification model and the 

problem is called a binary classification problem. The most commonly used 

algorithm in our problem is Support Vector Machine (SVM) algorithm due to its 

robustness and ability to deal with large datasets efficiently. 

 

Support Vector Machine:  
 Support vector machine is a supervised learning algorithm that is built 

according to Statistical Learning Theory (SLT) and it is introduced by Vladimir 

Vapnik [1]. SVM is usually used for binary classification problem, as it is in our 

case, and it uses the old labeled data to build a model that would be able to 

categorize new test points to one of the two categories. A great advantage of SVM 

is that it has a very good generalization ability, that is, if it is trained on a certain 
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data sample the resulting hyperplane will most probably be able to classify any 

test point with the same features. This results from the dependence of SVM on 

Support Vectors (SV) that are the closest points of the two classes to the 

hyperplane. These support vectors contribute greatly to the optimization of the 

classification parameters and play an effective role in the classification operation. 

As a result, after some training, data points other than SVs become redundant and 

barely change the fitting parameters. So, we can note that the generalization 

properties of SVM are good. 

 

SVM Idea:  

 In a binary classification problem, the training data consists of data points  

𝑥𝑖 each of width 𝑚 corresponding to the dimension of the feature space (number 

of features). Each data point 𝑥𝑖 has a corresponding data label 𝑦𝑖 that is +1 or -1 

according to the class to which this data point belongs. If the data is linearly 

separable, then there is an infinite number of hyperplanes that can separate the 

two classes as shown in Error! Reference source not found.. The target of SVM 

algorithm is to choose the hyperplane that maximizes the margin that is the 

distance between the hyperplane and the closest points of the two classes known 

as support vectors.  
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Figure 2- 1 Linearly separable example with different possible hyperplanes. 

The hyperplane equation consists of a vector �⃗⃗�  that is normal to the hyperplane 

and a constant 𝑏 that moves the hyperplane over this direction. When we have a 

test point 𝑥, it can be classified according to the equation: [2] 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(�⃗⃗� . 𝑥 + 𝑏)    (2-1) 

So, for positive samples𝑓(𝑥) ≥  +1, and for negative samples𝑓(𝑥) ≤  −1. Thus, 

it can be written that𝑦𝑖(�⃗⃗� . 𝑥𝑖⃗⃗  ⃗ + 𝑏) = 1, where 𝑦𝑖 is the data label of test point 𝑥𝑖. 

Training points that results in exactly ± 1 are called support vectors and the 

planes passing through these SVs parallel to the hyperplane are called canonical 

hyperplanes as shown in Error! Reference source not found. Error! Reference 

source not found.[33] The distance between the two canonical hyperplanes is 

called the margin needs to be maximized and can be calculated as follows: 

(�⃗⃗� . 𝑥+⃗⃗ ⃗⃗  + 𝑏) − (�⃗⃗� . 𝑥−⃗⃗ ⃗⃗  + 𝑏) = 2    

�⃗⃗� . (𝑥+
⃗⃗ ⃗⃗ ⃗⃗  − 𝑥−⃗⃗ ⃗⃗   ) =  2                  (2-2) 

Normalizing to the unit vector of ||�⃗⃗� ||, it can be shown that (𝑥+
⃗⃗ ⃗⃗ ⃗⃗  − 𝑥−⃗⃗ ⃗⃗   ) =

2

||�⃗⃗� ||
 

and we need to maximized this value or equivalently minimize 
||�⃗⃗� ||

2
 subject to the 

condition that 𝑦𝑖(�⃗⃗� . 𝑥𝑖⃗⃗  ⃗ + 𝑏) = 1.  
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Figure 2- 2: Hyperplane and Canonical hyperplanes and their equations 

This is called a constraint optimization problem that can be reduced to 

minimization of LaGrange function defined as: 

𝐿(𝑤, 𝑏) =
1

2
||�⃗⃗� ||

2
− ∑ 𝛼𝑖[𝑦𝑖(𝑤𝑖⃗⃗⃗⃗ . 𝑥𝑖⃗⃗  ⃗ + 𝑏) − 1]𝑁

𝑖 =1    ( 2-3) 

This new equation consists of the target function to be minimized minus the 

constraint function multiplied by the Lagrange multipliers (𝛼𝑖). To minimize this 

equation, it should be differentiated with respect to 𝑏 and �⃗⃗�  and to be set equal 

to zero. 

𝜕𝐿(𝑤,𝑏)

𝜕𝑏
= −∑ 𝛼𝑖𝑦𝑖

𝑁
𝑖 =1 = 0  (2-4) 

𝜕𝐿(𝑤,𝑏)

𝜕�⃗⃗� 
= �⃗⃗� − ∑ 𝛼𝑖𝑦𝑖

𝑁
𝑖 =1 𝑥𝑖⃗⃗  ⃗ = 0  (2-5) 

Solving for the Lagrange multipliers, �⃗⃗�  𝑎𝑛𝑑 𝑏 can be calculated through: 

�⃗⃗� = ∑ 𝛼𝑖𝑦𝑖
𝑁
𝑖 =1 𝑥𝑖⃗⃗  ⃗    (2-6) 

𝑏 = 𝑦𝑖 − �⃗⃗� . 𝑥𝑖⃗⃗  ⃗    (2-7) 

Kernel Function: 
 

The previous analysis assumed that the data points are linearly separable, 

however, if the data is not separable the trick of kernel function can be used. 

Kernel function is a transformation that is applied over the data set in order to 
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make it separable as shown in Error! Reference source not found.. The notation 

of the kernel function is 𝑘(𝑥𝑖 , 𝑥𝑗) = Φ(𝑥𝑖).Φ(𝑥𝑗) where Φ is the transformation 

function. There are different kinds of kernel functions namely: 

Linear Kernel Function:    𝑘(𝑥𝑖 , 𝑥𝑗) = 𝑥𝑖 . 𝑥𝑗 

Polynomial Kernel function:   𝑘(𝑥𝑖 , 𝑥𝑗) = (𝑥𝑖 . 𝑥𝑗 + 𝑦)𝑛, n = order 

Laplacian Kernel:    𝑘(𝑥𝑖 , 𝑥𝑗) = 𝑒
−𝜓||𝑥𝑖−𝑥𝑗|| 

 

Figure 2- 3: Non-Linearly separable data before and after the application of kernel function 

Radial Basis Kernel:   𝑘(𝑥𝑖 , 𝑥𝑗) = 𝑒
||𝑥𝑖−𝑥𝑗||

𝜎   (2-8) 

Appling the kernel function will help making the data separable in addition to 

changing the minimization function to the following form: 

∑ 𝛼𝑖
𝑁
𝑖 =1 − 0.5∑ ∑ 𝑦𝑗𝑦𝑖𝑘(𝑥𝑗⃗⃗⃗  . 𝑥𝑖⃗⃗  ⃗)𝛼𝑖𝛼𝑗

𝑁
𝑖 =1

𝑁
𝑖 =1   (2-9) 

Doing the math, it can be shown that the classification function of the SVM is: 

𝑓(𝑥) = ∑ 𝑦𝑖𝑘(𝑥𝑖⃗⃗  ⃗. 𝑥 )𝛼𝑖 + 𝑏𝑁
𝑖 =1    (2-10) 

Where x is the new test point after training.  

Sequential Minimum Optimization (SMO) SVM:  

The training process of SVM takes a huge amount of time specifically 

when the data is large and are in very high dimension. In this case, the process of 

optimization and solving for Lagrange multipliers is a very large Quadratic 
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Programming (QP) problem and requires unreasonable amount of memory. 

Hence, SMO was proposed by Platt [4] in 1998 as an optimized training algorithm 

for SVM. SMO SVM training algorithm is shown briefly in Error! Reference 

source not found.. 

 

 

 

Figure 2- 4:  SMO algorithm flowchart 
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Section 2: Feature Extraction Concepts: 

Sub-section1: AR Theory and Mathematics  

Autoregressive model introduction: 

Autoregressive (AR) analysis is an effective algorithm for the estimation 

of the complex signals. Moreover, these signals can be modeled on the base of 

their AR analysis. Thus, AR analysis is widely used in the biomedical 

applications, medical diagnostics, economics and voice recognition. [5] In our 

thesis, it is used to extract features of ECG signals to detect certain diseases.  

Our dataset is considered a time series. A time series is a sequence of 

measurements through time of a certain variable. Thus, in our case its voltage 

measured over time with a time step 1/360 second. An autoregressive model (AR) 

is applied on time series to produce a value which is regressed from previous 

value. So, it predicts a new value by using a linear combination of previous values 

as indicated in equation 2-11.  

𝑦𝑡 = 𝛽0 + 𝛽1 𝑦𝑡−1 + 𝜖𝑡    (2-11) 

It is used as subscript instead of i to emphasize that values are measured over 

time. In this equation, yt-1 has become a predictor for new yt . 𝜖𝑡 represents an 

error term which has same error assumptions in a linear regression model. AR 

model has order which represents how many previous values in time are used to 

predict the present value. So, the above equation (2-11) is a first order AR model 

which is written as AR(1). A second order will depend on two previous values as 

shown in equation 2-12. Generally, a kth order autoregressive model is a multiple 
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linear regression that predicts the value of present variable by using previous 

values from a time series at times 𝑡 − 1, 𝑡 − 2,… , 𝑡 − 𝑘 − 1, 𝑡 − 𝑘 and this model 

is written as AR(k). [6] 

𝑦𝑡 = 𝛽0 + 𝛽1 𝑦𝑡−1 + 𝛽1 𝑦𝑡−2 + 𝜖𝑡  (2-12) 

 

 

Autocorrelation coefficient: 

The previous values are multiplied by coefficients. These coefficients (𝛽) 

are called autocorrelation coefficients. Autocorrelation is a useful guide to the 

properties of a time series, provide useful descriptive information and has unique 

importance in AR model. Thus, autocorrelation mathematics are shown in this 

subsection.  

The concept of autocorrelation coefficient is based on ordinary correlation 

coefficient. It’s assumed that ordinary correlation coefficient is known. Given N 

pairs of measurements of two distinct variables x and y, their sample correlation 

coefficient is shown in equation 2-13. 

𝑟 =  
∑(𝑥𝑖−�̅� )(𝑦𝑖−�̅� )

√∑(𝑥𝑖−�̅� )2  ∑  (𝑦𝑖−�̅� )2 
    (2-13) 

𝑥𝑖  , 𝑦𝑖  : represents the ith element of the N elements. 

�̅� , 𝑦  : represents the average of the N elements in each pair. 

This sample correlation coefficient (r) measures the strength of the linear 

association between the two variables and its range lies between [-1,1]. Also, the 

coefficient has no units which fits with the previously mentioned equations (Eq. 

2-11 & Eq. 2-12). This concept is applied on time series. However, in this case 

only one variable x is present. Given N observations in time series x1, x2, …, xN,  

(N-1) pairs of observations are produced; (x1,x2), (x2,x3), … , (xN-1, xN). Each 

pair of observations is separated by only one-time step. The first variable in each 

pair is considered as variable and the other is considered another variable. Then, 
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these two variables are substituted in equation 2-13 which gives the below 

equation: 

𝑎 =  
∑ (𝑥𝑡− �̅�(1))(𝑥𝑡+1− �̅�(2))

𝑁−1
𝑡=1

√∑ (𝑥𝑡− �̅�(1))
2  ∑ (𝑥𝑡+1− �̅�(2))

2  𝑁−1
𝑡=1  𝑁−1

𝑡=1

   (2-14) 

 

Where  

�̅�(1) = ∑
𝑥𝑡

𝑁−1
𝑁−1
𝑡=1   (2-15) 

�̅�(2) = ∑
𝑥𝑡

𝑁−1
𝑁
𝑡=2   (2-16) 

As the coefficient in equation 2-14 measures the correlation between successive 

observations, it is called an autocorrelation coefficient or a serial correlation 

coefficient at lag one instead of sample correlation coefficient. The two means 

are very close in value to each other especially when having a large number of 

elements (N), thus it is approximated that �̅�(1) ≈ �̅�(2).  This approximation 

results in a reduced equation:  

𝑎 =  
∑ (𝑥𝑡−�̅� )(𝑥𝑡+1− �̅�)𝑁−1

𝑡=1

(𝑁−1) ∑  (𝑥𝑡− �̅�)2 𝑁⁄  𝑁
𝑡=1

  (2-17) 

Where �̅� is the sample mean and is calculated by the given equation: 

�̅�  =  ∑
𝑥𝑡

𝑁
𝑁
𝑡=1   (2-18) 

As assumed above, the N is large number (in our implementation N is equal to 

64 or higher). Thus the 
𝑁−1

𝑁
 can be neglected. The expression will be: 

𝑎 =  
∑ (𝑥𝑡−�̅� )(𝑥𝑡+1− �̅�)𝑁−1

𝑡=1

 ∑  (𝑥𝑡− �̅�)2𝑁
𝑡=1

  (2-19) 

Equation 2-19 is the final used equation to calculate the autocorrelation 

coefficient in our software model and hardware implementation which are 

discussed in the following chapters. [7] 

 

Burg algorithm for implementing AR model: 
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AR model can be implemented by various methods such as Burg, 

Covariance, modified covariance and Yule-Walker AR Estimators. Covariance 

and modified covariance AR estimator may produce unstable models. However, 

Burg and Yule-Walker AR Estimators always produce a stable model. [8]  

Burg algorithm is preferred over Yule-Walker algorithm in hardware 

implementation as Burg has major advantages such as: [9] 

 Modularity and less computational complexity as it uses lattice structure to 

perform recursive operations.  

 Any order can be added for an existing AR order by adding more lattice 

stages without affecting earlier computations for lower orders. 

Burg method is based on minimizing the sum of the squared forward and 

backward prediction errors:  

𝜖𝑘 =  ∑ 𝑓𝑘
2(𝑛) + 𝑏𝑘

2(𝑛)  𝑁
𝑛=𝑘+1   (2-20) 

Where f and b are the forward and backward prediction errors respectively. K is 

the order of the AR model. N is the length of the input data which the number of 

data elements. 

forward and backward predictions can be calculated using a recursive formula:  

𝑓𝑘(𝑛) =  𝑓𝑘−1(𝑛) − 𝑎𝑘 𝑏𝑘−1(𝑛 − 1)  (2-21) 

𝑏𝑘(𝑛) =  𝑏𝑘−1(𝑛 − 1) − 𝑎𝑘 𝑓𝑘−1(𝑛)  (2-22) 

The (a) parameter is the autocorrection coefficient calculated in the previous 

section. These formulas can be further explained by using Figure 2- 5below. 

 

 

Figure 2- 5: Lattice structure for forward and backward prediction error [10] 
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Forward and backward predictions are initialized by input data from the time 

series where every array is less than the input data by one element (N-1) as 

specified in autocorrelation derivation. Then, these two predictions are used to 

generate autocorrelation coefficient (represented by k in the Figure 2- 5). This 

autocorrelation coefficient is used to produce next forward, backward and AR 

coefficient.  

 The AR coefficients can be obtained from the auto-reflection coefficient using 

Levinson-Durbin algorithm [10]:  

𝐴𝑅𝑚
(𝑙)

=  𝐴𝑅𝑚
(𝑙−1)

+ 𝑎𝑙  𝐴𝑅𝑙−𝑚
(𝑙−1)

    (2-23) 

Where 𝑚 = 1,2,3,… , 𝑙 − 1  and is repeated for 𝑙 = 1,2,… , 𝑘  

At the end of the k iteration for AR(k), AR(k) is produced.   

In this thesis, the procedure of implementing AR model either Software or 

Hardware depends completely on the equation of autocorrelation coefficient, 

forward, backward prediction and AR coefficients equations: 2-19, 2-21, 2-22 

and 2-23. 

 

Wavelet Packet Entropy: 

Entropy 

The concept of entropy in information theory was first introduced by 

ClaudeE. Shannon in 1948[11], and now it is used in various applications of signal 

and image processing. The concept of Shannon entropy depends on the 

probability of a point or a character to appear in a stream of points or characters.  

𝐻 =  ∑ −𝑝𝑖 log(𝑝𝑖) 
𝑀
𝑖=1  (2-24) 

𝑝𝑖 is the probability of point I to occur in the stream of data.[11]  

The Figure 2- 6 shows the values for H function for two possibilities with 

probabilities p and(1-p). 
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Figure 2- 6: Entropy for two possibilities with probabilities p and(1-p) [11] 

 

Wavelet Packet Decomposition 

When the testing signal is changed from the normal state to abnormal state 

or fault state, the amplitude, frequency or both are significantly changed. The 

change in Shannon entropy may not cope with abnormal signals, however, 

wavelet entropy can be used to solve this as it is based on time-frequency analysis, 

featured with multi- resolution analysis and can express the signal’s localized 

feature at time-frequency domains[12]. So, the features calculated from entropy 

are from the ECG signals directly, however the signal is firstly processed by 

MODWT (Maximal overlap discrete wavelet packet transform).  

The decomposing process splits the original signal into two subspaces, V and W, 

which are orthonormal and Complementary to each other [13], as shown 

schematically in Figure 2- 8. 
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The decomposed packet is calculated as follows by these equations:[13] 

 

𝑈𝑗,𝑘
𝑛 (𝑡) =  2−𝑗/2𝑢𝑛 (2−𝑗𝑡 − 𝑘) (2-25) 

𝑈𝑗,0
𝑛 (𝑡) = ∑ ℎ0(𝑘)𝑢𝑗−1,𝑘

𝑖
𝑘   (𝑛 𝑖𝑠 𝑒𝑣𝑒𝑛) (2-26) 

𝑈𝑗,0
𝑛 (𝑡) = ∑ ℎ1(𝑘)𝑢𝑗−1,𝑘

𝑖
𝑘   (𝑛 𝑖𝑠 𝑜𝑑𝑑)  (2-27) 

 

Where k is a shift factor related to the current branch of the decomposing to be 

calculated, and h0(k), h1(k) is a couple of quadruple mirror filters (QMF). This 

decomposition results in the following chart [13]: 

 

 

For classification, MODWT is usually used for extracting features. This is due to 

its great time and frequency localization ability; it can expose the local features 

of the input ECG signal. Moreover, the multi-level decomposition of an ECG 

Figure 2- 7: Decomposing algorithm of DWT. [13] 

Figure 2- 8: Decomposing result of DWT [13] 
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signal into provides multi-scale features with each one to represent a specific 

characteristic of the ECG signal.[14] 

 

The following is an example of a level 3 DWT for an ECG signal performed by 

T. Li and M. Zhou with each row is a depth in the decomposition: 

 

Figure 2- 9: level 3 DWT for an ECG signal [14] 

 

FFT and Inverse FFT 

Discrete Fourier transform (DFT) is a member of Fourier analysis family 

that converts finite digitized sequence of points in time domain to finite digitized 

sequence of points in frequency domain [15]. DFT is used in a wide range of 

applications in digital signal processing. To extract features from ECG signal, 

features must be separable enough. In time domain, features are not highly 

separable, and accuracy decreases drastically. That’s why DFT is used widely in 

medical applications [16].  

DFT for a sequence 𝑋𝑛 is in the form:  

Xk = ∑ 𝑋𝑛 𝑒  
−2𝜋𝑖

𝑁
 𝑛𝑘

𝑁−1

𝑛=0
  ; k =0,1,2,…,N-1       (2-28) 
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Computation complexity of DFT is Ɵ (𝑁2) because DFT needs (N) 

multiplications and N-1 additions, where N is the data size. This makes 

computational complexity is extremely high especially if the data size (N) is 

enormous [17]. Modern applications uses Fast Fourier Transform (FFT) to 

compute DFT because it reduces the computation complexity to Ɵ (𝑁 𝑙𝑜𝑔 𝑁). 

Fast Fourier transform (FFT) is an algorithm published by mathematicians J.W. 

Cooley and John Tukey in 1965 [18]. Cooley-Tukey algorithm reformulate 

discrete Fourier transform (DFT) to reduce time complexity from Ɵ (N2) for DFT 

to          Ɵ (N log N) for FFT. This reduction in time complexity is highly effective 

when the number of points are in thousands or even millions [19]. 

 

 FFT divides DFT of length (N) to two DFTs of lengths𝑁1𝑁2. If 𝑁1= 2 then this 

is called radix-2. Radix-2 means that input data set of length (N) is reduced to 

two datasets of lengths (
𝑁

2
). For example, 16-point DFT is reduced to two 8-point 

DFTs that are even reduced to four 4-point DFTs which are reduced to eight 2-

point DFTs, this approach is called divide and conquer. In radix-2 method, there 

are (log2 𝑁) stages as explained in the above example. Moreover, each stage 

requires N operations, that’s why the complexity of FFT is Ɵ (𝑁 𝑙𝑜𝑔 𝑁). DFT 

could be decomposed to two sets; a set of even points and a set of odd points, this 

is called decimation-in-time (DIT). Another approach is to decompose DFT to 

two sets: first half and second half, this is called decimation-in-frequency (DIF). 

DIT is the approach used in this project [20]. 
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Figure 2- 11: Matlab generated graph representing number of operations versus data sample 

of size (N) 

 compares between DFT and FFT according to number of operations versus data 

size (N). It’s shown that computational complexity increases explosively as the 

 

Figure 2- 10: Matlab generated graph representing number of operations versus data sample of size (N) 
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number of operations increase relative to 𝑁 log2 𝑁. In conclusion, FFT is 

extremely faster than DFT that’s why it is implemented in this project.  

 

Cooley-Tukey algorithm  

DFT for a sequence 𝑋𝑛 is in the form:  

Xk = ∑ 𝑋𝑛 𝑒  
−2𝜋𝑖

𝑁
 𝑛𝑘

𝑁−1

𝑛=0
     ; k =0,1,2,…N-1   (2-29) 

Radix 2 Decimation in Time (DIT) Cooley – Tukey algorithm divides DFT of 

size N to two smaller DFTs of size 
𝑁

2
 , the first DFT is summation of even indexed 

points (n =2m) and the second DFT is summation of odd indexed points (n = 

2m+1). 

Xk = ∑ 𝑥2𝑚 𝑒  
−2𝜋𝑖

𝑁
 (2𝑚)𝑘

𝑁/2−1

𝑚=0
 + ∑ 𝑥(2𝑚+1) 𝑒

 
−2𝜋𝑖

𝑁
 (2𝑚+1)𝑘

𝑁/2−1

𝑚=0
 (2-30) 

Factorizing out the term 𝑒 
−2𝜋𝑖

𝑁
 𝑘

 from odd part  

Xk = ∑ 𝑥2𝑚 𝑒  
−2𝜋𝑖

𝑁
 (2𝑚)𝑘

𝑁/2−1

𝑚=0
 + 𝑒  

−2𝜋𝑖

𝑁
 𝑘 ∑ 𝑥(2𝑚+1) 𝑒

 
−2𝜋𝑖

𝑁
 (2𝑚)𝑘

𝑁/2−1

𝑚=0
 (2-31) 

𝑋𝑘 =  𝑋𝑒𝑣 + 𝑒  
−2𝜋𝑖

𝑁
 𝑘 𝑋𝑜𝑑𝑑  (2-32) 

Where, 𝑋𝑒𝑣 is DFT for even indexed inputs, 𝑋𝑜𝑑𝑑 is DFT for odd indexed inputs, 

𝑒  
−2𝜋𝑖

𝑁
 𝑘

 is the 𝑁𝑡ℎprimitive roots of the unity which is called also twiddle factor 

(𝑊𝑁).   

For even part,  

𝑋
𝑒𝑣(𝑘+

𝑁

2
)
 = ∑ 𝑥2𝑚 𝑒  

−2𝜋𝑖

𝑁
 (2𝑚)(𝑘+

𝑁

2
)

𝑁/2−1

𝑚=0
  (2-33) 

𝑋
𝑒𝑣(𝑘+

𝑁

2
)
= ∑ 𝑥2𝑚 𝑒  

−2𝜋𝑖

𝑁
 (2𝑚)𝑘

𝑁/2−1

𝑚=0
 𝑒−2𝜋𝑚𝑖 (2-34) 

∵ 𝑒−2𝜋𝑚𝑖 = 1 

𝑋
𝑒𝑣(𝑘+

𝑁

2
)
= ∑ 𝑥2𝑚 𝑒  

−2𝜋𝑖

𝑁
 (2𝑚)𝑘

𝑁/2−1

𝑚=0
= 𝑋𝑘    (2-35) 
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The results proofs that, even part is periodic, 𝑋
𝑒𝑣(𝑘+

𝑁

2
)
=  𝑋𝑘. The same result for 

odd part, 𝑋
𝑜𝑑𝑑(𝑘+

𝑁

2
)
= 𝑋𝑘  

For the twiddle factor, 

𝑒  
−2𝜋𝑖

𝑁
 (𝑘+

𝑁

2
) = 𝑒

−2𝜋𝑖

𝑁
𝑘 𝑒−𝑖𝜋 =  − 𝑒  

−2𝜋𝑖

𝑁
 𝑘

  (2-36) 

It’s shown that twiddle factor is also periodic. 

From equations (2-35) and (2-36),  

𝑋𝑘+𝑁/2 =  𝑋𝑒𝑣(𝑘) − 𝑒  
−2𝜋𝑖

𝑁
 𝑘 𝑋𝑜𝑑𝑑(𝑘) (2-37) 

According to equations (2-32) (2-36) (2-37), the periodic nature of even part, odd 

part and twiddle factors decreases the computation complexity drastically as FFT 

uses intermediate results previously calculated. Figure 2- 12 below illustrates 

clearly radix-2 DIT for N points FFT. 

  

Inverse FFT  

Inverse fast Fourier transform (IFFT) could be implemented easily and 

directly from original forward FFT. The following is a proof for this fact [21].  

First, inverse DFT (IDFT) equation is,  

Figure 2- 11: Radix-2 DIT N-FFT graphical representation 
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𝑋𝑛 =
1

𝑁
∑ 𝑋(𝑘)𝑒

𝑗2𝜋𝑘𝑛

𝑁

𝑁−1

𝑁=0
    (2-38) 

𝑒
𝑗2𝜋𝑘𝑛

𝑁  Could be written in the form cos (
𝑛𝜋𝑘𝑛

𝑁
) + 𝑗 sin(

𝑛𝜋𝑘𝑛

𝑁
), and 𝑋(𝑘)could be 

written in the form  𝑋𝑟𝑒𝑎𝑙(𝑘) + 𝑗 𝑋𝑖𝑚(𝑘) , substituting in (2-38). 

 

𝑋𝑛 =
1

𝑁
∑ [𝑋𝑟𝑒𝑎𝑙(𝑘) + 𝑗 𝑋𝑖𝑚(𝑘)]

𝑁−1

𝑁=0
∗ [ cos (

𝑛𝜋𝑘𝑛

𝑁
) + 𝑗 sin(

𝑛𝜋𝑘𝑛

𝑁
)] (2-39) 

 

Multiplication from equation (2-39) is carried out.  

 

𝑋𝑛 =
1

𝑁
 ∑ [𝑋𝑟𝑒𝑎𝑙(𝑘) cos (

𝑛𝜋𝑘𝑛

𝑁
) − 𝑋𝑖𝑚(𝑘) sin (

𝑛𝜋𝑘𝑛

𝑁
)] + 𝑗

𝑁−1

𝑁=0

 

[𝑋𝑖𝑚(𝑘) cos (
𝑛𝜋𝑘𝑛

𝑁
) + 𝑋𝑟𝑒𝑎𝑙(𝑘) sin (

𝑛𝜋𝑘𝑛

𝑁
)]  (2-40)  

Equation (2-40) is the final form of IDFT. 

If 𝑋𝑟𝑒𝑎𝑙  𝑎𝑛𝑑 𝑋𝑖𝑚 𝑎𝑟𝑒 𝑠𝑤𝑎𝑝𝑝𝑒𝑑, 𝑡ℎ𝑒𝑛 𝑓𝑜𝑟𝑤𝑎𝑟𝑑 𝐷𝐹𝑇 𝑖𝑠 𝑎𝑝𝑝𝑙𝑖𝑒𝑑. 
 

𝑋𝑛 = ∑ [𝑋𝑖𝑚(𝑘) + 𝑗 𝑋𝑟𝑒𝑎𝑙(𝑘)]
𝑁−1

𝑁=0
∗ [ cos (

𝑛𝜋𝑘𝑛

𝑁
) − 𝑗 sin(

𝑛𝜋𝑘𝑛

𝑁
)]   (2-41) 

 

Multiplication from equation (2-41) is carried out.  

𝑋𝑛 = ∑ [𝑋𝑖𝑚(𝑘) cos (
𝑛𝜋𝑘𝑛

𝑁
) + 𝑋𝑟𝑒𝑎𝑙(𝑘) sin (

𝑛𝜋𝑘𝑛

𝑁
)] + 𝑗

𝑁−1

𝑁=0

 

[𝑋𝑟𝑒𝑎𝑙(𝑘) cos (
𝑛𝜋𝑘𝑛

𝑁
) − 𝑋𝑖𝑚(𝑘) sin (

𝑛𝜋𝑘𝑛

𝑁
)](2-42) 

 

Swapping real part with imaginary part from equation (2-42) and divide by N, 

 

𝑋𝑛 =
1

𝑁
 ∑ [𝑋𝑟𝑒𝑎𝑙(𝑘) cos (

𝑛𝜋𝑘𝑛

𝑁
) − 𝑋𝑖𝑚(𝑘) sin (

𝑛𝜋𝑘𝑛

𝑁
)] + 𝑗

𝑁−1

𝑁=0

 

[𝑋𝑖𝑚(𝑘) cos (
𝑛𝜋𝑘𝑛

𝑁
) + 𝑋𝑟𝑒𝑎𝑙(𝑘) sin (

𝑛𝜋𝑘𝑛

𝑁
)](2-43) 
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Equation (2-43) is the same exactly as equation (2-40), this means that forward 

FFT calculations can be manipulated resulted in IFFT. 

  

 

The following Figure 2- 13 [21] summarize how to obtain IFFT from FFT to save 

hardware resources. 

 

The final algorithm for Wavelet Packet Entropy is as follows: 

 Perform FFT on the ECG signal. 

 Perform wavelet packet decomposition. 

 Perform inverse Fourier transform for the decomposed data. 

 Calculate the entropy of the wavelet packet. 

This is summarized in the following flowchart.  

 

 

 

Figure 2- 12: How to make IFFT from FFT source 

Figure 2- 13: Flowchart for wavelet packet entropy 
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Chapter3: Software Implementation by Matlab  

 

Introduction: 
Depending on what discussed earlier, Matlab was used to implement the feature 

extraction algorithms, SVM training and testing. Our goal is finding the highest 

possible accuracy, but some definitions should be discussed before defining the 

accuracy. After the 2 algorithms extracts the features, these features are entered 

to the SVM to be trained. After training, the test vectors are entered to the 

classifier to identify the class of each vector. All the results of the classifier are 

extracted in a matrix called Binary classification confusion matrix.  

 

Figure 3- 1 shows how the Binary classification confusion matrix is. It consists of 

4 sections.  

1- True Positive (TP): This section represents the number of the correct 

predictions of the first class. In other words, the data which is actually 

positive and predicted to be positive. 

2- False Negative (FN):  This section represents the number of the wrong 

predictions of the first class. In other words, the data which is actually 

positive and predicted to be negative. 

3- False Positive (FP): This section represents the number of the wrong 

predictions of the second class. In other words, the data which is actually 

negative and predicted to be positive. 

4- True Negative (TN): This section represents the number of the correct 

predictions of the second class. In other words, the data which is actually 

negative and predicted to be negative. [1] 
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Figure 3- 1 Binary classification confusion matrix 

 

 

This table is used to calculate other parameters, which will be used to reach the 

definition of the accuracy. Firstly, the precision of a class, which is the number 

of correct predicted vectors of this class divided by the total number of the 

predicted vectors for the same class. For example, the precision of the positive 

class=TP/(TP+FP), and for the negative class= TN/(TN+FN). Another 

definition is the recall of a class, which is the number of the correct predicted 

vectors of this class divided by the actual number of vectors that already belongs 

to this class. For example, the recall of the positive class= TP/(TP+FN), and for 

the negative class=TN/(TN+FP). F1 score is another important definition, which 

is the average of the precision and recall of the class. Now the accuracy can be 

defined as the average of F1 scores of the classes.  

In Table 3- 1 and Table 3- 2, an example of a binary classification confusion matrix, 

precision, recall and F1 score of patient number 212, using window length=1 

second, and using the specified features which will be explained later.  
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 Predicted Positive  Predicted Negative 

True Positive  337 23 

True Negative 20 161 

Table 3- 1  Binary classification confusion matrix 

 

 Precision (%) Recall (%) F1 score (%) 

Positive Class[ARR] 94.39 93.61 94.00 

Negative Class[N] 87.50 88.95 88.22 

Table 3- 2 Precision, Recall and F1 score example 

The test accuracy is calculated by averaging the F1 scores. So accuracy= 91.11 

%, which is the average of 94.00% and 88.22%. 

 

The code implementation   
With the help of model “Signal Classification Using Wavelet-Based Features and 

Support Vector Machines”, the Matlab code was implemented [2]. Signal 

processing toolbox, statistics and machine learning toolbox and wavelet toolbox 

were used in this code. Firstly, the data entered to the matlab. Then, number of 

windows is calculated depending on the winnow size and time length of the input 

data. Using the annotation of the data input, the data is classified into normal and 

Arrhythmia, and the labels are extracted by the same way. In each window, if 

there are only one abnormal beat, the window is considered Arrhythmia.   

All the windows are entered to the feature extraction function 

“helperExtractFeatures”, which contains the two algorithms, AR and Shanon. 

The output of this function is 20 features for each window. All the windows are 

split into two sections, 70 % training and 30 % for testing. The training features 

are entered to the SVM for traing. The training was done using “fitcecoc” model. 

On the other hand, the remaining 30% of the features was entered to the classifier 

using “predict” function. The output of the classifier is compared to the 

annotation of these 30% of the data, and the results were reported.  
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During testing, it was expected to use cross validation technique but because it is 

time consuming, the 70-30 % strategy was used instead. Cross validation 

technique depends on randomizing the data, splitting it into k folds and make the 

training-testing step k times. Finally, averaging the results of the k folds which 

represent the accuracy. [3]    

After defining the accuracy and implementing the code, all the patients form the 

MIT-BIH Arrhythmia database were tested using different training-testing 

strategies. Firstly, train the SVM by 70% of the patients and test by the remaining 

patients. Secondly, training the SVM by 70% of each patient and test by the 

remaining data of it, and repeat this for each patient.  

The first strategy got 90% accuracy, but it is very time consuming. So the 6 

patients that achieved the highest individual accuracy, were chosen to continue 

all the software simulations with. Table 3- 3 represents the accuracies of the 6 

patients chosen with average accuracy 90.2%. 

Patient number 106 119 205 212 213 215 

Accuracy (%) 91.1 94.3 86.3 90.1 88.8 90.86 

Table 3- 3the accuracies of the best 6 patients 

Optimizations 
There are many restrictions in the hardware that forced us to optimize many 

parameters. One of the most significant factors in the hardware is the area to fit 

the design on FPGA. To achieve so, some parameters should be optimized.   

Window size   

Window size is the period of ECG that is annotated and entered to the SVM 

to train with. The smaller the window size is, the larger the number of the 

training and testing data are. 

Window size is a significant factor that affects the accuracy and also highly 

affects the area of the design. Extracting the features from 1 second ECG 

is so easier in terms of time and area than 10 seconds. Sweeping on the 



University of Science and Technology at Zewail City                                Chapter 3         

 

window size was done versus the accuracy using AR features only. The 

result is shown in Figure 3- 2. 

 

Figure 3- 2 sweeping on the window size for shanon only, AR only and both together 

As shown in the figure, 2 seconds represents the best window length 

because it has the highest accuracy. On the other hand, 4 seconds window 

size had the second highest accuracy with the highest standard deviation.  

In fact, 1 second window length was implemented on the hardware due to 

the huge area of the 4 seconds window length. The accuracy dropped from 

88.824 % to 88.10607 which is insignificant comparing to the area saved.  

 

Number of features that entered to the SVM 

Using all the features that extracted from the extraction algorithms leads to 

huge area and also does not lead to the highest accuracy. So sweeping on 

the features that entered to the SVM was a must. This sweeping is so time 

consuming as all the possible combinations of all the 20 features should be 

tested.  

N (number of possible combinations) = 

20C10+ 2(20C1+20C2+20C3+20C4+20C5++20C6++20C7+20C8+20C9) = 

1,048,574 iteration. 
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Each iteration consumes 27 seconds on average as it changes with 

changing the number of features. So the total time for this task would be 

expected to consume 327 days. So it was a must in terms of time, hardware 

area and simplicity to lower the degree of the SVM from polynomial of 

degree 2 to linear.  

 

In Figure 3- 1, sweeping on the number of features that entered to the SVM 

was done. The x-axis represents the number of features n, and the y-axis 

represents the mean of the accuracies for the 6 patients for the best 

combination of n features.   

 

Figure 3- 3 The accuracy for the best combination of n features Vs the number of features n 

 

From Figure 3- 1, it is concluded that around 12 features leads to the highest 

accuracy 91.83 %, but 12 is still a big number of features to be 
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implemented on the FPGA. Because Auto Regression algorithms extracts 

only 4 features, and its area is not sensitive to the number of features, all 

the 4 features of AR were chosen. On the other hand, Shanon algorithm’s 

area depends on the number of features. So the best 4 features for Shanon 

were chosen to be implemented on the hardware, which are features 

number 1,2,3,9.  

The accuracy of those 8 features reached 91.0957 % which is acceptable 

comparing to the highest accuracy with 12 features which is 91.83 %. 

 

 

Decimal points for hardware implementation  

The number of the decimal points of the data should be defined to be 

implemented on the hardware.  

In Figure 3- 4, sweeping on the number of decimal points Vs average 

accuracy was done. 

 

Figure 3- 4 Sweeping on the decimal points Vs the average accuracy of the 6 patients 
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It is concluded that 3 decimal points is the most suitable number as it has 

the highest accuracy. More than 3 decimal points will increase the area a 

lot, and will not increase the accuracy much.  

 

 Data resampling for reducing the area of the hardware 

Because Shanon algorithm consumes huge area in the hardware, the 

sampling frequency had to be lower than 360 Hz. So the data was 

resampled with different frequencies and the accuracies were reported. 

In Figure 3- 5, the sampling rate of Shanon extraction algorithm was fixed 

with some frequencies, which are 128 Hz, 64 Hz and 32 Hz. The sampling 

frequency of AR algorithm was swept, and the average accuracy of the 6-

patients was reported. 

 

 

Figure 3- 5 sweeping on the sampling rate of Shanon and AR Vs the average accuracy 
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It is concluded that the highest accuracy is at 128 Hz sampling rate for 

Shanon, and 100 Hz sampling rate for AR. The accuracy at these 

frequencies reached 92.8969 %. 

In Figure 3- 6, the raw data was graphed with the resampled data with 

frequency 64 Hz to confirm that there is no much difference between them.    

 

 

 

 

 

 

 

Figure 3- 6 360 Hz unresampled data plot and 64 Hz resampled data 
 



University of Science and Technology at Zewail City                                Chapter 3         

 

References  
[1] J. Davis and M. Goadrich, “The relationship between Precision-Recall 

and ROC curves,” Proceedings of the 23rd international conference on 

Machine learning - ICML 06, 2006. 

[2]“modwpt,” Signal Classification Using Wavelet-Based Features and 

Support Vector Machines - MATLAB & Simulink Example. [Online]. 

Available: https://www.mathworks.com/help/wavelet/examples/ecg-

classification-using-wavelet-features.html. [Accessed: 01-Dec-2018]. 

 [3] “Selecting a classification method by cross-validation.” [Online]. 

Available: 

https://link.springer.com/content/pdf/10.1007/BF00993106.pdf. 

[Accessed: 12-Apr-2019].



University of Science and Technology at Zewail City                                Chapter 4     

 

Chapter 4: Hardware Implementation  

 

Detrend Hardware Implementation  
 

Detrend basic idea:  

Detrend is a submodule which calculates the mean of input data, then subtract 

this mean from the input data.  

As shown in Eq. 4.1 shown below, in order to calculate autocorrelation 

coefficient; the sample mean is calculated first, then it is subtracted from the 

sample elements. Detrend turns equation 4.1 into a simpler equation shown in 

equation 4.2.  

𝑎 =  
∑ (𝑥𝑡 − �̅� )(𝑥𝑡+1 − �̅�)𝑁−1

𝑡=1

 ∑  (𝑥𝑡 − �̅�)2𝑁
𝑡=1

               (𝐸𝑞.  4.1) 

𝑎 =  
∑ (𝑑𝑒𝑡𝑟𝑒𝑛𝑑𝑂𝑢𝑡𝑝𝑢𝑡𝑡  )(𝑑𝑒𝑡𝑟𝑒𝑑𝑂𝑢𝑡𝑝𝑢𝑡𝑡+1)

𝑁−1
𝑡=1

 ∑  (𝑑𝑒𝑡𝑟𝑒𝑛𝑑𝑂𝑢𝑡𝑝𝑢𝑡𝑡) (𝑑𝑒𝑡𝑟𝑒𝑛𝑑𝑂𝑢𝑡𝑝𝑢𝑡𝑡  )
𝑁
𝑡=1

               (𝐸𝑞.  4.2) 

 

Detrend is needed for both AR and SE blocks. Thus, instead of implementing it 

inside the algorithms, it is shared between the hardware for better resource 

management.  

Detrend can be divided into two submodules; the first one for mean calculation, 

the second one for subtraction this mean from the data. In mean calculation, as 

the total number of elements is well-known before the synthesis, we divide first 

then sum these divided signals (Eq. 4.3) instead of summing the data then 

dividing by the total number of elements (Eq. 4.4). If addition is done first, the 

bit width should be increased be one bit to accommodate the result of adding two 

large numbers. However, this method produces smaller numbers after addition 

and this preserves the bit width of the module. 

 

𝑚𝑒𝑎𝑛 =  
𝑥1 + 𝑥2 + ⋯ + 𝑥𝑁

𝑁
     (𝐸𝑞.  4.3) 
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𝑚𝑒𝑎𝑛 = 
𝑥1

𝑁
+ 

𝑥2

𝑁
+ ⋯+

𝑥𝑁

𝑁
     (𝐸𝑞.  4.4) 

 

Every element has 22 bits width which corresponds to 1 bit for sign, 11 bits for 

integer and 10 bits for decimal numbers. The input of detrend is from 10-bit ADC 

which produces integers only. Additional bit is added in our module, Since 11 

bits for integer. 10 bits for decimal is justified in chapter 3 which gives small 

error and does not produce huge hardware.  

Two versions are designed for detrend module; an initial version followed by 

more optimized final one. Both are discussed below: 

 

Initial version: 

This version has large hardware, however, produces all outputs in only one clock 

cycle. It takes all inputs at once, divide all inputs, then sum these divided inputs 

to form mean signal. The mean is subtracted from the input signals as shown in 

diagram Error! Reference source not found.. The method produces high 

throughput output. However, it uses blocks of division and subtraction as the 

number of data elements which consumes hardware and power consumption. It 

can be shown that the throughput is not as important as hardware in our system. 

The calculations can be done over multiple cycles and the design is still real time 

design which respects its deadline. This is the idea of the final design.  

 

Figure 4- 1: A descriptive diagram for the hardware (not the entire hardware) 
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Final design: 

The new design uses resources sharing instead of using multiple hardware 

components. Instead of using N elements of dividers, one element is used, and 

the design iterates on this single hardware for the calculations. This design 

sacrifices the throughput as the output now takes multiple clock cycles to be 

ready. Also, it incorporates signals that communicate validity of outputs between 

the submodules. Figure 4- 2 shows the idea of the new design.  

 

Figure 4- 2 The idea of iterating on single element 

This resource sharing design consumed much less hardware as shown in Figure 

4- 3. The first and final design is synthesized on Xilinx Zynq Ultrascale+ 104 

Evaluation Board. Also, each has 360 data element which corresponds to one 

second of data in ECG signal. 

 

Figure 4- 3 LUTs and FF synthesized for every version 
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The final design is implemented into two submodules. Each has its counter and 

control signals for proper operation. As shown in the Error! Reference source 

not found., the mean submodule begins operation when receives a data valid 

signal. It iterates until it produces a valid mean to the Subtractor submodule. 

When the Subtractor receives mean valid and data valid, it subtracts the mean 

from the data, then write this data in the Memory with correct address which 

depends on the number of the input element. When a new window is received the 

module starts the operation from the beginning and disables writing at the 

memory until a valid output is ready to be written again. 

 

Figure 4- 4 Submodules of Final Detrend Design 

 
 

AR Hardware Implementation  

As explained in chapter 2; Eq. 2-19, Eq. 2-21, equation 2-22 and equation 2-23 

are used to implement AR model using Burg method. In this hardware 

implementation, the inputs are loaded from the incorporated memory. These 

inputs are used in forward prediction error (called Efp in hardware) and backward 

prediction error (called Ebp in hardware). Through multiplication and division 

operations as shown in equation 2-19, the autocorrelation coefficient is calculated 

(called k in hardware). Then this coefficient is used to produce new Efp, Ebp and 

AR coefficients which in the next cycle uses these new Efp and Ebp to produce 

new K as in the lattice structure shown in chapter 2.  
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AR(4) is used in our hardware implementation which produces four AR 

coefficient at the end of the four cycles. Also, 22 bit for every data element is 

used like detrend implementation for the same reason explained above. The 

module can be divided into two submodules; first one calculates autocorrelation 

coefficient (K) and the second one updates Efp, Ebp and AR coefficients. Three 

versions are designed for AR model. In each version, the main goal is to minimize 

hardware resources and lower power consumption. A brief explanation about the 

difference between three versions are discussed below.  

 

Initial Version:  

In this version, a series implementation is used. Stage0 is followed by stage1 

which is followed by stage2 etc. So, the output is produced in one clock with a 

huge combinational path and hardware resources to implement basic idea of 

lattice structure shown below in Figure 4- 5.  

 

Figure 4- 5 Lattice structure for forward and backward prediction error [ref r25] 

  

Second Version:  

As can be seen from Figure 4- 5, the same hardware is repeated order of AR times 

to implement the algorithm. Instead of cascading these stages like in version one, 

one stage is implemented. Thus, counters and control signals are used to iterate 

multiple times depending on the order of AR (In our case four). This is reduced 

the hardware nearly four times which is a significant reduction in hardware and 

power consumption by sacrificing throughput. However, lower combinational 

path results in lower delay and higher performance. 
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Third Version: 

Final version is built upon the second version. The second version is splitted into 

two submodules. The first module is optimized for smaller hardware by using 

resource sharing and multiple cycles to produce valid output. The second module 

is optimized for throughput and produces its output in one single cycle.  

The below Figure 4- 6 shows how hardware resources are reduced by 

synthesizing a 64 data element of each version of the three designs on Xilinx 

Zynq Ultrascale+ FPGA.  

 

Figure 4- 6 AR reduction in hardware resources at 64 data elements 

The synthesis results in the above graph contains memory besides AR algorithm 

which adds overhead in the results. However, this overhead is same for the three 

versions as the exact memory is being synthesized. This memory is important in 

AR system to be able to interface with the input without exceeding IO 

requirements of the board. The figure shows important aspect in our system 

design. The first two versions cannot implement a full second of ECG which 

requires 360 data element AR model on the zynq FPGA.  
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Final AR design description:  
 

As shown in Figure 4- 7 and similar to detrend module, the submodules 

communicate by valid signals. When the memory data is valid, the Ep Submodule 

passes these data to K Submodule with a valid signal. K Submodule produces 

autocorrelation coefficient in multiple cycles equal to the number of data 

elements. Then, give it to Ep Submodule to update its coefficient. This loop 

continues until the final output is valid. Clock, reset and new window is omitted 

from the schematic for cleaner preview of the system. However, they are inputs 

for every submodule.   

 

Figure 4- 7 AR Submodules 

 

Final AR system Results:  

All results of this subsection are produced from implementation on Xilinx Zynq 

UltraScale+ ZCU 104 Evaluation Board.  

 

360 Element AR standalone System:  

This system implements complete second of ECG signal with detrend, memory 

and AR modules as shown in Figure 4- 8.  The system consumes 143,429 LUTs 

and 723 DSPs as shown in Figure 4- 9. This system is implemented on clock 
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frequency 10 KHz and consumes nearly 1 mW of dynamic power (excluding I/O 

Power) as shown in Figure 4- 10. 

 

 

Figure 4- 8 Schematic of one second (360 element) standalone AR system 

  

 

Figure 4- 9 Implementation resources for the system 

 

 

Figure 4- 10 Power report summary of the system 
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AR System that will be combined with Entropy module: 

It is found in chapter 3 that it is better to resample the AR to 100 elements instead 

of 360 which gives higher F1_Scores and lower hardware resources.  The system 

is implemented without detrend module as shown in Figure 4- 11. AR Sampling 

module is a very simple module just to adjust connectivity between the memory 

and AR resampled system. The hardware resources and power consumption 

figures are shown in Figure 4- 12, Figure 4- 13 and Figure 4- 14. The power 

consumption is less than one mW for 100 KHz frequency which more than 

enough to respect the deadline of the system and equals to 48 mW for 10 MHz 

which is implemented for comparing reasons only to show how the system 

behaves and consumes power at high frequencies. Figure 4- 15 shows how 

dynamic power excluding (I/Os) changes with higher frequencies. 

 

 

Figure 4- 11 Resampled AR system down to 100 from 360 elements 

 

 

Figure 4- 12 Utilization of hardware resources of AR resampled hardware 
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Figure 4- 13 Power consumption for 100 KHz clock frequency 

 

Figure 4- 14 Power consumption for 10 MHz clock frequency 

 

 
Figure 4- 15 Dynamic power Vs the Frequency 
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Section 2: Wavelet Packet Entropy by Wavelet Packet 

Decomposition and Entropy 

 Initial Implementation 

The algorithm in the following flowchart is the one to be implemented to 

hardware architecture. 

 

Figure 4- 16: Modwpt and entropy algorithm 

The first hardware is implemented to translate the algorithm got from the software 

to a functional  architecture that would be optimized later to get a first sight on 

the architecture of the algorithm at hardware implementation. The algorithm 

implemented is that for getting the four specified features combined giving 

highest accuracy determined from the simulations. The architecture was 

implemented exactly like the software simulations to give the output directly with 

combinational hardware only, consisting of one of  both FFT and Modwpt 

modules followed by four inverse FFT modules and four dividers and 8 array-

element-squaring -instead of 4 array-element squaring and 4 array-element-log 

and multiplication for the architecture to be easier in optimization and for the 

architecture to have uniformity-, and 8 summation modules for arrays of length 
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256 elements. Following is flowchart and architecture of the algorithm using only 

combinational hardware with no flipflops and no clocks, except for Modwt which 

would be discusse

d later. This architecture is shown in Figure 4- 17.  

 

 Optimizing techniques with Final top module 

 

The initial implementation was not possible to be implemented due its very large 

resources needed, which was not feasible to be implemented on FPGA and its 

utilization would pass 1000% of available resources on ZynQ board.  

So, it is be optimized over many stages ending up with the following hardware 

architecture in Figure 4- 18. 

This hardware used the fact of storing the data and use a single module rather 

than repeating it and loop the inputs to this module and store the output in another 

register to be delivered to the next module using hand-shake protocol through 

Figure 4- 17: Pre-optimization architecture 

Figure 4- 18: Optimized architecture 
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signals. The final used modules are only three modules, FFT “which is used for 

both fast Fourier transform and inverse fast Fourier transform by the same 

hardware”, Modwpt “for the decomposition tree generation algorithm of the 

output of the FFT and give the needed arrays serially again to the FFT module 

but this time use it as an inverse FFT” and final module that gets the data after 

inverse Fourier transform to operate the final arithmetic operations to give the 

desired features. 

The flow of the data is as follows: 

 Data entry from detrend module and after resampling to FFT. 

 Output from FFT with both imaginary and real components enters to 

modwpt module which operates on them and then serially gives 4 arrays 

that goes back to FFT that operates in iFFT mode. 

 The 4 output arrays from iFFT are then stored and serially given to 

combtop module that performs the entropy calculation. 
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The modules: 

FFT 

The following shown 5 modules at Figure 4- 20 and 

Figure 4- 19 from the initial implementation are more or 

less the same hardware but repeated 5 times to get all 

desired functionalities of both Fast Fourier transform and 

the inverse Fast Fourier transform “implanted 4 times” 

resulting in 5 repeated hardware  of this module. 

 

 

 

 

This module is optimized on two steps; the first one is to 

transform the combinational module of the FFT to a 

sequential module. 

In this scope, the implementation of FFT depends on radix-2 DIT Cooley-

Tukey algorithm which in turn is based on divide and conquer approach. As 

mentioned before, DFT for input dataset of length (N) is divided to two smaller 

DFTs (even and odd sets) each with size (
𝑁

2
). Below Figure 4- 21 [1] shows 

divide and conquer approach.  

 

Figure 4- 19: FFT 

Figure 4- 20: iFFT 
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After 

dividing dataset, multiplications with twiddle factors (𝑊𝑁
𝑛) are carried out on 

outputs of odd DFT. After that, addition and subtraction calculations are 

performed and result to final output dataset. FFT of size (N) needs 

𝑁

2
log2 𝑁 complex multiplications and 𝑁 log2 𝑁 complex additions [2]. For 

example, for 128 point FFT, 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠 = 448 

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑚𝑝𝑙𝑒𝑥 𝑎𝑑𝑑𝑖𝑡𝑖𝑜𝑛𝑠 = 896 

Which are huge hardware. To solve this problem, FFT is implemented based on 

the resource sharing concept. This means that, in our case, one multiplier is 

used (
𝑁

2
log2 𝑁), this reduces hardware efficiently but increases time. In this 

project, the time is not critical but hardware and power.   

FFT design features: 

 128-pint radix-2 DIT, could be either extend to larger N-points or smaller 

N-points.  

 Forward and inverse with the same hardware. 

 Resource sharing to save hardware.  

 Data width is 27 bits for high accuracy.  

 Implemented on FPGA Zynq UltraScale+ ZCU104 Evaluation Board 

(xczu7ev-ffvc1156-2-e) at different frequencies.  

 Structure could be implemented using ASIC flow. 

 

 

 

 

 

 

Figure 4- 21: FFT decomposition radix-2 DIT 
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Interface 

  

Table 4- 1: Signal description 

Signal  Type  description 

clk input Global clock 

rst Input Global reset 

Xr [3455:0] Input Real input data (27x128) 

Xi [3455:0] input Imaginary input data (27x128) 

Yr [3455:0] output Real output data (27x128) 

Yi [3455:0] Output Imaginary output data (27x128) 

Rdy  Output  Ready signal, outputs is ready 

 

 

 

 

 

 

 

 

 

 

 

Figure 4- 22: 128-FFT core module 
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Architecture 

 

 

 Components: 

Counter  

Counter module takes clock and reset as inputs. From its name, counter output 

(ctr) is input to WROM module and mem module.  

WROM 

WROM takes clock signal and counter and the output is twiddle factor. Twiddle 

factors are provided serially 27-bit by 27-bit to multiply module. 

 

Multiply 

Performs complex multiplication on output of odd 64 FFT with twiddle factor. 

The multiplier carries one multiplication per clock. The data enter the multiply 

module serially 27-bit by 27-bit.  

 

Adder 

Adder module takes the output of multiply module and output of even 64 FFT 

module and perform complex addition on them serially 27-bit by 27-bit.  

 

Figure 4- 23: FFT architecture 
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Sub 

Sub module takes the output of multiply module and output of even 64 FFT 

module and perform complex subtraction on them serially 27-bit by 27-bit.  

Mem module  

Memory module takes clock signal, reset and counter as input signals. It also 

takes outputs from adder and sub modules as inputs to store them serially with 

aid of counter signal. When all outputs are stored, then ready (rdy) signal is high 

and FFT is ready to deliver its outputs to the next module.   

64-FFT 

64-FFT block is the same as 128-FFT that are explained above. 64-FFT is 

decomposed to two 32-FFTs and each 32-FFT is decomposed to two 16-FFT 

and the pattern is repeated until sixty four 2-FFTs are reached. This approach is 

called divide and conquer.  

 

The second step is to select between 5 inputs to the module “once for FFT and 

then 4 times serially for iFFT” to enter the module depending on which step of 

the data flow the algorithm is, if the step is the FFT the data entered is first divided 

by 1024 by shifting and transformed from 22 bits to 27 bits to avoid overflow 

results from multiplication, then the data is entered at the real input for FFT and 

the imaginary is set to zero, through the FFTinpmem module, and the when the 

output is ready from FFT it is passed through FFToutmem module to be the input 

for the next module. Then the FFTinpmem is now ready for the iFFT mode 

waiting for the ready signal from Modwpt module. When this signal is set to one 

the output from Modwpt is entered serially on 4 steps and stored at FFTinpmem 

and given array by array to the FFT module but with swapped real and imaginary 

arrays as discussed earlier.  
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Then the output of the imaginary is the only taken outputs from the FFT is  

stored at FFToutmem, and after the four arrays are stored, they given serially to 

the final module for final arithmetic operations. The architecture of the FFTtop 

module is shown in Figure 4- 24. 

Modwpt 

This module is initially one module at top architecture, so it was optimized 

internally. The module consists of two sub-modules, cfsmemory and modwptdec. 

The first module is used to store and give data to the decompose the input array 

at modwptdec module. 

The process of decomposition consists of giving an array from cfsmemory and 

decompose it at modwptdec then store the two resulting arrays in the memory. 

The decomposing process is done “as discussed earlier” by multiply each element 

from the array by two constants related to the algorithm order and decomposing 

depth and gets two arrays named vhat and what to be stored. This is repeated 15 

times to finally have 30 outputs each one consists of one real and one imaginary 

to have a total of 60 arrays. Only the last 16 correspond to the 16 features that 

would be extracted. 

 This was optimized first by the optimizing the decomposition module, the 

constants to be multiplied is dependent on the step of the decomposing the system 

is currently at by a variable named UF. So, initially there were multipliers for 

each condition of the 4 conditions for multiplication. The optimization is done by 

Figure 4- 24: Architecture of FFT 
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using a mux first, depending on UF to determine the constants for multiplication, 

furthermore the multiplication is done on four steps “once for real part and once 

for imaginary part of both arrays generated from decomposition”. So, the number 

of multipliers is approximately reduced to 1/16 of the initial implementation “1/4 

as there are 4 UF conditions, and 1/4 for repeating the process and generate the 

two output arrays on 4 steps”. Second the cfsmemory, We are not in need to have 

the full 60 arrays stored because we will not use the whole 16 features, the 

features to be extracted are number 5,6,7,13 which means that last 3 real and 

imaginary arrays can be neglected and not implemented. Moreover, once memory 

content of an array is sent to the decomposition module this register can be 

overwritten for further optimization in flipflops. For first 2 memory locations they 

are filled by using the FFT output as direct input for decomposing. The following 

tables summarize the initial sequence of memory locations storage at initial 

implementation and the optimized one. 

Step number 
Input array 1 

(decompose out 1) 

Input array 2  

(decompose out 2) 

Output array 

(decompose in) 

1 - - FFTout 

2 0 1 0 

3 3 2 1 

4 4 5 2 

5 7 6 3 

7 8 9 4 

8 11 10 5 

9 12 13 6 

10 15 14 7 

11 17 16 8 

12 18 19 9 

13 21 20 10 
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14 22 23 11 

15 25 24 12 

16 26 27 13 

17 29 28 - 

Table 4 - 2: Initial sequence of cfsmemory entry 

 

Table 4 - 2 shows the storing sequence before any optimization with needed 

features in bold. 

 

Step number 
Input array 1 

(decompose out 1) 

Input array 2 

( decompose out 2) 

Output array 

(decompose in) 

1 - - FFTout 

2 - 1 

decompose out 

1 "from previous 

step"  

3 3 2 1 

4 4 5 2 

5 2 1 3 

7 6 7 4 

8 4 3 5 

9 8 - 6 

10 13 12 7 

11 14 - 8 

12 - 16 - 

Table 4- 3: Optimized sequence of cfsmemory entry 

Table 4- 3 shows the new sequence of data entry used to optimize in number 

flipflops and keep generating the needed 4 arrays generated “by generate the 

previous needed intermediate arrays”. 
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The final architecture consisting of two modules the memory and the 

decomposing module are shown in Figure 4- 25: Modwpt architecture. 

 

Figure 4- 25: Modwpt architecture 

 

Combtop 

 

The initial implementation of this part of the algorithm is shown at Figure 4- 26. 

This implementation has 2 modules each one is repeated twice, squareelement 

and sumarray. Consequently, it is obvious that one implementation only of  

each module would be used twice at this part of the algorithm. Furthermore, the 

number of dividers should be limited as each divider gets huge utilization of 

available LUTs on the FPGA. So divmemory module is added to store the initial 

array to be divided, and serially insert partition of the array to be divided and 

over-write again at divmemory, this process is optimized to finish after 16 clock 

Figure 4- 26: Pre-optimization architecture of entropy calculation 
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cycles. Finally, as the data is inserted serially from the iFFT, so, it needs to be 

stored first in a memory then serially operate on each array the first squaring, 

summation and division then restore it in the memory, then redo the squaring and 

summation to get the output features, as discussed earlier the squaring is used 

again for more optimization in the hardware with verification from software 

simulations that accuracy is not reduced. The optimized version schematic is 

shown in Figure 4- 27.  

 

So, the data flow of the algorithm is as follows, after storing the 4 arrays serially 

they are given array by array to the squareelement to square each element of the 

array, and in order to reduce the error of decimal points truncation and as the 

input is set to be fraction the output of the squareelement is multiplied by 256 by 

shifting, then this array is delivered to both sumarray and divmem to get the 

summation of the array and then divide each element of the squared array by the 

summation, after the division is over the resulting array is stored at wptmemry by 

overwriting and the next array is set for squaring, summation and division. When 

the 4 arrays are done the looping starts again from first array that is overwritten 

and goes again for squaring and summation and the summation is then delivered 

to the output through wptmemory module with a signal of shannonvalid set to one 

when the 4 features are set and ready. 

Figure 4- 27:  Optimized architecture of entropy calculation 
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Utilization and power estimation of different implementations on FPGA 

kit. 

The design of Shannon algorithm is implemented on Zynq UltraScale+ ZCU104 

Evaluation Board (xczu7ev-ffvc1156-2-e). Full Shannon Entropy system is 

implemented for 32-point “non-optimized FFT”, 64-point “optimized FFT” and 

128-point “optimized FFT” -as we were restricted to “2 power” point numbers 

for FFT implementation- and they all are compared in terms of resource 

utilization and estimated power consumption, before using it in the full system to 

be implemented. 

The following figure shows the comparison between resource utilization between 

the three implemented Shannon algorithms with different points number. The 

following 3 figures, 

Figure 4- 28, Figure 4- 29 and 
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Figure 4- 30 are showing the difference in resource utilization between the three 

implementations. 
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Figure 4- 28: Resource utilization % comparison between 3 different point numbers 
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It is shown that as we are going up with number of points the resource utilization 

is increased linearly with number of points. Except for DSPs as the FFT used in 

Shannon 32 point was not optimized and has much resources used, which shows 

the impact of FFT optimization. 
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Figure 4- 29: LUTs and FFs comparison between 3 different point number 

Figure 4- 30: DSPs comparison between 3 different point number 
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The power is estimated of the 3 designs and compared together at three different 

frequencies,100K, 1M and 10M; the results are summarized in Figure 4- 31, 

Figure 4- 32, and Figure 4- 33. 

Note: if no power is present in the graph then it is estimated to be less than 

0.001W. 
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Figure 4- 31: Power comparison at 100k Hz 

Figure 4- 32: Power comparison at 10M Hz 
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Final System  
All modules are integrated into one single system. Three final systems are 

designed. First two systems are implemented on Vivado Software on Xilinx Zynq 

Ultrascale+ ZCU 104 Evaluation board. The last system is implemented on real 

Virtex 7 Board in ONE-Lab in Cairo University using a Vivado software.  

 

First two systems:  

Both systems have same architecture showed in Figure 4- 34 . The system 

operates on one second 360 element for detrend and memory modules. Then these 

360 data elements are resampled for AR module and Entropy module. The only 

difference between the two systems is the number of resampled elements in 

Entropy module.  

In the fig, data paths are represented by blue color, control signals are represented 

by green color. Clk, reset, new window is omitted for cleaner schematic.  

All included module has been explained above except Shannon Sampling module 

and Feature Valid module. SE sampling module behaves like AR sampling and 
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Figure 4- 33: Power comparison at 1M Hz 
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assigns correct sampled data elements to Shannon module. However, it provides 

additional functionality as SE module needs special handling of valid signal from 

the memory. Valid signal is a level signal that continues to be one as long as the 

output of the memory is valid. SE module needs this valid signal as pulse which 

returns to zero after one clock cycle. SE Sampling module provide this proper 

handling for this control signal. Feature Valid module handles the outputs of AR 

and SE modules since the two outputs are not valid in the same time as AR has 

different throughput than SE. Feature Valid module captures the output of each 

module when valid and does not output them until both are valid.  

 

Figure 4- 34 Schematic of full system on Zynq Ultrascale+ 

As pointed out in the previous chapter, 128-SE module gives better accuracy than 

64-SE module. We implemented the two systems to judge between the tradeoff 

between hardware resources and accuracy. Table 4- 4 hardware resources and accuracy 

of both systems. Table 4- 4 shows hardware resources and accuracy of both systems. 

It is clear that 128-SE consumes significant resources and gives a higher accuracy 

by 1%. A figure of merit is calculated to judge is it worth to implement 128-SE 

instead of 64-SE. The FOM is chosen such that it gives more weight to the 

accuracy (error is cubed) and gives less weight to Flip-flops as they have low 

utilization with respect of LUTs and DSPs. Both designs have nearly same 

dynamic power. So, it is not included in the FOM. It is clear that system 1 is better 
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as it has lower FOM than system 2 with nearly three times less. Thus, we have 

chosen this design to implement it on real FPGA. 

  System 1    (SE: 64) System 2   (SE: 128) 

Resampled elements (AR) 100 data elements 100 data elements 

Resampled elements (SE) 64 data elements 128 data elements 

Bits for single element (AR) 22 bits 22 bits 

Bits for single element (SE) 27 bits 27 bits 

LUTs 112,775 187,230 

DSPs 771 1347 

FFs 117,404 234,712 

Dynamic Power for 10 KHz < 1mW < 1mW 

Accuracy (Mean F1 score) 91.8% 92.9%  

FOM ( 𝐿𝑈𝑇𝑠 ∙ 𝐷𝑆𝑃𝑠 ∙  √𝐹𝐹𝑠  ∙

(1 − 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦)3 )  

16.43 43.7 

Table 4- 4 hardware resources and accuracy of both systems. 

 

Real System implementation:  

 

As indicated above, we chose System 1 to be implemented on Virtex-7 VC709 

Evaluation Platform in ONE-Lab at Cairo University. The system needed 

modification to be able to give it inputs and monitors the outputs. The system has 

huge Input/Output pins which cannot be assigned and controlled through the 

board. We implemented five different blocks in the system:  

 Test generator module: we implemented a module that saved inside it some 

test vector and this module outputs the correct input to the system 

depending on the cycle and reset signal. 

 A Buffer: that converts the system differential clock into single ended 

clock to our module.  

 Clock divider module: to lower the frequency of the system clock. 
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 Virtual Input/output Intellectual Property (VIO IP): This IP gives us 

control over the assigned inputs and outputs which were reset, new 

window, data input valid, Features output and Feature valid signal. 

 Integrated Logic Analyzer Intellectual Property (ILA IP): This IP produces 

a waveform of the assigned signals which were the output signals from AR 

and SE modules and the full system outputs in order to monitor them when 

output valid is triggered.  

Figure shows the hardware resources of the implemented system with power 

consumption. Hardware resources are nearly the same as relatively small logic is 

added to the system. However, dynamic power has been increased significantly. 

This is due to high clock frequency of the system.  

 
Figure 4- 35 Hardware resources and power consumption of real implemented system 
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Chapter 5: Artificial Database Generation Based on 

Modified COMSOL Multiphysics Model 
 

Introduction 
 

Following the context of the previous chapters, it is obvious that the main aim of 

this project is to design and build a complete hardware-based Arrhythmia 

detection system from a single lead, real-time ECG signal. For selecting the 

feature extraction algorithm that yields the highest accuracy, MIT-BIH 

Arrhythmia database [1] available on PhysioNet platform [2] has been used for 

training and testing.  

MIT-BIH Arrhythmia database is composed of 48 half-hour records of two-

channel ECG leads, from which 46 records have the record from the modified 

limb lead II (MLII). The records are studied by the Boston's Beth Israel Hospital 

(BIH) Arrhythmia Laboratory such that the first 23 records, 100 series, are 

selected randomly from Arrhythmia patients' recorded tapes and the rest 25 

records, 200 series,  are chosen to cover clinically important Arrhythmia 

conditions that are uncommon [3]. The database provides an annotation for each 

beat which is used in training the SVM classifier. Despite the fact that this is the 

most commonly cited database in literature [4], it has a major problem as most of 

the records are biased either for normal beats or abnormal beats which is not 

suitable for the adopted personalized training strategy [5] and leads to unreliable 

results and accuracies [6].  One more limitation is the duration of the records, the 

thirty minutes of each record is distributed on training and testing with 

percentages of 70% and 30% respectively. This short duration of training set leads 

to poor-insufficient training for some records [7].  

 

Hence, this part of the project attempts building the first artificial ECG 

database based on a physical model. The main objective of this chapter is to 
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build an unlimited and biased-controlled ECG database which can be used in 

machine learning and artificial intelligence (AI) applications. To the best of our 

knowledge, this is the first reported attempt for generating an artificial database.  

 

The artificial ECG is generated through modifying the cardiac electrical activity 

bidomain finite element model proposed in [8]. This is a simplified two 

dimensional model for human heart implemented on COMSOL Multiphysics® 

[9] which incorporates the modified FitzHugh–Nagumo (FHN) differential 

equations describing electrical activity of the heart [10].  

 

Modeling of the Cardiac Electrical Activity  
 

The simplified 2D  implementation of the modified FitzHugh–Nagumo (FHN) 

model in COMSOL Multiphysics V5.3 [8] incorporates solving the coupled 

differential equation in the heart, which is composed mainly of atria, ventricles, 

septum, bundles, Purkinje fibers, and heart chamber cavities, and simulating the 

propagation of electrical signals through the torso and lungs as indicated in Figure 

5- 1. We have modified the geometry proposed in [8] through defining a boundary 

Figure 5- 1: The geometry of the 2D model used in the simulation and position of electrodes used to generate lead 

II ECG signal. 
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between both right and left ventricles to enable studying medical conditions as 

bundle branch block (BBB) [11], the model geometry is shown in Figure 5- 2. 

 

 

The modified FHN equations [10] describe the electrical activities and their 

propagation across heart wall tissues. This modified version of the FHN model 

has the advantage of simple control of the refractory period and action potential 

duration with a single numerical parameter (e).  The electrical activity of any 

tissue on the heart walls (myocardial tissue) is defined by its intracellular 

potential (Vi), extracellular potential (Ve), and a periodic excitation variable (u). 

Hence, the equations governing the potential development in each region in 

hearts' walls are defined according to [8]: 

 

𝜕𝑉𝑒

𝜕𝑡
−

𝜕𝑉𝑖

𝜕𝑡
+ ∇(−𝜎𝑒∇𝑉𝑒) =  𝑖𝑖𝑜𝑛         (1) 

 

𝜕𝑉𝑖

𝜕𝑡
−

𝜕𝑉𝑒

𝜕𝑡
+ ∇(−𝜎𝑖∇𝑉𝑖) =  −𝑖𝑖𝑜𝑛        (2) 

 

𝜕𝑢

𝜕𝑡
= 𝑘𝑒 [

(𝑉𝑚−𝐵)

𝐴
− 𝑑𝑢 − 𝑏]        (3) 

Figure 5- 2 Heart simplified 2D structure simulated. 
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𝑖𝑖𝑜𝑛 = 𝑘𝑐1(𝑉𝑚 − 𝐵) [𝑎 − 
(𝑉𝑚−𝐵)

𝐴
] [1 − 

(𝑉𝑚−𝐵)

𝐴
] + 𝑘𝑐2𝑢    (4) 

 

𝑖𝑖𝑜𝑛 = 𝑘𝑐1(𝑉𝑚 − 𝐵) [𝑎 − 
(𝑉𝑚−𝐵)

𝐴
] [1 − 

(𝑉𝑚−𝐵)

𝐴
] + 𝑘𝑐2𝑢(𝑉𝑚 − 𝐵)    (5) 

 

where a, b, c1, c2, d, e, k, A, B are mathematical parameters, 𝜎𝑖  𝑎𝑛𝑑 𝜎𝑒 are the 

intracellular and extracellular conductivities of myocardial tissues, Vm = Vi – Ve, 

and iion  is the ionic current within cell membranes and is defined within the 

sinoatrial node (SAN) according to Eqn. (4) and within all other regions 

according to Eqn. (5).  The values of these parameters differ from one region to 

another and the objective of this study is to tailor these parameters, based on 

physical behavioral, in order to generate the ECG of the medical conditions 

presented in the MIT-BIH arrhythmia database.  

 

In all other domains rather than the heart walls, the extracellular voltage (V) is 

defined in the lungs, torso and blood chambers according to:  

 

∇(−𝜎𝑏∇𝑉) =  0                                                                                      (6) 

Where 𝜎𝑏 is the electrical conductivity of the domain at which the equation is 

solved. At boundaries of the myocardial walls tissues, the voltage (V) is set to the 

extracellular voltage within the heart (Ve). The torso external boundaries are 

electrically insulated; hence outward current equals to zero.  

 

Flux boundary condition is used to define the inward and outward flux across all 

boundaries. The interior boundaries, heart boundaries in contact with blood 

chambers and the torso, have a zero outward flux for the intercellular voltage (Vi); 

thus, n.Γ =0 where n is the outward vector normal to the boundary and Γ is the 

outward flux which is defined according to 𝚪 = −𝝈𝒊  
𝝏𝑽𝒊

𝝏𝒏
. For the extracellular 

voltage (Ve), the flux is continuous at these boundaries; thus, the outward current 

density (J) equates the inward flux which can be written as 𝐧.𝐉 = −𝝈𝒆  
𝝏𝑽𝒆

𝝏𝒏
. This 
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model is already implemented on COMSOL Multiphysics [8]; however, it has 

been tailored according to our modified geometry.  

 

This model is capable of generating the ECG signal of the signal-averaged ECG 

(SAECG) and the standard 12-lead system through monitoring the potential at 

different points in the model; however, we have focused our analysis on the 

Einthoven lead (II) which is calculated from the points indicated in Figure 5- 1 

according to:    

 

𝑉𝐼𝐼 = 𝑉𝐿𝐹 − 𝑉𝑅𝐴 & 𝑉𝑅𝐿 = 0  (𝑔𝑟𝑜𝑢𝑛𝑑𝑒𝑑)                        (7) 

 

However, the 2D model is capable only of generating an in-plane projection of 

the ECG signal. The 3D model can be used to study the topological effects and 

out-of-plane ECG signal [12,13]; however, it is beyond the aim of this project 

and adds unnecessary computational burden. 

 

Methodology 
 

Table 5.1 indicates a summary of the medical conditions available in the database. 

As indicated, the most repeated beats are for normal healthy condition, left bundle 

branch block (LBBB), and right bundle branch block (RBBB). For verifying the 

proposed hypothesis, the model is used to generate ECG signals that are 

correlated to these three conditions. The normal beats start with the depolarization 

of the sinoatrial node (SAN) which spreads in the atrial muscles (Corresponds to 

P-wave), then the electrical signal is delayed in the atrioventricular node (AVN) 

which later triggers the depolarization of the ventricles (Corresponds to QRS-

complex) while the atria are being repolarized, eventually the ventricles are 

repolarized (Corresponds to T-wave) as illustrated in Figure 5- 3 . Normally, the 

electrical signal reaches both ventricles simultaneously as the left and right 

pathways, bundle branches and Purkinje fibers, have the same electrical and ionic 

conductivities. In left bundle branch block, the left pathway is blocked and the 
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right ventricle depolarizes firstly and then the depolarization signal transfers from 

the left ventricle to the right ventricle through conduction of heart muscles. In the 

same way, the right ventricle induces the repolarization of the left ventricle. 

Similarly, right bundle branch block involves a delayed depolarization and 

repolarization of the right ventricle that is induced by the left ventricle due to 

blockage of the right bundle or/and right Purkinje fibers [11]. 

 Table 5- 1 SUMMARY OF BEATS REPORTED IN MIT-BIH DATBASE IN 

DESCENDING ORDER[1,2] 

Beat Condition Number of beats 

Normal beat 75052 

Left bundle branch block beat 8075 

Right bundle branch block beat 7259 

Premature ventricular contraction 7130 

Paced beat 7028 

Atrial premature beat 2546 

Fusion of paced and normal beat 982 

Fusion of ventricular and normal beat 803 

Ventricular flutter wave 472 

Nodal (junctional) escape beat 229 

Non-conducted P-wave (blocked APB) 193 

Aberrated atrial premature beat 150 

Ventricular escape beat 106 

Nodal (junctional) premature beat 83 

Unclassifiable beat 33 

Atrial escape beat 16 

Supraventricular premature beat 2 
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Figure 5- 3 The ECG curve and the physical phenomenon corresponding to its peaks [11]. 

The capability of generating artificial ECG database is verified through 

attempting generating ECG similar to that available in the database. Based 

on  Table 5- 1, We aimed to generate ECG records that are similar to the available 

records of patients 212 and 111 [1].  Patient 212 is a 32 years female suffering 

from the right bundle branch block (RBBB). Its record is composed of 1825 

RBBB beats (66.5%) and 923 normal beats (33.5%), it is less biased compared to 

the other records suffering from RBBB. Patient 111 is a 47 female suffering from 

the left bundle branch block (LBBB). Its record contains 2123 LBBB beats 

(99.9%); however, it does not include any normal beats which hinders the usage 

of this record as a training set. Actually, the MIT-BIH arrhythmia database does 

not include any record that contains both normal beats and LBBB beats; hence, 

these LBBB records are not suitable for the training and classification strategy 

we used. This highlights and emphasizes the significance of this part as we could 
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easily generate ECG records with both normal and LBBB beats which can be 

used as a training set. 

 

The model parameters used in [8] are used as a starting and minor modifications 

are done to generate ECG that fits both records of patients 212 and 111. The 

variations in database records can be interpreted by the difference in age, heart 

size, placement position of electrodes, the physical status of the patient ... etc. 

The Branch bundle blockage condition is induced through reducing the ionic 

current (iion), through reducing the parameter k, and the extracellular conductivity 

(e) in the corresponding bundle, the region between the bundle and the ventricles 

separator, and the Purkinje fiber on the blocked side. Moreover, the model is used 

to generate the transmembrane potential distribution in the heart the shows the 

depolarization and repolarization sequence as indicated in the results section, it 

also verifies the reduction of the ionic current and extracellular conductivity to 

cause the bundle branch block (BBB) condition. 

 

For measuring the similarities between the generated ECG and the MIT-BIH 

records 212 and 111, the autocorrelation coefficient for a single beat is calculated, 

the beat is chosen randomly from the record. The autocorrelation coefficient 

evaluates the linear dependence of the two signals independent of their phase 

difference [14]. Additionally, the cross-correlation coefficient for 5 successive 

beats randomly chosen from the record and 5 beats generated from the model is 

calculated. The cross-correlation coefficient considers the possibility of having a 

phase lag between the 2 signals [14], it is a measure of the correlation between 

the ECG signal from the database and a lagged version of the generated ECG.  

For better visualization, the time-domain features of the ECG signal ,for both the 

database and generated signal, are extracted using the Multilevel Teager Energy 

Operator (MTEO) algorithm [15,16] and their distribution is plotted as shown in 

the results and discussion section. However, the database signal is first subjected 
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to a baseline wandering filter to remove the noise modulating the ECG signal as 

shown in Figure 5- 4[17,18]. 

 

 

 

 

 

 

 

 

 

Figure 5- 4 The impact of the Multilevel Teager Energy Operator for baseline wandering removal, black curve 

indicates the raw ECG data from the database for patient 212 and the blue curve indicates the same sampled data 

after baseline wandering removal. 
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Results and Discussion 
 

 

As discussed earlier, the correlation between the generated ECG signals and MIT-

BIH database, records 212and 111, is evaluated and tabulated in Table 5.2. We 

have set our satisfactory criterion as a 0.7 or higher correlation coefficient 

between the two compared signals. The single beat correlation coefficient is a 

measure of the similarities between the ECG beats generated from COMSOL and 

the patient's ECG data, it focuses on the peak values, PQRST peaks, rather than 

the intervals between these peaks. On the other hand, the five beats cross-

correlation is a measure of the similarities between the two records as a whole, it 

focuses on both the peak values, the intervals between these peaks and the general 

beat rate. Hence, the values calculated for the cross-correlation coefficients are 

lower than that of the autocorrelation coefficient due to considering the error in 

intervals between these ECG peaks. Figure 5- 5 shows a single beat randomly 

selected from the database and COMSOL generated ECG signal for the same 

condition, these signals are used for calculating the single beat autocorrelation 

coefficient. Figure 5- 6, Figure 5- 7 and Figure 5- 8 show five beats selected from the 

database and the correlated COMSOL generated ECG signal for the same 

condition. As indicated in Figure 5- 6, Figure 5- 7, Figure 5- 8 and,  Table 5- 2 the 

 Table 5- 2 CORRELATION COEEFICIENTS BETWEEN MIT_BIH DATABASE RECORDS (212, 111) AND 

COMSOL GENERATED ECG 

Condition: Normal (212) RBBB (212) LBBB (111) 

Single beat autocorrelation 0.8824 0.8724 0.8507 

Five beats cross-correlation 0.7152 0.7992 0.7531 
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produced ECG signal from COMSOL is highly correlated to that of the database 

for the three conditions simulated.  

Moreover, the model is used to generate ECG records that contain both normal 

and abnormal beats through varying the ionic current parameter and the 

extracellular conductivity as discussed in the previous section. 

 

 

 

(C) 

(A) (B) 

Figure 5- 5 MIT-BIH database, records 212 and 111, ECG signal and COMSOL generated ECG signal. The signals plotted are 

used for calculating the autocorrelation coefficient where (A) shows patient 212 normal beat, (B) shows patient 212 RBBB beat, 

and (C) shows patients 111 LBBB beat. 
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Figure 5- 6 Normal beats sequence from record 212 and corresponding produced ECG signal from COMSOL. 

 

 

Figure 5- 7 RBBB beats sequence from record 212 and corresponding produced ECG signal from COMSOL. 
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Figure 5- 8 LBBB beats sequence from record 111 and corresponding produced ECG signal from COMSOL. 

One merit of using COMSOL model is visualizing the transmembrane potential 

and the activation sequence in the cardiac domain. The transmembrane potential 

is another way of verifying the condition that yields these ECG signals. Fig 5.9 

shows the transmembrane potential and how it forms the ECG signal for a normal 

beat, both sides of the atria and ventricles are depolarized and repolarized 

simultaneously. Fig 5.10 shows the transmembrane potential for a RBBB beat. 

Firstly, the left ventricle is being depolarized and then it induces the 

depolarization of the right ventricle through the heart ventricles walls. Similarly, 

the left ventricle is repolarized and then it induces the repolarization of the right 

ventricle; this is the typical cardiac electrical activity of a RBBB patient [11]. 

Analogously, the transmembrane potential for a LBBB beat is shown in Fig 5.11, 

the depolarization and repolarization start in the right ventricle, then the electrical 

signal propagates to the left ventricle. Fig 5.9, 5.10 are based on the geometry 

used in generating the ECG signal that is correlated to the record of patient 212, 

and Fig 5.11 has different geometry as it is used in generating the ECG  that is 

correlated to the record of patient 111. The difference in geometry and parameters 
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is related to the difference in age, physical status, severity of the condition and 

many other factors. 

 

 

 

 

1 2 3 

4 5 6 

Figure 5- 9 Transmembrane potential and corresponding points on the ECG for a normal beat. 



University of Science and Technology at Zewail City                                Chapter 5         

 

 

As discussed earlier, the left bundle branch block (LBBB) has the second highest 

presence in the MIT-BIH database in terms of the number of beats; however, the 

database does not include any record that contains both LBBB and normal beats. 

Thus, all records containing LBBB beats cannot be used for training or testing 

the SVM classifier. Nevertheless, using the same geometry and model used to 

produce the ECG signal that has been correlated to the record 111, it is possible 

to predict the patient's normal beat morphology as shown in Figure 5- 12. Based on 

this, a record that contains both normal and LBBB beats can be generated from 

the model which complements the database and enables training and testing 

LBBB detection algorithms. 

1 2 3 

4 5 6 

Figure 5- 10 Transmembrane potential and corresponding points on the ECG for a RBBB beat. 
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Figure 5- 11 ECG signal that contains both LBBB (black) and normal (blue) beats generated from COMSOL. 

The LBBB beat is correlated to the record 111 from the database, the normal beat is a prediction for the normal 

beat morphology based on the same model parameters and geometry. 
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Successfully, long records that include normal beats and either RBBB or LBBB 

beats are generated from COMSOL as shown in Figure 5- 13. The Multilevel 

Teager Energy Operator (MTEO) algorithm [15,16] is used to extract the QRS 

complex to visualize the distribution of these time-domain features for the 

database record 212 and a single minute generated from COMSOL as presented 

in Figure 5- 13. Notably, the S and R peaks' distribution is separable which reveals 

that both features are correlated to the right bundle branch block (RBBB) 

condition. The COMSOL generated signal has a separable S and R peaks' 

distribution which agrees with the correlation coefficient values and support our 

hypothesis that COMSOL is capable of generating a limit-less and unbiased ECG 

4 5 6 

1 2 3 

Figure 5- 12 Transmembrane potential and corresponding points on the ECG for a LBBB beat. 
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database. However, graphs indicate that both signals' distributions are centered 

around different values; this could be enhanced further through fine-tuning of the 

parameters used in the simulation. 

 

Figure 5- 13 The single minute record generated from COMSOL model with an un-biased distribution of 

normal (N) and RBBB beats. 

RBBB 

N N N N 

RBBB RBBB RBBB 
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Moreover, these long records are used for training the SVM classifier, the 

autoregressive (AR) and Shannon entropy (SE) feature extraction algorithms [19] 

are used for extracting 8 features, based on a one-second window, that are then 

passed to the linear (first order) SVM for training and testing with 70% and 30% 

segments respectively. Results are tabulated in  Table 5- 3 in comparison to results 

obtained from record 212 and 111. The accuracy reported is the mean of the F1 

score without cross-validation of the model. For simplicity, we shall refer to the 

generated COMSOL records as 111_C and 212_C such that 111_C record 

includes normal and LBBB beats, and the 212_C record includes normal and 

RBBB beats. The records are 1 minute, and 10 minutes long, we have not 

(A) 

(B) 

(C) 

(D) 

Figure 5- 14 QRS complex features distribution for the 30 minutes record 212 in the database (Blue) and the one-minute 

record generated from COMSOL (Red) where (A) shows the RR interval distribution, (B) shows the R peak value 

distribution, (C) shows the S peak value distribution, and (D) shows the Q peak value distribution. 
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increased the duration further due to the increase in the size of files generated as 

tabulated in  Table 5- 4. Simulations are performed with a time step of 0.0028s, a 

sampling frequency of 360 to match the database, on an Intel Core i7-7800x 

processor workstation with 128 GB of memory, and 6 cores with 12 logical 

processors. Additionally, white noise is added to the generated COMSOL signal 

with a signal-to-noise ratio (SNR) of 10 dB as shown in Figure 5- 15 to study noise's 

impact on detection accuracy. These preliminary results confirm the hypothesis 

and shed light on the significance of this work. 

 

Figure 5- 15 Black curve shows a short interval of record 212_C, and the blue curve shows effect of adding 

randomized-white noise with signal-to-noise ratio of 10 dB. 
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 Table 5- 3 TRAINING CONDITIONS AND TESTING RESULTS. 

 Record Bias:  

Normal / Abnormal 
Accuracy (%) 

212 (30 minutes) 33.5% / 66.5% 91.11 

212_C (1 minute) 48.3% / 51.7% 70.58 

212_C (10 minutes) 49.6% / 50.4% 97.75 

212_C (10 minutes) with white 

noise (SNR 10 dB) 
49.6% / 50.4% 97.75 

   

111 (30 minutes) 0% / 99.99% N.A 

111_C (1 minute) 50.6% / 49.4% 88.19 

111_C (10 minutes) 50.3% / 49.7% 98.31 

111_C (10 minutes) with white 

noise (SNR 10 dB) 
50.3% / 49.7% 99.44 

 

 Table 5- 4 COMPUTITIONAL DETAILS. 

 212_C (10 minutes) 111_C (10 minutes) 

Number of Triangular Elements. 5103 4461 

Computational time. 15 hrs, 37 min 11 hrs, 3 min 

Results file size.  70.5 GB 62.5 GB 
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Conclusion and future work  
 

MIT BIH Arrithmya database was used through the project for training and 

testing. A supervised machine learning model was used for classification which 

is Support Vector Machine (SVM) which is a robust classification Algorithm. 

The feature extraction algorithms used are Autoregressive model, and Shanon 

Entropy for Maximal Overlab Discrete Wavelet Packet Transform of the data. A 

low power Hardware implementation of these complex feature extraction 

algorithms was done in order to do hardware acceleration that would be useful 

for wearable technologies and IoT applications in the near future. A real-time  

FPGA implementation was done on Zynq Ultrascale+ FPGA with dynamic power 

less than 1mW under operating frequency of 10 KHz. 

For future work, the system is to be implemented using ASIC flow to be 

implemented with the System on Chip (SoC).  

Furthermore, more optimizations are to be completed in order to have reduction 

in resource utilization, which may help to add more feature detection algorithms 

that would help to increase abnormality detection accuracy. Moreover, disease 

detection will not stop only for arrythmia, it shall be extended to have more 

diseases in case of available data set for such diseases, as our work and feature 

extraction is generic and may map to more than just arrythmia. Finally, the 

generated data set from COMSOL is to be used as an artificial training data set 

to train the SVM instead of the real extracted dataset from MIT. This will provide 

us with very huge dataset for training which will boom the efficiency and 

accuracy of the system. The system is also to be extended from detection to be 

able to predict the disease before happening especially for heart attacks, which is 

a life crucial problem and may save many peoples’ lives.  

Additionally, this thesis records the first attempt to build an artificial ECG 

database generated from a COMSOL Multiphysics physical model. This attempt 

aimed to overcome the existing limitations of the MIT-BIH arrhythmia database; 
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hence, the aimed database is to have a controllable bias in its records and an 

unlimited records' lengths. The methodology and hypothesis are verified through 

correlating the artificial records generated from COMSOL with the database 

records, which yields high correlation coefficients (> 0.7). Moreover, the 

proposed methodology complements the existing database and generates a record 

that contains both normal beats and left bundle branch block (LBBB) beats; 

hence, this record can be used in training and testing. The generated records are 

subjected to the same feature extraction algorithms and the support vector 

machine (SVM) classifier, the accuracies are higher but comparable with 

accuracies calculated for database records. 

The outlook of this part is to generate more conditions as premature ventricular 

contraction (PVC) and premature atrial contraction (PAC) to complement this 

artificial database as it should include all arrhythmia types and conditions. 

Additionally, longer records are to be generated with increasing the beat-to-beat 

randomization to improve the database's capability as a training set.
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