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Abstract 
 

         The recent advances in LPWA (Low Power Wide Area) technology has motivated 

the emergence of NB-IOT (Narrowband Internet of Things) to be utilized in a wide 

range of applications, especially low-power and delay-insensitive ones. An uplink of 

NB-IOT is defined as the link from a user equipment (UE) to a base station (BS). Uplink 

transmission is a key element for NB-IOT to successfully accomplish the sensitive task 

of sensor data collection for many applications. The NB-IOT protocol details are clearly 

investigated through the literature. However, the detailed design and digital 

implementation that satisfies the strict performance requirements has not been 

rigorously investigated. In this work, we present the digital design and implementation 

of the uplink shared channel transmitter chain according to LTE: 3GPP Release.16 

standard. First, the standard specifications are thoroughly investigated to address the 

design requirements for each block. Second, the behavioral simulation for the 

transmitter chain blocks is implemented using MATLAB as the reference model. Then, 

the Hardware implementation is performed using Register Transfer Level (RTL). The 

Hardware Description Language (HDL) implementation output has to prove its 

correspondence with the reference model output. Finally, the implemented design is 

tested using FPGA kit, and characterized its performance matrix in terms of Power, 

Area, and Timing constraints satisfaction.  

 

Key Terms—LTE, NB-IOT, uplink transmission, physical channel, digital design. 
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1 Introduction and Literature review 

1.1 General Introduction and overview of the topic  

 

During the past few decades, wireless communication systems had experienced 

a great revolution. Wireless technology and networks were evolved from 1G 

technology to today’s 4G systems as shown in figure.1. This evolution started from 

being voice-centric communication systems such as 1G and 2G networks. Then, several 

improvements were introduced to support data-centric devices with low to medium data 

rates (in range of few Mbps), for this purpose 3G wireless networks were introduced 

showing capability of supporting video, voice, and data services. Finally, 4G activity 

known as LTE TM was introduced by 3GPP organization. LTE had revolutionized the 

wireless communication systems by introducing advanced features compared to its 

predecessors such as offering high speed, low latency, higher spectrum efficiency, 

higher cell capacity, and air interface based on Orthogonal Frequency Division Multiple 

(OFDM) access. 

 

 
Figure 1: Emergence of wireless and cellular networks [1]. 

 

LTE has introduced Machine Type Communication (MTC). It is a technology 

that enables the communication between devices in addition to the underlying 

infrastructure for data transport. The communication can take place between an MTC 

device and a server, or between two MTC devices directly through different networking 

technologies. MTC significance can be highlighted in a wide range of applications and 

services in several industrial fields such as manufacturing, energy, process automation, 

healthcare, and utilities.  
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Internet of Things (IOT) is a one realization of MTC technology in which all 

the devices communicate with each other and with network servers or applications. 

MTC devices number can be very large such that each one have the advantages of low 

complexity, low power, and low range. They are mostly battery powered without any 

external power supply source. However, the number of connections between the 

devices are estimated to be ultra-large with a device density of 1 million devices per 

square kilometers and an active connection density of 200,000 per square Kilometer.  

 

Starting from Release 13, LTE has introduced one category of the MTC that is known 

as LTE Narrowband Internet of Things (NB-IOT) that is also known as 3GPP NB-IOT. 

It delivers different optimization levels for NB-IOT devices such as low power 

consumption, low data rate, limited bandwidth of 180 KHz, low hardware cost, and 

extended coverage. NB-IOT devices can be realized as actuators, sensors, wearables 

such as smart watches, and cameras. One application of NB-IOT is “smart buildings” 

as shown in Fig.2 where NB-IOT devices that form a large network of connected 

devices to gather a large amount of information and data and send them remotely to a 

server for being processed. Additionally, NB-IOT devices can be realized as connected 

sensors in gas stations that also gather information to be processed by being 

communicated with base stations (eNodeB) and core networks through cellular 

infrastructure as shown in Fig.2. These devices are categorized to be non-time critical 

in terms of data transfer, and they differ from being very simple to extremely complex 

ones according to the application requirements. 
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Figure 2: NB-IOT applications in smart buildings and meters [1]. 

 

In order to meet the goals of connecting a large number of devices in a wide 

range of application domains connected through cellular infrastructure to realize the 

Internet of Things (IOT) with minimal power consumption, low cost, and extended 

battery lifetime. 3GPP standardized LTE NB-IOT as a stripped version of the full-

fledged LTE system extending from release 13 to release 16. NB-IOT is a low power 

Wide Area Network (WAN) solution that operates in a licensed spectrum band. LTE 

technology and mobile operators offer a very big robust ecosystem, this motivates 

3GPP to standardize and incorporate NB-IOT as part of LTE standards to avoid 

reestablishment of new cellular infrastructure.  

 

 

1.1.1 LTE NB-IOT Protocol Stack and Architecture 
 

Network protocol stack is formed through a layered architecture that exists in 

both transmitting and receiving nodes. For communicating peer nodes at corresponding 

layers, each layer run a protocol. In order to provide functions or services to the upper 

layer, this protocol can exchange packets, messages, and Protocol Data Units (PDUs). 

On the other hand, the protocol exchanges these packets, messages, and PDUs with the 

lower layer to use its services and functions. The International Standards Organization 

(ISO) has developed the international standard for computer networks reference model: 

Open Systems Interconnection (OSI) which designs the structure of the layers as shown 
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in Fig3. The most bottom two layers (MAC and PHY layers) are called the Access 

Stratum (AS). They are responsible of handling and processing the physical 

transmission and reception of the media. The physical media in case of NB-IOT is the 

wireless channel. The upper five layers are referred to as the Non-Access Stratum 

(NAS), and they are characterized in terms of their functions and protocols independent 

of the physical media, thus they are almost the same across different physical media 

types. 

 
Figure 3: OSI data plane protocol stack [1]. 

 

The layering architecture of NB-IOT services, protocol stack, and functions is 

formed such that they are transmitted and received on a specific media type that is the 

wireless channel. Hence, NB-IOT does not have all the layers stated in Fig.3. However, 

only the MAC and PHY layers change while keeping the upper five layers (NAS layers) 

unchanged. This is because 3GPP protocol stack only defines the air access method and 

the access stratum and protocols that exist only at the MAC and PHY layers. The 

layered architecture is further vertically divided into two planes: 1) data plane where 
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user data flows between the two nodes, and 2) control plane where control information 

is exchanged. The data plane and control plane for NB-IOT protocol stack are shown 

in Fig.4 and Fig.5 respectively. In Fig.4, 3GPP defines the access stratum layers which 

are defined as: Packet Data Convergence Protocol (PDCP), Radio Link Control (RLC), 

Medium Access Control (MAC), and Physical (PHY) sublayers. Furthermore, in Fig.5, 

additional control plane sublayers are defined as: Radio Resource Control (RRC), and 

Non-Access Stratum (NAS) which is considered as a signaling layer. 

 
Figure 4: NB-IOT data-plane protocol stack [1]. 

 

 

 
Figure 5: NB-IOT control-plane protocol stack [1]. 

 

NB-IOT networking architecture is shown in Fig.6. Such that each eNodeB 

(base station) is responsible for providing radio coverage to a geographical area, thus 

all NB-IOT devices in this area can be directly connected to this specific eNodeB. A 

single or multiple eNodeBs belong to a mobile operator. To enable their services on the 

mobile operator network, all NB-IOT devices within one service area are equipped with 

a USIM card. By means of X2 protocol, the eNodeBs are interconnected with each 
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other in one service area of the mobile operator network. Additionally, eNodeBs are 

connected to the Evolved Packet Core (EPC) core network by means of S1 protocol. In 

detail: eNodeB is connected to the Mobility Management Entity (MME) by means of 

S1-MME protocol which carries control-plane messages and signaling, while eNodeB 

is connected to the Serving Gateway (S-GW) by means of S1-U protocol which carries 

the data-plane messages. 

 
Figure 6: LTE NB-IOT network architecture [1]. 

 

The overall 3GPP protocol stack at the three main entities: core network (EPC), 

eNodeB, and NB-IOT UE (utility equipment), is summarized in Fig.7. Their 

descriptions are presented in detail as follows: 

1) Evolved Packet Core (EPC): The LTE core network has two main interfaces 

with eNodeB: 

I. S1-MME protocol: it carries all the signaling or control-plane messages, 

such that control-plane traffic flows from the UE to the eNodeB through 

S1-MME protocol to the MME. MME is a control-plane component; 

since it contains the NAS that is considered as an anchor point for 

signaling or control messages that are exchanged with the UE. The 
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number of NB-IOT devices within an MME region can extend to 

hundreds of thousands of devices that cause large number of 

communications which may overwhelm the MME. For this purpose, 

there may exist multiple MMEs that can communicate with the same 

eNodeB and perform load-balancing among themselves. Furthermore, 

MME performs NAS signaling, and communicates also with S-GW and 

P-GW, and perform authorization and authentication. 

 

II. II. S1-U protocol: it carries all the user or data-plane messages, such that 

data-plane messages flow from the UE to eNodeB through S1-U 

protocol to the Service Gateway (S-GW) that performs packet 

forwarding and routing to Packet Gateway (P-GW) that allocates IP 

address to the UE, and perform data rate enforcement in both uplink and 

downlink, and eventually to the Internet. 

 

Additionally, there exists Home Subscriber Server (HSS) inside the EPC which 

is used for storing and updating UE subscription information. It also stores UE 

information where different identity and traffic encryption security keys are generated. 

In addition, it provide authentication between MME and UE, and protect signaling and 

data-plane messages exchanged between the UE and eNodeB. It also perform UE 

identification and addressing, and contains UE profile information such as the 

subscribed quality of service that includes the maximum allowed bit rate. 

 

 
Figure 7: 3GPP LTE NB-IOT protocol stack for both UE and eNodeB [1]. 
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1.1.2 NB-IOT Modes of Operation 
 

The wireless radio interface of the NB-IOT can support three main modes 

of operation as shown in Fig.8. The modes supported by an NB-IOT device are 

stated as follows: 

1) In-band mode: it utilizes a band of an LTE frequency. Since it utilizes 

resource blocks within an LTE carrier bandwidth such that one Physical 

Resource Block (PRB) of LTE occupies 180 KHz of bandwidth. Noting that 

when the PRB is not used for NB-IOT, eNodeB schedule it to be used for 

other LTE traffic. 

2) Guard-band mode: It utilizes a band of an LTE frequency. Since it utilizes 

the unused (guard) resource blocks within an LTE carrier’s guard-band. 

3) Standalone mode: It utilizes a dedicated carrier other than LTE (e.g., GSM). 

It occupies one GSM channel (200 KHz) [1]. 

 
Figure 8: NB-IOT modes of operation [1]. 

 

 

1.2 Problem definition    

As discussed in the previous section, this project aims at the design and 

implementation of the lower most networking layer of the NB-IOT protocol stack 

which is the Physical (PHY) Sublayer. This layer is responsible for physical channels, 

transmission, and reception of MAC PDUs (Medium Access Control Protocol Data 
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Units) as shown in Fig.9. The RRC (Radio Resource Control) provides the 

configuration parameters to each sublayer, including the PHY sublayer. RRC sends 

dedicated radio configuration parameters to the PHY sublayer in order to be able to 

process transmissions and receptions in uplink and downlink, respectively. On the other 

hand, the PHY configuration parameters are received by RRC from eNodeB during the 

procedures of RRC connection establishments. At the MAC/PHY interface, transport 

channels are mapped to physical channels and vice-versa at the transmitter and receiver, 

respectively. 

Specifically, PHY sublayer have Uplink Physical Channel and Downlink 

Physical Channel to operate in the transmission and reception modes, 

respectively. The focus on this project is directed towards the Uplink Physical 

Channel digital design and implementation. The uplink channels have the 

following physical channels: 

• Narrowband Physical Uplink Shared Channel, NPUSCH. 

• Narrowband Physical Random Access Channel, NPRACH. 

• Narrowband demodulation reference signal. 

 

The focus on this project will be directed towards NPUSCH blocks design and 

implementation. It is used to transmit uplink transport block such that a maximum of 

only one transport block is transmitted per carrier. NPUSCH performs the following 

functionalities as shown in Fig.9, when the MAC sublayer passes a transport block or 

MAC PDU to PHY layer for uplink transmission: 

1. Cyclic Redundancy Check (CRC) insertion: 24 bit CRC: it provides 

error detection capability for transport block transmitted on the uplink. 

2. Channel coding: Turbo coding (coding rate 1/3): It is a Parallel 

Concatenated Convolutional Code (PCCC) with two eight-state 

constituent encoders and one turbo code internal inter-leaver. The shift 

registers of the turbo coder are initialized by zeros when starting to 

encode the input bits. 

3. Rate matching: It takes the output from the turbo encoder as its input 

to the three sub-block interleaves, and then to the bit collection, selection 

and pruning block to output a specified number of rate matched bits 

according to the number of available resource elements in the resource 

blocks assigned for transmission. After rate matching, the sequence of 
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coded bits that correspond to one transport block is referred to as a code-

word. 

4. Channel inter-leaver and Scrambler: bit-level scrambler where the 

rate matched bits to be transmitted, are scrambled before being 

modulated. 

5. Modulator: Each scrambled code-word is modulated using either BPSK 

or QPSK that corresponds to either 1 bit or 2 bits per complex-value 

symbol. 

6. Fast Fourier Transform (FFT) and Transform pre-coder: The 

number of symbols are divided into a number of sets, each set consists 

of modulation symbols that corresponds to one SC-FDMA symbol. 

Since there exists only one single antenna port for the uplink, thus, the 

modulation symbols are mapped into resource elements directly without 

any needed precoding. 

7. Resource element mapper: UE supports only one layer for the uplink. 

Thus, after modulation, the modulation symbols for the code-word are 

mapped to one layer. 

8. Inverse Fourier Transform (IFFT) to finally generate SC-FDMA 

signal to the antenna [1]. 

 

 
Figure 9: Uplink Channel Processing [1]. 

 

                          

1.3 Objectives 

         The objective is to perform the digital design and implementation for the 

NPUSCH (Narrowband Physical Uplink Shared Channel) blocks that are illustrated in 

Fig.9. The design realization will be conducted by applying the ASIC/FPGA design 
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flow on each block independently, then to perform the design integration at the final 

stage. The Applied Specific Integrated Circuits/Field Programmable Gate Array 

(ASIC/FPGA) design flow includes two main design processes: Front-End and Back-

End as shown in Fig.10. The project main focus will be on the Front-End design flow 

that includes HDL Coding, Simulation, and Synthesis. The following stages will 

represent the project milestones: 

1) Specifications: it will be given in reference to the literature models that aims for 

NB-IOT NPUSCH design. 

2) Behavioral Simulation: Using high level language such as MATLAB to act as 

the golden reference for testing and verifying the RTL design of the NPUSCH 

blocks in order to ensure that the block design satisfy the functional 

requirements. 

3) RTL design of the NPUSCH blocks. 

4) Verification of the designed RTL model in reference to the MATLAB model. 

5) Transfer to the Synthesis stage if simulation pass test has positive results 

6) Synthesis stage having three inputs: a. Synthesizable RTL code from the 

previous stage, b. Standard cells according to a specified technology, c. Timing 

constraints according to the technical specifications. In this stage, RTL design 

is mapped into standard cells in ASIC design flow or Logic Blocks in FPGA 

design flow. 

7) Transfer to the Back-End flow if pre-layout timing analysis test has positive 

results [2]. 

 

 
Figure 10: Generalized digital design flow stages [2]. 
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1.4 Functional Requirements/product specification 

 

NB-IOT LTE has a small bandwidth of 180 kHz (when compared with the LTE 

bandwidth of 1.4-2 MHz) and its main idea depends on its low complexity and low 

power consumption. According to the 3GPP release 16 in [3], the radio frame of the 

NB-IOT consists of 10 sub frames, and each sub frame consists of 2 time slots. The 

NB-IOT supports subcarrier spacing of 3.75 kHz, and 15 kHz. In our design we will be 

using a subcarrier spacing of 15 kHz as it will decrease the size of both Resource 

Element Mapper (REM), and Inverse Fast Fourier Transform (IFFT). Hence, the 

specification of this system is to allocate a bandwidth of 15 kHz for each user. 

Moreover, only two modulation techniques will be used, Binary Phase Shift Keying 

(BPSK) and Quadrature Phase Shift Keying (QPSK).  

 

1.5 Report Organization                                                                                              

Section 1: Background information and literature review about LTE and specifically 

NB-IoT. Moreover, the objectives and functional requirements for the system are 

mentioned.      

Section 2: General standard specification for the system and the blocks to be 

implemented. 

Section 3: Market and literature review regarding NB-IoT, along with highlighting on 

its main applications.   

Section 4: the design specs, design alternatives, and design flow for each block.  

Section 5: MATLAB and RTL implementation and results. Following this, the rest of 

the possible steps of the ASIC/FPGA flow will be implemented. 

 

2 Standards to be used 
 

All the standards to be used in this project will be according to the 3GPP, Rel 16 

V16.2.0 ETSI TS 136 2xx (2020-07) in the NB-IOT section. 

2.1 Frame structure  

The size of fields in the time domain is expressed as a number of time units 𝑇𝑠 =

1

15000∗2048
= 3.255 ∗ 10−8 𝑠𝑒𝑐𝑜𝑛𝑑𝑠 

The uplink is organized into radio frames with 𝑇𝑓 = 307200 ∗ 𝑇𝑠 = 0.01 𝑠𝑒𝑐𝑜𝑛𝑑 =

10 𝑚𝑠. 
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The supported radio frame structures are: 

1. Type 1, applicable to FDD only. 

2. Type 2, applicable to TDD only. 

3. Type 3, applicable to LAA secondary cell operation only. 

 

In this project we will be using frame structure type 1 which is applicable to half 

and full duplex FDD only. As shown before, each radio frame is 10 ms long and hence 

each subframe is 1 ms long. The subframe 𝑖  in the frame 𝑛𝑓 has an absolute subframe 

𝑛𝑠𝑓
𝑎𝑏𝑠 = 10𝑛𝑓 + 𝑖. Furthermore, for the subframe using subcarrier spacing of 15 kHz, 

the subframe 𝑖 will be define according to 2 slots, 2𝑖 and 2𝑖 + 1, with each one having 

a length of 0.5 ms.  

for the uplink transmission in FDD case there are 10 sub frames (20 slots or 60 sub 

slots) available for transmission. Moreover, in the operation of full duplex FDD, the 

transmission and receiving cannot be done at the same time by the User Equipment 

(UE). However, this restriction does not apply in the case of full duplex FDD operation.  

 

Figure 11: Frame structure type 1 [1] 
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2.2 Slot structure  

2.2.1 Resource grid  
 

The signal transmitted in a slot is described by a resource grid (shown in Fig.12) 

or multiple ones having subcarriers 𝑁𝑠𝑐
𝑈𝐿, and SC-FDMA symbols 𝑁𝑠𝑦𝑚𝑏

𝑈𝐿 . For 

subcarrier spacing of 15 kHz, the slot number is 𝑛𝑠 where 𝑛𝑠 ∈ {0,1,2,… ,19}, and for 

subcarrier spacing of 3.75 kHz the slot number is 𝑛𝑠 ∈ {0,1,2,3,4}. The values for the 

uplink bandwidth are given in (table 1) in terms of slot duration 𝑇𝑠𝑙𝑜𝑡 and subcarriers 

𝑁𝑠𝑐
𝑈𝐿 

Figure 12: Uplink resource grid for NB-IOT [1] 

 

 

Table 1: NB-IoT parameters 

Subacrrier Spacing 𝑵𝑺𝑪
𝑼𝑳 𝑻𝒔𝒍𝒐𝒕 

∆𝒇 = 𝟑. 𝟕𝟓 𝒌𝑯𝒛 48 61440 𝑇𝑠 
∆𝒇 = 𝟏𝟓 𝒌𝑯𝒛 12 15360 𝑇𝑠 

 

2.2.2 Resource elements  
 

The resource grid consists of resource elements defined by (𝑘, 𝑙) which, 

respectively, symbolizes the indices of the frequency and time domains, where 𝑘 =

0, … ,𝑁𝑆𝐶
𝑈𝐿 − 1, and 𝑙 = 0, … ,𝑁𝑠𝑦𝑚𝑏

𝑈𝐿 − 1.  
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2.2.3 Resource unit  

The resource unit is utilized in describing the mapping happening between the 

NPUSCH and the resource elements. The definition of the resource unit is the 

consecutive subcarriers 𝑁𝑆𝐶
𝑅𝑈 in the frequency domain, and SC-FDMA symbols 

𝑁𝑠𝑦𝑚𝑏
𝑈𝐿 𝑁𝑠𝑙𝑜𝑡𝑠

𝑈𝐿  in the time domain. 𝑁𝑠𝑦𝑚𝑏
𝑈𝐿  and 𝑁𝑆𝐶

𝑅𝑈  are shown in (table ) for frame 

structure type 1.         

Table 2: supported combinations of 𝑁𝑆𝐶
𝑅𝑈 , 𝑁𝑠𝑙𝑜𝑡𝑠

𝑈𝐿 , 𝑎𝑛𝑑 𝑁𝑠𝑦𝑚𝑏
𝑈𝐿  for frame structure type1 

NPUSCH 

Format 

∆𝒇 𝑵𝑺𝑪
𝑹𝑼 𝑵𝒔𝒍𝒐𝒕𝒔

𝑼𝑳  𝑵𝒔𝒚𝒎𝒃
𝑼𝑳  

 

 

1 

3.75 kHz 1 16  

 

 

7 

 

15 kHz 

1 16 

3 8 

6 4 

12 2 

2 3.75 kHz 1 4 

15 kHz 1 4 
 

 

2.3 SC-FDMA  

The demand for a higher data rate resulted in the implementation of wider 

transmission bandwidth channels. Upon widening the transmission bandwidth, the 

channel frequency selectivity becomes difficult and consequently, the inter-symbol 

interference (ISI) problem becomes more complicated. In order to overcome this issue 

Orthogonal Frequency Division Multiplexing (OFDM) techniques are used. It used 

orthogonal subcarriers in order to deliver information. The subcarrier is designed to be 

smaller than the bandwidth so each one is considered a flat fading channel, and this 

makes the channel equalization process easier. Thus, OFDM manages to resolve the 

problem of ISI by splitting the high-rate data stream into a number of lower-rate data 

that are transmitted in parallel. Unfortunately, OFDM managed to resolve the ISI 

problem but could not resolve the high peak-to-average power ratio (PAPR) issue.  

Single Carrier FDMA (SC-FDMA) is a more adaptable version of the OFDMA where 

it has the same performance and the same overall complexity and the blocks forming 

the two systems are nearly equivalent except for the insertion of the DFT block prior to 

the OFDM blocks. Thus, SC-FDMA may be viewed as DFT-spread OFDMA, where 

time-domain data symbols are transferred to the frequency domain by DFT before 

passing through OFDMA modulation. In contrast to OFDMA, which generates a 
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multicarrier signal, PAPR is intrinsically low since the entire transmit signal is a 

single carrier signal [4]. 

 
 Figure 13: OFDMA transmitter blocks [4] 

 

Figure 14: SC-FDMA transmitter blocks [4] 

 

2.4 Transport Block Size (TBS)  

The transport block size of the shared channel is configured by the higher layers 

of the NPUSCH transmission using the following parameters that are read by the UE, 

- Modulation and coding scheme field (𝐼𝑀𝐶𝑆), which determines the transport 

block size index (𝐼𝑇𝐵𝑆) as indicated in Table 3. 

 
Table 3: Modulation order 𝑄𝑚 and TBS index table for NPUSCH  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

- Resource assignment field (𝐼𝑅𝑈), which determines the transport block size, 

according to Table 4, based on 𝐼𝑇𝐵𝑆 determined above. 

 

𝑰𝑴𝑪𝑺 𝑸𝒎 𝑰𝑻𝑩𝑺 

0 1 0 

1 1 2 

2 2 1 

3 2 3 

4 2 4 

5 2 5 

6 2 6 

7 2 7 

8 2 8 

9 2 9 

10 2 10 
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Table 4: Transport block size (𝑇𝐵𝑆) for NPUSCH 

𝑰𝑻𝑩𝑺 
𝑰𝑹𝑼 

0 1 2 3 4 5 6 7 

0 16 32 56 88 120 152 208 256 

1 24 56 88 144 176 208 256 344 

2 32 72 144 176 208 256 328 424 

3 40 104 176 208 256 328 440 568 

4 56 120 208 256 328 408 552 680 

5 72 144 224 328 424 504 680 872 

6 88 176 256 392 504 600 808 1000 

7 104 224 328 472 584 712 1000 1224 

8 120 256 392 536 680 808 1096 1384 

9 136 296 456 616 776 936 1256 1544 

10 144 328 504 680 872 1000 1384 1736 

11 176 376 584 776 1000 1192 1608 2024 

12 208 440 680 1000 1128 1352 1800 2280 

13 224 488 744 1032 1256 1544 2024 2536 

 

2.5 Blocks Implementation  

2.5.1 Cyclic Redundancy Check (CRC)  

 

Cyclic redundancy check block represents the first block in the channel coding 

scheme that is performed as a strategy for error detection and correction, rate matching 

and interleaving, and transport channel mapping onto the physical layer. Specifically, 

the CRC task is to generate a sequence of parity bits that are used as an error detection 

tool that is decoded and checked in the downlink channel, or the receiver, for data 

validation. CRC code is calculated and added to the transport block as denoted in Table  

 

 
Table 5: CRC interface description and symbols 

CRC interface description symbol 

Input transport block bits, where A is the number of 

input bits. A takes a value according to the transport block 

size (TBS) determined as in section 2.4. 

𝑎0, 𝑎1, 𝑎2, … , 𝑎𝐴−1 

Parity bits sequence calculated from CRC generation 

polynomials, where L is the number of parity bits 

generated. L takes a value of 24, 16 or 8. 

𝑝0, 𝑝1, 𝑝2, … , 𝑝𝐿−1 
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In NB-IOT, CRC code is generated according to the following CRC generation 

polynomial, 

gCRC24A (𝐷) = [𝐷
24 + 𝐷23 + 𝐷18 +𝐷17 + 𝐷14 + 𝐷11 + 𝐷10 + 𝐷7 + 𝐷6 +𝐷5 + 𝐷4 + 𝐷3 +𝐷 + 1] 

Where the length of CRC 𝐿 = 24.  

 

The encoding is performed by dividing the input sequence by the generation 

polynomial, where the remainder of the division procedure represents the CRC code to 

be attached to the transport block. This implies that the data is validated to be correct if 

the division of the transport block by the same polynomial is found to be zero. 

Therefore, the output of the CRC block is a sequence of bits denoted by,  

𝑏0, 𝑏1, 𝑏2, … 𝑏𝐵−1;   𝐵 = 𝐴 + 𝐿 

That is composed of two parts as follows,  

{
𝑏𝑘 = 𝑎𝑘                                                 for 𝑘 = 0,1,2,… , 𝐴 − 1

𝑏𝑘 = 𝑝𝑘−𝐴                 for 𝑘 = 𝐴, 𝐴 + 1,𝐴 + 2,… , 𝐴 + 𝐿 − 1
 

 

In NB-IOT, code block segmentation is not required as its maximum block size does 

not exceed the maximum code block size of 𝑍 = 6144, according to Table 4. 

 

2.5.2 Turbo Coding  

Turbo coding block was designed in order to perform the channel coding such 

that the inputs and outputs are denoted as shown in Table 6. 

 

Table 6: Turbo encoder interface description and symbols 

 Turbo encoder interface description symbol 

Bit sequence input for a given code block to channel 

coding, where K is the number of bits to encode (given 

from CRC output bit sequence) 

c0, c1, c2, ….., cK-1 

Bit sequence output after encoding, where D is the 

number of encoded bits per output stream noting that (i) 

indexes the output stream (with a range of 0, 1, 2 

corresponding to systematic bits, parity bits 1, or parity 

bits 2, respectively). 

d(i)
0, d(i)

1, d(i)
2, ….., d(i)

D-1 

 

The channel coding scheme determines the relation between ck and d(i)
k , and between 

K and D. The following channel coding schemes can be applied to the transport 

channels TrCHs: 

• Turbo coding. 
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• Tail biting convolutional coding. 

The usage of coding rate and coding schemes is determined according to the 

type of the TrCH. In UL-SCH the coding scheme used is Turbo coding with a coding 

rate of 1/3. The value of D is determined according to the Turbo coding scheme with 

rate 1/3 as in the following equation:  

𝐷 = 𝐾 + 4 

 

 
Figure 15: Structure of the turbo encoder with rate 1/3 (dotted lines apply for trellis 

termination only) [3]. 

 

 

2.5.2.1 Turbo encoder 

The scheme of turbo encoder with coding rate 1/3 is shown in Fig.13 such that it 

consists of: 

• Parallel concatenated Convolutional Code (PCCC) with two 8-state 

constituent encoders. 

• One turbo code internal inter-leaver.   

The transfer function of the 8-state constituent code for the PCCC is: 

𝐺(𝐷) = [ 1,
𝑔1(𝐷)

𝑔0(𝐷)
 ] 

Such that 

𝑔0(𝐷) = 1 + D
2 + D3 
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𝑔1(𝐷) = 1 +  D + D
3 

 

The shift registers of the 8-state constituent encoders are initialized by zeros 

when starting to encode the input bits. The output from the turbo encoder 

(before trellis termination) is given by:  

 

Systematic bits:      d(0)
k = xk 

Parity bits 1:          d(1)
k = zk 

Parity bits 2:          d(2)
k = zʹk 

Where k=0, 1, 2… K-1. 

 

The internal interface (inputs and outputs) of the turbo encoder blocks is 

described as follows in reference to Fig.13: 

1) Internal Inter-leaver:  

• Input: Bit sequence input stream to the turbo encoder denoted by 

c0, c1, c2…cK-1 

• Output: Interleaved version of the bit sequence input stream 

denoted by cʹ0, cʹ1, cʹ2, ….., cʹK-1 

2) First Constituent encoder:  

• Input: Bit sequence input stream to the turbo encoder denoted by 

c0, c1, c2…cK-1 

• Output: Convoluted version of the bit sequence input stream 

denoted by z0, z1, z2, ….., zK-1 

3) Second Constituent encoder: 

• Input: Interleaved version of the bit sequence input stream denoted 

by cʹ0, cʹ1, cʹ2, ….., cʹK-1 

• Output: Convoluted version of the interleaved bit sequence input 

stream denoted by zʹ0, zʹ1, zʹ2, ….., zʹK. 

 

2.5.2.2 Trellis Termination of Turbo encoder 
 

After the encoding of all the information bits, trellis termination is performed by 

taking the tail bits from the shift register feedback. Such that tail bits are padded after 

information bits encoding. The termination is made following the two procedures: 
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• Termination of the first constituent encoder: Use the first three tail bits while 

disabling the second constituent encoder. This is shown by the upper switch of 

Fig.13 in the lower position. 

• Termination of the second constituent encoder: Use the last three tail bits 

while disabling the first constituent encoder. This is shown by the lower 

switch of Fig.13 in the lower position.  

 

The bits that will be transmitted for trellis termination are expressed using the 

following relations: 

𝑑𝐾
(0)
= 𝑥𝐾, 𝑑𝐾+1

(0)
= 𝑧𝐾+1, 𝑑𝐾+2

(0)
= 𝑥𝐾

′ , 𝑑𝐾+3
(0)

= 𝑧𝐾+1
′

𝑑𝐾
(1)
= 𝑧𝐾 , 𝑑𝐾+1

(1)
= 𝑥𝐾+2, 𝑑𝐾+2

(1)
= 𝑧𝐾

′ , 𝑑𝐾+3
(1)

= 𝑥𝐾+2
′

𝑑𝐾
(2)
= 𝑥𝐾+1, 𝑑𝐾+1

(2)
= 𝑧𝐾+2, 𝑑𝐾+2

(2)
= 𝑥𝐾+1

′ , 𝑑𝐾+3
(2)

= 𝑧𝐾+2
′

 

 

2.5.2.3 Internal Inter-leaver of Turbo encoder 
 

Having the internal inter-leaver interface as follows: 

• Input: Bit sequence input stream to the turbo encoder denoted by c0, c1, c2…cK-1 

• Output: Interleaved version of the bit sequence input stream denoted by cʹ0, cʹ1, 

cʹ2, ….., cʹK-1 

Where K is the number of input buts. 

The internal interleaver action is controlled by the following relationship 

between the input and output: 

𝑐𝑖
′ = 𝑐n(𝑖), 𝑖 = 0,1… , (𝐾 − 1) 

Where the relationship between the output index i and the input index Π(𝑖) 

satisfies the following quadratic form: 

Π(𝑖) = (𝑓1 ⋅ 𝑖 + 𝑓2 ⋅ 𝑖
2)𝑚𝑜𝑑𝐾 

The parameters 𝑓1 and 𝑓2 depends on the block size K according to the output 

block size from the CRC block. Allowed block size values are summarized in 

Table 7. 

Noting that there is no need for code segmentation in NB-IOT, since the   

maximum block size for NB-IOT (K = 2536) is less than the allowed 

maximum transport block size (K = 6144). 
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Table 7: Turbo encoder internal interleaver parameters 

 

2.5.3 Rate Matching for turbo coded transport channels 
 

The rate matching for turbo coded transport channels is performed per coded 

block as shown from Fig.14 as follows: 

• Firstly, Interleaving the three information bit streams resulted from 

turbo encoder (𝑑𝑘
(0)
, 𝑑𝑘
(1)

 and 𝑑𝑘
(2)

). 

• Collection of bits, and generation of a circular buffer. 

• Bit selection and pruning. 

Inputs and outputs are denoted as shown in Table 8. 
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Table 8: Rate matching interface description and symbols 

Rate matching interface description symbol 

Input information bit stream after encoding, where D 

is the number of encoded bits per input stream noting that 

(i) indexes the output stream (with a range of 0, 1, 2 

corresponding to systematic bits, parity bits 1, or parity 

bits 2, respectively). 

𝑑𝑘
(0)
, 𝑑𝑘
(1)

 and 𝑑𝑘
(2)

 

Such that 

𝑑0
(𝑖)
, 𝑑1
(𝑖)
, 𝑑2
(𝑖)
, … , 𝑑𝐷−1

(𝑖)
 

Output bit sequence after rate matching, where E is the 

rate matching output sequence length for the coded block. 

𝑒𝑘 , 𝑘 = 0,1,… , 𝐸 − 1. 

 
Figure 16: Rate matching for turbo-coded transport channels [3]. 

 

The internal interface (inputs and outputs) of the Rate matching blocks is described as 

follows in reference to Fig.15: 

1) Sub-block Interleaver (three parallel blocks):  

• Input: Bit sequence input stream to the rate matching block 

denoted by 𝑑𝑘
(0)
, 𝑑𝑘
(1)

 and 𝑑𝑘
(2)

; each one is considered as an 

independent input to one of the three parallel sub-block interleaver 

blocks. 

• Output: Independent interleaved version corresponding to each 

input bit stream denoted by 𝑣𝑘
(0)
, 𝑣𝑘
(1)

 and 𝑣𝑘
(2)

; such that 𝑣𝑘
(𝑖)

 is 

expanded as 𝑣0
(𝑖)
, 𝑣1
(𝑖)
, 𝑣2
(𝑖)
, … , 𝑣𝐾Π−1

(𝑖)
 where i corresponds to each 

sub-block interleaver index 0,1, or 2, and 𝐾Π is defined in the sub-

block interleaver section 2.3.3.1.  

2) Bit collection:  

• Input: Three independent interleaved version corresponding to 

each input bit stream denoted by 𝑣𝑘
(0)
, 𝑣𝑘
(1)

 and 𝑣𝑘
(2)

 

• Output: Collected bit stream denoted by 𝑤𝑘 

 



 

 

34 

3) Bit selection and pruning: 

• Input: Collected bit stream denoted by  𝑤𝑘 

• Output: Rate matched bit stream for transmission denoted by 𝑒𝑘  

that is generated according to section 2.3.3.2. 

2.5.3.1 Sub-block interleaver 
 

Sub-block interleaver three parallel blocks represent the interfacing blocks 

with the turbo encoder. The input bits to the sub-block inter-leaver are denoted by 

𝑑𝑘
(0)
, 𝑑𝑘
(1)

and 𝑑𝑘
(2)

; such that 𝑑𝑘
(𝑖)

 is expanded as 𝑑0
(𝑖)
, 𝑑1
(𝑖)
, 𝑑2
(𝑖)
, … , 𝑑𝐷−1

(𝑖)  . However, 

The output bit sequence from each block interleaver is denoted by 𝑣𝑘
(0)
, 𝑣𝑘
(1)

 and 𝑣𝑘
(2)

; 

such that 𝑣𝑘
(𝑖)

 is expanded as 𝑣0
(𝑖)
, 𝑣1
(𝑖)
, 𝑣2
(𝑖)
, … , 𝑣𝐾Π−1

(𝑖)
 where i corresponds to each sub-

block interleaver index 0,1, or 2, and D is the number of bits.  

The interleaving procedure depends on redistribution of the bit sequence into 

a rectangular matrix of size (𝑅subblock 
𝑇𝐶 × 𝐶subblock 

𝑇𝐶 ). The output bit sequence 

for each sub-block interleaver is derived as follows: 

1) The number of columns inside the matrix is assigned such that 

𝐶subblock 
𝑇𝐶 = 32, the matrix columns are numbered from left to right as 

0,1,2,3, …, 𝐶subblock 
𝑇𝐶 − 1 

2) The rows of the matrix is determined such that the bit sequence stream 

input to each sub-block interleaver can fit through a matrix that has 32 

columns; thus the number of rws of the matrix is determined by finding 

the minimum integer 𝑅subblock 
𝑇𝐶 that satisfies the following relation: 

 

𝐷 ≤ (𝑅subblock 
𝑇𝐶 × 𝐶subblock 

𝑇𝐶 ) 

Noting that D is the length of the input bit sequence stream, and the rows 

are numbered from top to bottom as 0,1,2,3, … , 𝑅subblock 
𝑇𝐶 − 1 

 

3) If (𝑅subblock 
𝑇𝐶 × 𝐶subblock 

𝑇𝐶 )  > 𝐷, then there have to be 𝑁𝐷 number of 

padded dummy bits that are given by the following relation: 

𝑁𝐷 = (𝑅subblock 
𝑇𝐶 × 𝐶subblock 

𝑇𝐶 −𝐷) 

 

Such that 𝑦𝑘 = < NULL > for 𝑘 = 0,1,… , 𝑁𝐷 − 1.  
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Then, 𝑦𝑁𝐷+𝑘 = 𝑑𝑘
(𝑖)
, 𝑘 = 0,1,… , 𝐷 − 1, and the bit sequence 𝑦𝑘 is 

written into the (𝑅subblock 
𝑇𝐶 × 𝐶subblock 

𝑇𝐶 ) matrix row by row starting with 

bit 𝑦0 in column 0 of row 0  as shown in the following rectangular 

matrix: 

 

For sub-block interleaver of 𝑑𝑘
(0), 𝑑𝑘

(1) (𝑖 = 0,1): 

4) Inter-column permutation is performed to the generated rectangular 

matrix based on the pattern ⟨𝑃(𝑗)⟩𝑗∈{0,1…𝐶subblock − 1}, that is shown 

in table.6, noting that 𝑃(𝑗)is the original column position of the j-th 

permuted column. The representation of the inter-column permuted 

(𝑅subblock 
𝑇𝐶 × 𝐶subblock 

𝑇𝐶 ) matrix, after permutation of columns is shown as 

follows: 

 

 

5) The sub-block interleaver output is the bit sequence read out column 

wise from the inter-column permuted (𝑅subblock 
𝑇𝐶 × 𝐶subblock 

𝑇𝐶 ) matrix. 

Where the bits after sub-block interleaver are denoted by: 

𝑣0
(𝑖)
, 𝑣1
(𝑖)
, 𝑣2
(𝑖)
, … , 𝑣𝐾Π−1

(𝑖)  , where 𝑣0
(𝑖)

corresponds to 𝑦𝑃(0), 𝑣1
(𝑖)

 to 

𝑦𝑃(0)+𝐶Subblock 
𝑇𝐶 …. and 𝐾Π = (𝑅subblock 

𝑇𝐶 × 𝐶subblock 
𝑇𝐶 ).  

 

For sub-block interleaver of 𝑑𝑘
(2)
 (𝑖 = 2): 

4) The output of the sub-block interleaver is denoted by 

𝑣0
(2)
, 𝑣1
(2)
, 𝑣2
(2)
, … , 𝑣𝐾Π−1

(2)
, where 𝑣𝑘

(2)
= 𝑦𝜋(𝑘) such that  

𝜋(𝑘) = (𝑃((⌊
𝑘

𝑅subblock 
𝑇𝐶 ⌋)) + 𝐶subblock 

𝑇𝐶 × (𝑘𝑚𝑜𝑑𝑅subblock 
𝑇𝐶 ) + 1)𝑚𝑜𝑑𝐾Π 

The permutation function P is defined in reference to Table.6.  
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Table.6: Inter-column permutation pattern for sub-block interleaver [3]. 

 

 

2.5.3.2 Bit collection, selection, and transmission 
 

The circular buffer performs the collection of the three output bit streams from 

each one of the three parallel sub-block interleavers such that the output bit sequence 

of length 𝐾𝑊 = 3𝐾Π, such that the inputs are assigned to the buffer outputs as shown 

in the following relations: 

𝑤𝑘 = 𝑣𝑘
(0)

 for 𝑘 = 0,… ,𝐾Π − 1

𝑤𝐾Π+2𝑘 = 𝑣𝑘
(1)

 for 𝑘 = 0,… , 𝐾Π − 1

𝑤𝐾Π+2𝑘+1 = 𝑣𝑘
(2)

 for 𝑘 = 0,… ,𝐾Π − 1

 

Noting that for NB-IOT, there exists some special parameters that represent constants 

to be used in the bit collection, selection, and transmission blocks in rate matching. 

Those parameters are summarized in Table 9 as shown below: 

 

Table 9: Rate matching block parameters  

Rate matching block parameter Symbol Value used for 

NB-IOT design 

Number of coded blocks 

(There exist only single coded block 

for NB-IOT) 

C 1 

Code block index r 1 

Modulation order 

(Type of modulation that will be used 

to send in the uplink) 

Qm 1: 𝜋/2-BPSK 

2:       QPSK 

The redundancy version index for the 

HARQ process of this transmission. 

Rvidx 0,1,2, or 3 

Total number of bits available for 

transmission of one transport block 

G Input from the top 

module. 

The number of layers a transport block 

is mapped onto 

(NB-IOT does not support MIMO 

transmission). 

NL 1 

Soft buffer size for the single coded 

block 

 (It is defined here for ULSCH). 

Ncb  𝐾𝑊 
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The output sequence from the rate matching has length denoted by E, Such that the 

rate matching output bit sequence is 𝑒𝑘 , 𝑘 = 0,1,… , 𝐸 − 1, We calculate E using the 

following procedures: 

• We define a relation between the modulation order and the number of 

available block for transmission of one transport block as 𝐺′ = 𝐺/(𝑁𝐿 ⋅ 𝑄𝑚) 

• Set  𝐸 = 𝑁𝐿 ⋅ 𝑄𝑚 ⋅ ⌈𝐺
′/𝐶⌉ 

The mapping between the input and the output of the input selection and pruning 

block is made using the following equations: 

𝑘0 = 𝑅subblock 
𝑇𝐶 ⋅ (2 ⋅ ⌈

𝑁𝑐𝑏
8𝑅subblock 

𝑇𝐶 ⌉ ⋅ 𝑟𝑣𝑖𝑑𝑥 + 2) 

Then the following loop is followed for placing the output elements from the rate 

matching unit: 

 

Set 𝑘 = 0 and 𝑗 = 0 

 

while {𝑘 < 𝐸} 

if 𝑤(𝑘0+𝑗)𝑚𝑜𝑑𝑁𝑐𝑏 ≠< 𝑁𝑈𝐿𝐿 > 

𝑒𝑘 = 𝑤(𝑘0+𝑗)𝑚𝑜𝑑𝑁𝑐𝑏  

𝑘 = 𝑘 + 1 

end if 

𝑗 = 𝑗 + 1 

end while 

 

2.5.4 Channel Interleaver   
 

This block is implemented to minimize the burst errors by rearranging the 

input such that the noise or error occurring affects only bits in different code words 

and not the whole code word. The input and outputs of the channel interleaver are 

shown in Table 10 [3].  
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Table 10: Channel interleaver interface description and symbols 

Channel interleaver interface description Symbol 

The input is the bit sequence resulting 

from the rate matching, where r is the 

coded block number, and 𝑬𝒓 is the number 

of rate matched bits for code block number 

r.  

𝑒𝑟0, 𝑒𝑟1, 𝑒𝑟2, … , 𝑒𝑟(𝐸𝑟−1)  

The output of the channel interleaver is 

the bit sequence read out column by 

column form the formed matrix (𝑹𝒎𝒖𝒙 ∗
𝑪𝒎𝒖𝒙) 

ℎ0, ℎ1, ℎ2, … , ℎ𝑅𝑚𝑢𝑥′ ∗𝐶𝑚𝑢𝑥−1
 

 

The algorithm for the input rearranging is as follows 

• Depending on the modulator used (BPSK or QPSK)  

o If BPSK (𝑄𝑚 = 1), the input stream will be divided into two rows one 

for the even indexed bits and one for the odd indexed bits.  

o If QPSK (𝑄𝑚 = 2), the input stream stays the same.  

• The input is written row by row in the matrix 𝑅𝑚𝑢𝑥 ∗ 𝐶𝑚𝑢𝑥 where the number 

of rows and columns is determined as follows:  

o 𝐶𝑚𝑢𝑥 = (𝑁𝑠𝑦𝑚𝑏
𝑈𝐿 − 1) ∗ 𝑁𝑠𝑙𝑜𝑡𝑠

𝑈𝐿  where 𝑁𝑠𝑦𝑚𝑏
𝑈𝐿 , 𝑎𝑛𝑑 𝑁𝑠𝑙𝑜𝑡𝑠

𝑈𝐿  are given in 

table 2 and their values are 7, 16 respectively.  

o 𝑅𝑚𝑢𝑥 = (𝐻
′ ∗ 𝑄𝑚 ∗ 𝑁𝐿)/𝐶𝑚𝑢𝑥 and 𝑅𝑚𝑢𝑥

′ = 𝑅𝑚𝑢𝑥/(𝑄𝑚 ∗ 𝑁𝐿) where 

𝐻′ = 𝐻/(𝑁𝐿 ∗ 𝑄𝑚) 

o Hence, 𝑅𝑚𝑢𝑥 = 𝐻/𝐶𝑚𝑢𝑥 where H is the total number of code bits.  

 

• Finally, the matrix is written as follows [3]   

 

[
 
 
 

𝑦0 𝑦1 𝑦2 ⋯ 𝑦𝐶𝑚𝑢𝑥−1
𝑦𝐶𝑚𝑢𝑥 𝑦𝐶𝑚𝑢𝑥+1 𝑦𝐶𝑚𝑢𝑥+2 ⋯ 𝑦2𝐶𝑚𝑢𝑥−1

⋮ ⋮ ⋮ ⋱ ⋮
𝑦(𝑅𝑚𝑢𝑥′ −1)∗𝐶𝑚𝑢𝑥

𝑦(𝑅𝑚𝑢𝑥′ −1)∗𝐶𝑚𝑢𝑥+1
𝑦(𝑅𝑚𝑢𝑥′ −1)∗𝐶𝑚𝑢𝑥+2

⋯ 𝑦(𝑅𝑚𝑢𝑥′ ∗𝐶𝑚𝑢𝑥−1)]
 
 
 

 

 

2.5.5 Scrambler  
 

This block is implemented to convert the input coming from the channel 

interleaver into a random stream to avoid long sequences of bits having the same values. 

Each receiver is characterized by a number used in generating a unique scrambling code 

for the transmitted data and this data cannot be descrambled unless the receiver has the 

same number. The input and outputs of the scrambler are shown in Table 11 [5]. 
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Table 11: Scrambler interface description and symbols 

Scrambler interface description Symbol 

The input is the block of bits where q is 

the codeword and 𝑴𝒃𝒊𝒕
(𝒒)

 is the number of 

transmitted bits on the PUSCH 

𝑏(𝑞)(0), 𝑏(𝑞)(1),… , 𝑏(𝑞)(𝑀𝑏𝑖𝑡
(𝑞)
− 1)  

The output of the scrambler is the 

scrambled bits  
�̃�(𝑞)(0), �̃�(𝑞)(1),… , �̃�(𝑞)(𝑀𝑏𝑖𝑡

(𝑞)
− 1) 

 

The scrambler consists of two Linear Feedback Shift Registers (LFSR) which generates 

a golden sequence 𝑐(𝑛) initialized by two different values. The algorithm for the LFSR 

is as follows  

• The sequences are defined by a gold sequence having a length of 31 bits.  

• The output sequence is 𝑐(𝑛) where 𝑛 = 0,1,… ,𝑀𝑃𝑁 − 1  

• 𝑐(𝑛) = ((𝑥1(𝑛 + 𝑁𝑐) + 𝑥2(𝑛 + 𝑁𝑐))𝑚𝑜𝑑2) where 𝑁𝑐 = 1600 

• The first m-sequence is 𝑥1(𝑛) = 1 + 𝐷
3 + 𝐷0 where 𝑥1is initialized using 

𝑥1(0) = 1,  𝑥1(𝑛) = 0, 𝑛 = 1,2,3, . . ,30.  

• The second m-sequence is 𝑥2(𝑛) = 1 + 𝐷
3 + 𝐷2 +𝐷1 + 𝐷0 where 𝑥2 is 

initialized using 𝑐𝑖𝑛𝑖𝑡 = ∑ 𝑥2(𝑖) ∗ 2
𝑖 = 𝑛𝑅𝑁𝑇𝐼 ∗ 2

14 + 𝑛𝑓 (𝑚𝑜𝑑 2) ∗ 2
13 +30

𝑖=0

𝑛𝑆

2
∗ 29 + 𝑁𝐼𝐷

𝑁𝑐𝑒𝑙𝑙       

• Finally, the two sequences are XORed the golden sequence which then gets 

XORed with the input data.   

 

2.5.6 Modulator  
 

This block is implemented to modulate the scrambled bits coming from the 

scrambler block onto a carrier. The input and outputs of the Modulator are shown in 

Table 12 [5]. 

Table 12: Modulator interface description and symbols 

Scrambler interface description Symbol 

The input is the block of scrambled bits 

where q is the codeword and 𝑴𝒃𝒊𝒕
(𝒒)

 is the 

number of transmitted bits on the PUSCH 

�̃�(𝑞)(0), �̃�(𝑞)(1),… , �̃�(𝑞)(𝑀𝑏𝑖𝑡
(𝑞)
− 1) 

The output is a block of complexed 

valued symbols  
𝑑(𝑞)(0), 𝑑(𝑞)(1),… , 𝑑(𝑞)(𝑀𝑠𝑦𝑚𝑏

(𝑞)
− 1) 

 

The algorithm used for the modulation will be either BPSK or QPSK 

• In case of using BPSK modulation, each bit 𝑏(𝑖) is mapped to 𝑥 = 𝐼 + 𝑗𝑄 

according to Table 13.  
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Table 13: BPSK modulation mapping 

𝒃(𝒊) I Q 

0 1/√2 1/√2 

1 −1/√2 −1/√2 

 

• In case of using BPSK modulation, each pair of bits 𝑏(𝑖), 𝑏(𝑖 + 1) is mapped 

to 𝑥 = 𝐼 + 𝑗𝑄 according to Table 14.  

 
Table 14: QPSK modulation mapping 

𝒃(𝒊), 𝒃(𝒊 + 𝟏) I Q 

00 1/√2 1/√2 

01 1/√2 −1/√2 

10 −1/√2 1/√2 

11 −1/√2 −1/√2 

 

2.5.7 Fast Fourier Transform (FFT)  
 

DFT 

According to [5], For each layer,  𝜆 = 0,1,… , 𝑣 − 1 the block of complex-

valued symbols 𝑥(𝜆)(0),… , 𝑥(𝜆) (𝑀symb 

layer 
− 1)is divided into 𝑀symb 

layer 
/𝑀sc 

PUSCH sets, each 

corresponding to one SC-FDMA symbol. Transform precoding shall be applied 

according to 

𝑦(𝜆)(𝑙 ⋅ 𝑀sc
PUSCH + 𝑘) =

1

√𝑀sc
PUSCH

∑  

𝑀sc
pUSCH

−1

𝑖=0

𝑥(𝜆)(𝑙 ⋅ 𝑀sc
PUSCH + 𝑖)𝑒

−𝑗
2𝜋𝑖𝑘

𝑀sc
pUSCH

𝑘 = 0,… ,𝑀sc
PUSCH − 1

𝑙 = 0,… ,𝑀symb
layer

/𝑀sc
PUSCH − 1

 

resulting in a block of complex-valued symbols 𝑦(𝜆)(0), … , 𝑦(𝜆) (𝑀symb 

layer 
− 1).  

The variable 𝑀sc
PUSCH = 𝑀RB

PUSCH ⋅ 𝑁sc
RB where 𝑀RB

PUSCH  represents the bandwidth of the 

PUSCH in terms of resource blocks, and shall fulfil 

𝑀RB
PUSCH = 2𝛼2 ⋅ 3𝛼3 ⋅ 5𝛼5 ≤ 𝑁RB

UL 

where 𝛼2, 𝛼3, 𝛼5 is a set of non-negative integers. 

 

According to [5], the previous equations can be interpreted into a mixed radix DFT that 

can support 1,3,6,and 12 subcarriers and the theory behind its implementation can be 

generalized from combining the basic prime DFTs. You can find the theory behind 

radix-2 and radix-3 in the upcoming lines.  
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Mixed-radix DFT algorithm : 

The Discrete Fast Fourier Transform : 

𝑋(𝑘) = ∑  

𝑁−1

𝑛=0

𝑥(𝑛)𝑊𝑁
𝑘𝑛 

where x (n) is a sequence of N input data and is the 𝑊𝑁
𝑘𝑛 so called twiddle factor. 

Calculating the DFT directly, using (1) will cost a large number of operations (N^2 

operations). Fortunately, due to the symmetries in the calculations, this large number 

can be reduced and consequently the complexity shall be reduced as well. Cooley-

Tukey is one of the most used algorithms in DFT implementations. It presents a method 

to divide the DFT into two smaller DFTs so that N = N1× N2, i.e., the product of the 

new DFTs is equal to the size of the original DFT. This can be recursively continued 

down to the prime factors of the size of the original DFT. This resulted in a reduction 

in the DFT complexity down to ( N log N operations). 

Radix-2 Algorithm: 

(N = 2^m) where m is an integer. The DFT is thus broken down into m DFTs of size 2.  

This split operation is shown in the following equations: 

 

𝑋(𝑘) = ∑  

𝑁−1

𝑛=0

𝑥(𝑛)𝑊𝑁
𝑘𝑛

= ∑  

𝑁/2−1

𝑛=0

𝑥(𝑛)𝑊𝑁
𝑘𝑛 + ∑  

𝑁−1

𝑛=𝑁/2

𝑥(𝑛)𝑊𝑁
𝑘𝑛

= ∑  

𝑁/2−1

𝑛=0

𝑥1(𝑛)𝑊𝑁
𝑘𝑛 +𝑊𝑁

𝑘𝑁/2
⏟  
(−1)𝑘

∑  

𝑁/2−1

𝑛=0

𝑥2(𝑛)𝑊𝑁
𝑘𝑛

 

  

 

𝑋(2𝑘) = ∑  

𝑁/2−1

𝑛=0

(𝑥1(𝑛) + 𝑥2(𝑛))𝑊𝑁/2
𝑘𝑛

= DFT𝑁/2(𝑥1(𝑛) + 𝑥2(𝑛))

= DFT𝑁/2(𝐵0)

𝑋(2𝑘 + 1) = ∑  

𝑁/2−1

𝑛=0

((𝑥1(𝑛) − 𝑥2(𝑛))𝑊𝑁
𝑛)𝑊𝑁/2

𝑘𝑛

= DFT𝑁/2 ((𝑥1(𝑛) − 𝑥2(𝑛))𝑊𝑁
𝑛)

= DFT𝑁/2 (𝐵1𝑊𝑁
𝑛)
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The initial DFT is split into two new DFTs, with arguments 𝐵0 and 𝐵1𝑊𝑁
𝑛 The 

calculation of 𝐵0 and 𝐵1  can be represented in a flow graph as shown in Fig.17. This 

graph is often referred to as a butterfly graph due to its shape. As can be seen in the 

equations, the output of the lower path of the butterfly, 𝐵1  , needs to be multiplied by 

a twiddle factor, 𝑊𝑁
𝑛. This is the only multiplication needed in the radix 2 FFT. 

 

Figure 17: Radix 2 butterfly  

 

Radix-3 Algorithm: 

Similar to the radix 2 split, it is possible to split a DFT into radix 3 units, if the 

original DFT is of a size that can be factored down to one or more threes, i.e., N = 3m. 

In the radix 3 case the calculation is split into three different DFTs, instead of two as 

shown in the following equations 

 
𝑋(3𝑘) = DFT𝑁/3 (𝐵0)

𝑋(3𝑘 + 1) = DFT𝑁/3 (𝐵1𝑊𝑁
𝑛)

𝑋(3𝑘 + 2) = DFT𝑁/3 (𝐵2𝑊𝑁
2𝑛)

 

 

Figure 18: Radix 3 butterfly  

 

ℜ(𝑊3
1) = ℜ(𝑊3

2) = −
1

2
 and 

ℑ(𝑊3
1) = −ℑ(𝑊3

2) = −sin (
2𝜋

3
)

 

where ℜ(.) is the real and ℑ(.) is the imaginary part of the number. This allows a flow 

graph as shown in Fig. 18. In this flow graph two internal multiplications, in addition 

to -1 and j, are shown. However, one of them is a trivial multiplication with 1/2 and 

will therefore not add to the hardware complexity. It is crucial to emphasize that radix 
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3 units can be generated without internal multiplications. This is only advantageous in 

the case of a DFT with multiple radix 3 units since it demands a non-trivial change in 

basis for the inputs and outputs. Two of the three outputs must be multiplied using 

twiddle factors in addition to the internal multiplications [6]. 

 

2.5.8 Resource Element Mapper (REM)  
 

Resource element mapper block is the intermediate stage between FFT block 

and IFFT block, which allocates the outputs of the FFT block in the constructed 

resource units. The resource element mapping procedure consists of 4 factors as 

follows, 

 

2.5.8.1 Resource grid 
 

A slot of transmitted information is represented by a resource grid as mentioned 

in 2.2.1 based on the supported subcarrier spacings in the NB-IoT, according to Table 

1. This grid is repeated as a building block to construct the resource unit to be filled 

with transmitted information denoted as symbols. In this design, a spacing of ∆𝑓 =

15 𝑘𝐻𝑧 is used, hence 𝑁𝑠𝑦𝑚𝑏
𝑈𝐿 = 7 according to table.  2. Thus, each time slot consists 

of 7 symbols in the time domain that are divided into subcarriers in the frequency 

domain. The supported number of subcarriers is to have a value of 1, 3, 6, or 12.  

 

2.5.8.2 Resource elements  
 

Resource elements are the complex quantities to be allocated in the frame 

structure that are obtained as an output from the FFT block. After being allocated, the 

resource elements take indices (𝑘, 𝑙) in the frequency domain and the time domain as 

described in 2.2.2, where 𝑎𝑘,𝑙 corresponds to a single complex value. The elements that 

are not used for transmission are set to zero in their assigned slot. 

 

2.5.8.3 Resource Unit 
 

A sequence of resource units, as described in 2.2.3, is transmitted after the 

mapping of the resource elements on the NPUSCH according to one of the 

combinations mentioned in Table 2, in order to formulate the frame structure of the NB-

IoT. Based on these information and parameters, the frame structure is graphically 

interpreted in Fig.19 and Fig.20, according to the type of spacing. 
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This design is based on the spacing of ∆𝑓 = 15 𝑘𝐻𝑧 , therefore the transmission frame 

holds a structure similar to the provided in Fig.19. 

 Figure 19: Resource grid of ∆𝑓 = 3.75 𝑘𝐻𝑧 spacing  

Figure 20: Resource grid of ∆𝑓 = 15 𝑘𝐻𝑧 spacing 

 

2.5.8.4 Resource Allocation 
 

Resource allocation is a process in which the complex-valued resource elements are 

to be placed into the frame of the assigned bandwidth on the shared channel. The steps 

of this process are determined based on parameters configured by the higher layers for 

NPUSCH transmission that are indicated by the UE. These parameters are, 

- Subcarrier indication field (𝐼𝑠𝑐), which determines the set of contiguously 

allocated subcarriers 𝑛𝑠𝑐 between the 12 subcarriers assigned for the NB-IoT 

according to the 15 𝑘𝐻𝑧 spacing. 𝑛𝑠𝑐 is determined as indicated in Table 15. 
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Table 15: Allocated subcarriers for ∆𝑓 = 15 𝑘𝐻𝑧 spacing 

Subcarrier indication field (𝑰𝒔𝒄) Set of Allocated subcarriers (𝒏𝒔𝒄) 
𝟎 − 𝟏𝟏 𝐼𝑠𝑐 
𝟏𝟐 − 𝟏𝟓 3(𝐼𝑠𝑐 − 12) + {0,1,2} 
𝟏𝟔 − 𝟏𝟕 6(𝐼𝑠𝑐 − 16) + {0,1,2,3,4,5} 
𝟏𝟖 {0,1,2,3,4,5,6,7,8,9,10,11} 

𝟏𝟗 − 𝟔𝟑 Reserved 

- Resource assignment field (𝐼𝑅𝑈), which specifies the number of resource units 

𝑁𝑅𝑈 according to Table 16. 

 
Table 16: Number of resource units 𝑁𝑅𝑈 for NPUSCH 

𝑰𝑹𝑼 𝑵𝑹𝑼 

0 1 

1 2 

2 3 

3 4 

4 5 

5 6 

6 8 

7 10 

 

- Repetition number field (𝐼𝑅𝑒𝑝), which determines the repetition number 𝑁𝑅𝑒𝑝  

according to Table 17. 

Table 17: Number of repetitions 𝑁𝑅𝑒𝑝 for NPUSCH 

𝑰𝑹𝒆𝒑 𝑵𝑹𝒆𝒑 

0 1 

1 2 

2 4 

3 8 

4 16 

5 32 

6 64 

7 128 

 

Having the previous parameters determined, the resource allocation process takes place 

by allocating the resource elements with one of the four following combinations, Table 

2, of the 15 𝑘𝐻𝑧 spacing as a part of the NB-IoT supported combinations in Table 18.  

Table 18: Supported subcarrier combinations for ∆𝑓 = 15 𝑘𝐻𝑧 spacing 

NPUSCH 

Format 

∆𝒇 𝑵𝑺𝑪
𝑹𝑼 𝑵𝒔𝒍𝒐𝒕𝒔

𝑼𝑳  𝑵𝒔𝒚𝒎𝒃
𝑼𝑳  

1 

 

15 kHz 

1 16 

7 
3 8 

6 4 

12 2 
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As indicated above, the number of subcarriers has a value of 1, 3, 6 or 12 which follows 

the number of points of the FFT producing the allocated resource elements. The 

position of these allocated subcarriers between the 12 available subcarriers is 

determined as mentioned above by 𝑛𝑠𝑐. The rest of the subcarriers are padded with 

zeroes when no information is available for transmission. The allocation process 

follows the indexing (𝑘, 𝑙), where 𝑘 = 0, … , 𝑁𝑆𝐶
𝑈𝐿 − 1, and 𝑙 = 0, … ,𝑁𝑠𝑦𝑚𝑏

𝑈𝐿 − 1, in 

increasing order of the index 𝑘, then the index 𝑙, starting with the first slot in the 

assigned resource unit by excluding the symbols assigned for the transmission of the 

reference signal. The mapped subcarriers are then placed between the 128 subcarriers 

of the physical layer, for the 128-point IFFT to take its input from. 

2.5.9 Inverse Fast Fourier Transform (IFFT)  
 

2.5.9.1 SC-FDMA baseband signal generation 
 

The time-continuous signal 𝑠𝑙
(𝑝)
(𝑡) for antenna port p in SC-FDMA symbol 𝑙 in an 

uplink slot is defined by 

𝑠𝑙
(𝑝)
(𝑡) = ∑  

⌈𝑁RB
UR𝑁sc

RB/2⌉−1

𝑘=−⌊𝑁RB
UR𝑁sc

RB/2
⌋

𝑎
𝑘(−),𝑙

(𝑝)
⋅ 𝑒𝑗2𝜋(𝑘+1/2)Δ𝑓(𝑡−𝑁CP,𝑇s) 

for 0 ≤ 𝑡 < (𝑁CP,𝑙 + 𝑁) × 𝑇s where 𝑘(−) = 𝑘 + ⌊𝑁𝑅𝐵
𝑈𝐼𝑁𝑠𝑐

𝑅𝐵/2⌋,𝑁 = 204𝜀, Δ𝑓

= 15kHz and 𝑎𝑘,𝑙
(𝑝)

 

is the content of resource element (k, 𝑙) on antenna port p. 

 

2.5.9.2 IFFT 
 

The previous equation describes three consecutive blocks. In order to 

implement the IFFT only, the following butterfly algorithm is used as a reference for 

performing decimation in time based on radix-2 then some manipulations are done on 

this block’s result in order to map for the standard equation. 

𝑋(𝑘) = ∑  

𝑁−1

𝑛=0

𝑥(𝑛)𝑊𝑁
𝑘𝑛, 𝑘 = 0,1,… , 𝑁 − 1

= ∑  

𝑛 even 

𝑥(𝑛)𝑊𝑁
𝑘𝑛 + ∑  

𝑛 odd 

𝑥(𝑛)𝑊𝑁
𝑘𝑛

= ∑  

(𝑁/2)−1

𝑚=0

𝑥(2𝑚)𝑊𝑁
2𝑚𝑘 + ∑  

(𝑁/2)−1

𝑚=0

𝑥(2𝑚 + 1)𝑊𝑁
𝑘(2𝑚+1)

 

 

Where 𝑊𝑁=𝑒−𝑗2𝜋/𝑁 
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Using the following substitution 𝑊𝑁
2 = 𝑊𝑁/2: 

 

𝑋(𝑘) = ∑  

(𝑁/2)−1

𝑚=0

𝑓1(𝑚)𝑊𝑁/2
𝑘𝑚 +𝑊𝑁

𝑘 ∑  

(𝑁/2)−1

𝑚=0

𝑓2(𝑚)𝑊𝑁/2
𝑘𝑚

= 𝐹1(𝑘) +𝑊𝑁
𝑘𝐹2(𝑘), 𝑘 = 0,1,… , 𝑁 − 1

𝑓1(𝑛) = 𝑥(2𝑛)

𝑓2(𝑛) = 𝑥(2𝑛 + 1), 𝑛 = 0,1,… ,
𝑁

2
− 1

 

Where 𝐹1(𝑘) and 𝐹2(𝑘) are the N/2 point DFT of sequences  𝑓1(𝑚) and 𝑓2(𝑚) 

respectively. 

 

Since 𝐹1(𝑘) and 𝐹2(𝑘) are periodic , with period N/2 then 𝐹1(𝑘 + 𝑁/2)= 𝐹1(𝑘) and 

𝐹2(𝑘 + 𝑁/2)= 𝐹2(𝑘) . In addition , the factor 𝑊𝑁
𝐾+𝑁/2

= −𝑊𝑁
𝐾 . Hence, 

𝑋(𝑘) = 𝐹1(𝑘) +𝑊𝑁
𝑘𝐹2(𝑘), 𝑘 = 0,1,… ,

𝑁

2
− 1

𝑋 (𝑘 +
𝑁

2
) = 𝐹1(𝑘) −𝑊𝑁

𝑘𝐹2(𝑘), 𝑘 = 0,1,… ,
𝑁

2
− 1

 

And the sequence can be further split to account for any integer number of stages 

raised to the power of 2 [7]. 

According to the standard parameters : 

N = 128, Which requires 7 stages from the above algorithm.  
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3 Market and Literature Review 
 

3.1 Literature review  

The 3GPP has suggested the low power wide area (LPWA) technology known as 

NB-IoT, which is standards-based and intended to enable a variety of new IoT products 

and services. In comparison to older technologies, NB-IoT significantly increases 

system capacity, reduces connected devices' power consumption, and increases spectral 

efficiency. For a variety of use cases, NB-IoT can provide 10 years and longer of 

device's battery life [8] 

The NB-IoT technology can achieve the needs of  wide coverage, low data transmission 

rate along with low power consumption,  and huge capacity due to its characteristics, 

but its challenge is supporting high mobility. Therefore, NB-IoT is better for services 

that require real-time data transmission, discontinuous movement, low latency 

sensitivity, or static. The various NB-IoT applications can be classified as ,  smart 

buildings,  intelligent user services, smart metering, intelligent environment 

monitoring,  and smart cities, as shown in Fig. 21. intelligent user services include smart 

homes, wearable technology, people tracking, etc. Intelligent environment monitoring 

includes  pollution monitoring, Intelligent agriculture, soil detection, water quality 

monitoring, etc [9].    

 

 

Figure 21: Intelligent applications of NB-IoT [9] 
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3.2 Market use cases and deployment 

3.2.1 NB-IOT devices  
 

Millions of NB-IoT devices are anticipated to be deployed. These devices are 

gathering a significant amount of structured and unstructured data, which is then 

transmitted to a centralized spot such as a cloud infrastructure, where it is stored, 

processed, and then made available to users. such devices are commonly found in 

actuators and sensors [1].  

 

3.2.2 Smart parking  
 

NB-IoT devices with ultrasonic sensors, having NB-IoT UE chip, can now be 

used for smart parking for automobiles, trucks, and motorbikes to find parking spots. 

the availability of parking spots is detected by the UE and transmitted to a centralized 

server via the eNodeB.  All data from cellular and local NB-IoT devices is received by 

the server, which then is stored in a storage area that is cloud based for later analysis 

and processing. Co-location of the storage and server is enabled in the cloud. For smart 

parking, when using the NB-IoT, each parking space has a sensor. The sensor node is 

a tiny, ultra-low power consumption device made up of an ultrasonic device and a NB-

IoT module.  

 

The sensor node is an integral part of the technology, which enables devices to 

communicate with each other. In a parking lot, these nodes can be installed in each spot 

and activated every few seconds. Once a change in status occurs, such as when someone 

parks or leaves their car, the new information will be sent to the Cloud server so that it 

can be shared with all drivers who subscribe to this service. The node then goes into 

sleep mode until another event takes place at that spot. By using NB-IoT devices for 

communication between sensors and cloud servers, full details about any changes in 

status are delivered quickly and accurately; including time/date stamps for when events 

occur at specific spots within a parking lot or garage area. This system helps drivers by 

providing them up-to-date information on available spaces without having to search 

around themselves, saving both time and energy while also reducing traffic congestion 

due to people searching for empty spots unnecessarily.  
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Overall, this system provides many benefits not only by helping locate open 

spaces but also allowing administrators improved management capabilities over their 

lots through detailed analytics reports generated from collected data points about usage 

patterns throughout different times of day/week etc. This type of technology is 

becoming increasingly popular among cities looking towards more efficient ways 

manage public transportation infrastructure like roads & highways as well as private 

businesses seeking better control over customer flow rates inside retail stores etc [1]. 

 

 

3.2.3 Smart city  
 

Numerous NB-IoT applications in the fields of energy plants and management, 

underground transportation, traffic signals, law enforcement, sewage and water 

systems, and other applications will be present in modern and smart cities. A smart city 

promotes a data-driven economy in addition to implementing smart apps. Smart cities 

have advantages for its citizens as well as for investors, tourists, and the government. 

These applications depend on NB-IoT to send a significant quantity of structured and 

unstructured data that may be utilized for analysis, automation, and decision-making.  

By using analytics to the data that is sent by NB-IoT sensors located all across the grid, 

smart electrical grids increase the efficiency of electricity distribution. A cloud-based 

server is used to configure, manage, and analyze the grid using connected NB-IoT 

sensors for monitoring the grid. The data can be used by grid operators to forecast and 

predict demand and capacity. Public rivers, parks, and green areas are monitored by 

environmental NB-IoT sensors. These sensors send data that is used to pinpoint areas 

that need cleaning or protection. These environmental sensors can also be used to 

monitor ambient environmental factors including temperature, rainfall, humidity, and 

air quality at various points throughout the city [1]. 
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3.3 Technical approach  

The technical approach of this project will be based on executing the possible stages 

of the ASIC/FPGA flow. The flow includes: 

1) Functional Specifications: it will be given in reference to the literature models 

that aims for NB-IOT NPUSCH design. 

2) High Level Code: creating MATLAB codes for the NPUSCH blocks to act as a 

reference for the behavioral simulation stage.  

3) HDL: creating RTL design of the NPUSCH blocks. 

4) Behavioral Simulation: Using the high-level code to act as the golden reference 

for testing and verifying the RTL design of the NPUSCH blocks in order to 

ensure that the block design satisfy the functional requirements. 

5) Synthesis: in this stage, RTL design will be mapped into standard cells in ASIC 

design flow or Logic Blocks in FPGA design flow. 

6) Floor planning (only in ASIC flow): in this stage, the main design’s objects’ 

size and placement will be decided.  

7) Place and Route: the standard cells are placed inside the core boundary and after 

that the routing takes place.   
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4 Project Design 
 

4.1 Project purpose and constraints 

The objective is to perform the digital design and implementation for the 

NPUSCH blocks. The project main focus will be on the Front-End design flow that 

includes HDL Coding, Simulation, and Synthesis. NB-IOT LTE has a small bandwidth 

of 180 kHz, and its main idea depends on its low complexity and low power 

consumption. The radio frame of the NB-IOT consists of 10 sub frames, and each sub 

frame consists of 2 time slots. The NB-IOT supports subcarrier spacing of 3.75 kHz, 

and 15 kHz. In our design we will be using a subcarrier spacing of 15 kHz.  

 

4.2 Project technical specifications 

Table 19: Technical specifications 

Specifications 

Uplink Peak Rate (Mbps) ~105/159 kbps 

UE Transmit Power (dBm)  20 

Max Uplink TBS 2536 bits 

Latency  1.6-10 seconds  

 

4.3 Design alternatives and justification 

 

Alternative 1: NB-IOT via LEO satellites 
 

       In order to provide the NB-IOT connectivity to the on-ground users 

equipments (UEs), this alternative introduces the use of Low-Earth Orbit (LEO) 

satellites. This is proposed to be done by replacing the conventional resource 

allocation algorithms which were designed for terrestrial infrastructures NB-IOT 

systems. The conventional approach is characterized by having a very slow 

variation with time for the system as a whole, furthermore, the devices are under 

the coverage of a specific base station (BS). The existing design strategies cannot 

be applied or integrated to the LEO satellite-based NB-IOT systems. The reasons 

include: First, the change over time of the corresponding channel parameters for 

each user with the movement of the LEO satellite, thus, delaying the user 

scheduling would result in an outdated resource allocation. Second, the LEO 

communications side effects such as the differential Doppler shift dependence on 

the relative distance among users. Thus, users who overcome a certain distance 

will be scheduled at the same radio frame leading to violation in the differential 
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Doppler shift limit supported by the NB-IOT standard. Third, increase in the 

propagation delay over a LEO satellite to be 4 to 16 times higher compared to the 

terrestrial system. Thus, imposing the need for minimization of messages exchange 

between the users and the base station. However, novel design approaches were 

investigated to propose an uplink resource allocation strategy that incorporates the 

advantages of using NB-IOT via LEO satellites with considerations to the distinct 

channel conditions, data demands of several users on earth, and satellite coverage 

times [10]. 

 

4.4 Description of selected design  

4.4.1 CRC  
 

4.4.1.1 Design  
 

The design of the CRC block is implemented based on an LFSR, linear 

feedback shift register, in which the feedback is introduced to the registers by 

XORing the output signal with the registers placed according to the polynomial 

mentioned in section 2.5.1.  

 

4.4.1.2 Block diagram and architecture 
 

Figure 22: CRC block diagram 
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4.4.1.3 Block interface  
 

The following figure shows the interface of the CRC block as implemented in the 

RTL, 

   Figure 23: CRC block interface 

 

Table 20: CRC interface signals 

Signal Width Port type Description 

clk  1 bit Input System clock signal 

rst  1 bit Input Reset signal 

en 1 bit Input CRC enable signal. 

data_in 1 bit Input Input bit stream 

TBS 12 bits Input Transport block size as received from the 

upper layer 

data_out 1 bit Output Output bit stream followed with 24 CRC 

code bits 

valid_out 1 bit Output Flag to indicate that the output is valid to 

propagate to the following blocks (output is 

available) 

 

4.4.1.4 Operation 
 

The flow of the block starts by introducing the input bit stream to the shift 

register that is initialized by zeros. The shifting is performed along with XORing the 

states of the registers with the feedback signal form the output according to the 

polynomial. The output stream starts with the flow of the input followed by 24 bits that 

represent the generated CRC code. A flag (valid_out) is raised when the output is ready 

to propagate to the following blocks. A single bit takes 25 clock cycles to get out from 
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the LFSR, while the block takes (TBS+50) clock cycles to finish the operation and all 

the CRC code bits are out from the LFSR.  

 

4.4.2 Turbo Coding  
 

4.4.2.1 Design  
 

The design of the Turbo Encoder is based on:  

1) LUT: look up table that is used to find the f1, f2 parameters according to the 

specified Transport block size (TBS). 

2) Pi: It is used to calculate the interleaved index PI(i) according to the calculated 

f1,f2 parameters from LUT. 

3) Buffer: It is used in order to map the input stream of the calculated index to be 

the output interleaved version of the internal inter-leaver. 

4) Upper Constituent Encoder: It is used to encode the normal output stream 

(generated from CRC), and to perform some processing some processing in 

order to extract the systematic bit output stream from the turbo encoder (x_k), 

in addition to the parity 1 bit stream (z_k). Furthermore, here the calculation of 

the termination bits (used to flush the upper encoder registers) for the upper 

encoder bit stream takes place. 

5) Lower Constituent Encoder: It is used to encode the interleaved output stream 

(generated from sub_block_interleaver), and to perform some processing in 

order to extract the termination used bit stream from the turbo encoder 

(x_k_bar), in addition to the parity 2 bit stream (z_k_bar). Furthermore, here 

the calculation of the termination bits (used to flush the lower encoder registers) 

for the lower encoder bit stream takes place. 

6) Mux: It exists in the top modeule, and it is composed of several internal muxex 

for computation of the termination bit stream.  
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4.4.2.2 Block diagram and architecture 
 

Figure 24: Turbo Encoder block diagram 

 

4.4.2.3 Block interface 
 

The following figure shows the interface of the Turbo Encoder block as implemented 

in the RTL, 

Figure 25: Turbo Encoder block interface 
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Table 21: Turbo Encoder interface signals 

Signal width Port 

type 

Description 

clk  1 bit input System clock signal 

rst  1 bit input Turbo Encoder reset signal 

en 1 bit input Turbo Encoder enable signal. 

TBS 12 bit input Transport block size 

c_k 1 bit input Input stream (bit wise) to the Turbo encoder 

from CRC 

(length TBS+24) 

d0_k 1 bit Output Systematic bit stream output from the Turbo 

encoder (bit wise) 

d1_k 1 bit Output Parity 1 bit stream output from the Turbo 

encoder (bit wise) 

d2_k  1 bit Output   Parity 2 bit stream output from the Turbo 

encoder (bit wise) 

Turbo_valid 1 bit Output  Validation signal for Turbo_encoder output 

 

 

 

4.4.2.4 Operation   
 

The working scheme was made according to the following steps: 

1) The Look Up Table (LUT) module reads the TBS from the system top level and 

accordingly it extracts the f1, f2 parameters. 

2) The Pi module calculates the interleaved indices that will be stored in the buffer 

according to an optimized equation. 

3) Then the internal buffer is used to extract two streams of bits, the first one is the 

normal output stream (normal_os) that was directly mapped from the input 

stream (c_k), and the second one is the interleaved output stream 

(interleaved_os) that was mapped according to the calculated interleaved 

indices. 

4) Both streams are entered in parallel to the upper and lower constituent encoders 

for synchronization. 

5) The streams are placed in three shift registers and some processing (XOR 

operations) is made for encoding them to be extracted as follows before entering 

the trellis termination mode: 

• x_k --> extarcted from the internal_interleaver buffer as the normal output 

stream (normal_os) directly from the input bit stream after CRC. 
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• x_k_bar --> extracted after passing through the turbo upper constituent 

encoder shift registers that has the normal bit stream (normal_os) as its 

input. 

• z_k --> extarcted from the internal_interleaver buffer as the interleaved 

output stream (interleaved_os) directly from the interleaved bit stream after 

the internal inter-leaver. 

• z_k_bar --> extracted after passing through the turbo lower constituent 

encoder shift registers that has the interleaved bit stream (interleaved_os) as 

its input. 

6) The extracted four streams (in parallel) are then padded to a specified 

combination of the termination bits that are used to flush on the constituent 

encoders registers. 

7) The padding sequence is made in order to formulate the turbo_encoder output 

as follows: 

• Systematic bit stream: d0_k --> x_k + trellis termination bits (4). 

• Parity1 bit stream: d1_k --> z_k + trellis termination bits (4). 

• Parity2 bit stream: d2_k --> z_k_bar+ trellis termination bits (4). 

 

4.4.3 Rate Matching  
 

4.4.3.1 Design  
 

The design of the Rate Matching block is implemented based on using three 

memories for the subblock interleaver and a circular buffer. The specification for each 

component is done according to section 2.5.3.  
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4.4.3.2 Block diagram and architecture 
 

 

Figure 26: Rate Matching block diagram 

 

4.4.3.3 Block interface 
 

Figure 27: Rate Matching block interface 
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Table 22: Rate Matching interface signals 

Signal width Port type Description 

clk  1 bit Input  System clock signal 

rst  1 bit Input  Rate Matching reset signal 

en 1 bit Input  Rate Matching enable signal. 

TBS 12 bit Input Transport block size 

Qm 2 bit Input  Modulation order: (type of modulation that will 

be used to send uplink): Qm = 1(BPSK) or 

2(QPSK) 

Noting that in shared channel communication 

we use either BPSK or QPSK Modulation 

G 12 bit Input  The total number of bits available for the 

transmission of one transport block 

𝒓𝒗𝒊𝒅𝒙 2 bit Input  The redundancy version index for the HARQ 

process (There exist four redundancy versions 

for each HARQ process 0,1,2,3) 

𝒅𝒌𝟎 1 bit Output  Input Stream 0: 

Systematic bits stream output from the Turbo 

Encoder 

𝒅𝒌𝟏 1 bit Output  Input Stream 1: 

Parity 1 bits stream output from the Turbo 

Encoder 

𝒅𝒌𝟐 1 bit Output  Input Stream 2: 

Parity 2 bits stream output from the Turbo 

Encoder 

𝒆𝒌 1 bit Output Output stream from the Rate Matching unit 

RM_valid 1 bit Output  Output validation signal (ON: output valid, 

OFF: output is invalid) 

 

4.4.3.4 Operation   

Figure 28: Rate Matching block operation 
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The working scheme was made according to the following steps: 

1) RM_Control starts its action first by reading the following from the top module: 

• Transport Block Size: TBS. 

• Modulation order: Qm. 

• The total number of bits available for transmission of one transport block: G. 

• The redundancy version index: rv_idx. 

Then accordingly it calculates  

• Required length of the output from the Rate Matching: E. 

• Required number of rows to order the output stream: R_TC_subblock in a 

matrix of 32 column. 

• No of dummy bits that will be placed in the first row: no_dummy_bits_ first 

row. 

• Index after which we start oredering the output stream from the turbo encoder: 

dummy_position. 

• Starting point of the circular buffer: k0. 

2) This is followed by an initialization state during the reset condition to all the 

required signals to allow proper permutation in the sub_block inter-leavers 

considering the truncated dummy bits conditions, in addition to storing the 

permutation table (table 5.1.4.1). 

3) The third step is to start encoding the dummy bits according to the count and 

indices calculated from the control unit, in addition to ordering the turbo coded 

bits in a RAM of R_TC_subblock rows and 32 columns. 

4) The fourth step is dependent on the type of input from the turbo encoder such 

that: 

• For Systematic bit stream, and Parity 1 bit stream:  

The corresponding sub_block interlever directly map the input bit stream to the output 

bit stream (denoted by v_k0/v_k1) considering truncating the dummy bits and 

accessing the permuted elements by indices control. 

•           For Parity 2 bit stream: 

It calculates the respective indices mentioned by the equation stated in section 2.5.3.1 

and directly map the calculated indices –considering truncating the dummy elements- 

to their corresponding input bit stream to be considered as the output from the 

sub_block_interleaver 2. 
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5) The output streams from the threes sub_block inter_leavers are extracted as 

three parallel streams which have outputs bit streams that are free of 

dummy_bits in addition to be inter-leaved according to its respective 

interleaving schemes, the top module directly access the stream at which 

starting point of the circular buffer is located then: 

- If it was at v_k0 (the output stream from sub_block_interleaver 0), then the 

circular buffer stores the corresponding bit streams of v_k1, v_k2 at their 

respective location within the circular buffer. To be later used as the successive 

bits in case v_k0 stream was completely extracted and the required number 

length of the output (E) was not yet reached. 

- If it was at v_k1 (the output stream from sub_block_interleaver 1), then the 

circular buffer stores the corresponding bit streams of v_k2 at their respective 

location within the circular buffer. To be later used as the successive bits in case 

v_k1 stream was completely extracted and the required number length of the 

output (E) was not yet reached. 

- If it was at v_k2 (the output stream from sub_block_interleaver 2), then the 

output bit stream will start after k0 elemnts (considering the truncated dummies 

count till k0) till the length of the output (E) is reached. 

 

4.4.4 Channel Interleaver 
 

4.4.4.1 Design  
 

The proposed design of the channel interleaver divides the block into 5 

subblocks which are a control unit, two serial-to parallel shift registers, a parallel-to 

serial shift register and a register file. According to the control unit functionality as 

mentioned in section 2.5.4, multiplication and division operations are required to 

determine the number of rows and columns, into which the input bits are placed to be 

interleaved. To minimize the power, number of clock cycles, and the area of this 

subblock, the design proposes the utilization of shift registers to perform the division 

and multiplication instead of a multiplier and a divider. Moreover, a register file is used 

to hold the input bits instead of RAM to enhance the performance and the flexibility of 

the block, hence easing the retrieving of the bits out of it by columns as required in the 

channel interleaver functionality. Additionally, a load signal is added to the serial-to 
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parallel and parallel-to serial registers to be able to stall the input and perform the 

shifting only when needed. In order to control the flow of the input bit stream into and 

out from the channel interleaver block, different outputs are used to track the number 

of bits, number of rows, and number of columns. A flag signal (valid_out) is raised 

when the output bit stream is ready to go.   

 

4.4.4.2 Block diagram and architecture 
 

 
Figure 29: Channel Interleaver block diagram 

 

 

 

4.4.4.3 Block interface 
 

The following figure shows the interface of the Scrambler block as implemented in 

the RTL, 

 

Figure 30: Channel Interleaver block interface 

 

 

 

 

 



 

 

64 

Table 23: Channel Interleaver interface signals 

Signal width Port type Description 

clk 1 bit Input System clock signal 

reset 1 bit Input Channel Interleaver reset signal 

en 1 bit Input Channel Interleaver enable signal. 

𝑸𝒎 2 bits Input 
Modulation order: Qm = 1(BPSK) or 

2(QPSK) 

data_in 1 bit Input Serial input from Rate Matching 

in_length 16 bits Input The input length 

N_slots 5 bits Input Number of slots (upper layer parameter) 

data_out 1 bit Output  Serial output going to the Scrambler 

Valid_out 1 bit Output A valid output is ready 

 

4.4.4.4 Operation   
 

The operation of the channel interleaver starts with introducing the input bit 

stream besides the upper layer parameters needed to calculate the number of rows and 

columns according to the equations mentioned in section 2.5.4. The calculation is done 

in one clock cycles, then the interleaving is performed through the following steps, 

a. Based on the modulation order, 

i. 𝑄𝑚 = 1, the input stream enters the first serial-to parallel register 

until a number of bits that is equal to the number of columns 

calculated by the control unit are added.  

ii. 𝑄𝑚 = 2, the input stream enters the two serial-to parallel registers 

alternatingly, where the even bits are added to the first serial-to 

parallel register and the odd bits are added to the other one.  

b. When the number of bits inside the assigned serial-to parallel registers 

is equal to the number of columns calculated by the control unit, the 

parallel output is loaded onto a row in the register file.  

c. The previous steps are repeated until the number of input bits is reached 

by the counter and the register file is filled with rows and columns that 

are equal to the numbers calculated by the control unit.  

d. The columns of the register file are then loaded to the parallel-to serial 

register to generate the interleaved output stream.  

e. The load of the parallel-to serial register is monitored, so that it reloads 

every number of rows clock cycles which assures that the previously 

loaded bits are out.  
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f. Steps d and e are repeated until the register file is empty and all the 

columns are read and retrieved by the parallel-to serial register. 

4.4.5 Scrambler  
 

4.4.5.1 Design 
 

The design of the Scrambler block is implemented based on an LFSR, linear 

feedback shift register, in which the feedback is introduced to the registers by XORing 

the output signal with the input according to section 2.5.5.  

 

4.4.5.2 Block diagram and architecture 
 

Figure 31: Scrambler block diagram 

 

Functions of each unit:  

1) Control unit: the control unit is designed to control the process of the scrambler 

and its combinational logic that is used to calculate the initialization value for 

each LFSR.  

 

2) LFSR: two registers having a length of 31 bit that are used to generate the golden 

sequence for the scrambler’s process.   
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4.4.5.3 Block interface 
 

The following figure shows the interface of the Scrambler block as 

implemented in the RTL, 

       Figure 32: Scrambler block interface 

 
Table 24: Scrambler interface signals 

Signal width Port type Description 

clk 1 bit Input System clock signal 

reset 1 bit Input Scrambler reset signal 

en 1 bit Input Scrambler enable signal. 

𝒏𝑹𝑵𝑻𝑰 16 bits Input 
Radio Network Temporary Identifier 

(upper layer parameter) 

𝒏𝒇 10 bits Input 
System Frame Number (upper layer 

parameter) 

𝒏𝒔 ∈ (𝟎, 𝟏𝟗) 10 bits Input 
Slot Number Within Radio Frame (upper 

layer parameter) 

data_in 1 bit Input Serial input from Channel Interleaver 

In_length  12 bits  Input  The input length  

𝑵𝑰𝑫
𝑵𝒄𝒆𝒍𝒍

∈ (𝟎, 𝟓𝟎𝟑) 
16 bits Input 

Narrowband Physical Layer Cell Identity 

(upper layer parameter) 

data_out 1 bit Output Serial output going to the Modulator 

valid_out 1 bit Output A valid output is ready 

 

4.4.5.4 Operation   
 

The operation of the scramble is shown in the following steps:   

1) Calculate the initialization for both LFSRs according to section 2.5.5 after 

receiving the upper layer parameters needed and the output of the channel 

interleaver.  

2) Perform 1600 shift cycles in order to increase the randomization of the sequence 

and generate the golden sequence.  
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3) After this, the last bit of each LFSR’s golden sequence is taken to the scrambler 

module and are XORed together.  

4) Finally, this value is XORed with input to produce the output of the scrambler 

along with a 𝑣𝑎𝑙𝑖𝑑𝑜𝑢𝑡 signal.  

 

4.4.6 Modulator  
 

4.4.6.1 Design  
 

The design of the Modulator block is implemented based on using LUTs for 

each modulation scheme, and then using a mux to decide which of them will be used 

according to the modulation number 𝑄𝑚. The modulation for each scheme will be done 

according to section 2.5.6.  

 

 

4.4.6.2 Block diagram and architecture 
 

 
Figure 33: Modulator block diagram 

 

 

 

4.4.6.3 Block interface 
The following figure shows the interface of the Modulator block as implemented in 

the RTL, 
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      Figure 34: Modulator block interface 

 

 
Table 25: Modulator interface signals 

Signal width Port type Description 

clk 1 bit Input System clock signal 

reset 1 bit Input Modulator reset signal 

en 1 bit Input Modulator enable signal. 

𝑸𝒎 2 bits Input 
Modulation number: Qm = 1(BPSK) or 

2(QPSK) 

data_in 
1 bit/ 

2bits 
Input Serial input from Channel Interleaver 

in_length 16 bits Input The input length 

I 12 bits Output Real part of the output going to FFT 

Q 12 bits Output  
Imaginary part of the output going to 

FFT 

Valid_out 1 bit Output A valid output is ready 

 

4.4.6.4 Operation   
 

The modulator is operated using two MUXs that are controlled by the value of 

𝑄𝑚. After deciding which modulation scheme to use, the corresponding LUT will be 

used to modulate each bit onto a carrier. The input width also depends on the 

modulation scheme as when using BPSK the input width is 1 bit, but when using QPSK 

the input width is 2 bits. The final output after the modulation will be divided into two 

parts, one for the real part of the output and the other for the imaginary part. Each output 

has a width of 12 bits to accommodate with the requirement of the next block which is 

the FFT.   
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4.4.7 FFT  
 

4.4.7.1 Design  
 

FFT is a widely used block in digital systems and has numerous 

implementations. The 12-point FFT is based on two main building blocks: the radix-2 

and radix-3. The functionality of the DFT in this project requires it to cover 1-point 

FFT, 3-point FFT,6-point FFT, and 12-point FFT. Each is according to the number of 

subcarriers that are given as input to the block. In order to reduce the area, given that 

this block does not decide the frequency of the whole system, a pipe-lined architecture 

was implemented where an FSM controlled by the NSC (Number of Sub-Carriers) 

decides which type of FFT is required, and one block for radix-2 and another one for 

radix-3. then if it is 3 then it uses the radix-3 directly. If it is 6 then a pipe-lined radix-

6 is used where the resources used for it are only one radix-3 and one radix-2 where 

the radix-3 operates two times to cover all the 6 inputs in the first stage then the outputs 

of this stage are assigned to the intermediate registers after being multiplied with the 

corresponding twiddling factors. These outputs are finally inputted to radix-2 where 

each two of them are calculated and the outputs are assigned to the corresponding 

output port then the radix-2 is used again for two times to get the outputs of the rest 4 

intermediates. Similarly for the 12 NSC , it is designed to operate in 3 stages where the 

first stage requires the operation of the radix-3 for 4 times and in both the second and 

the third stages ,   radix-2 is used 6 times. The twiddling factor multiplications are 

performed using shift registers which greatly aided to save area and power.  

4.4.7.2 Block diagram and architecture 

Figure 35: FFT block diagram 
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4.4.7.3 Block interface 
 

 

 

 

Figure 36: Radix_2 FFT block interface                    

 Figure 37: Radix_3 FFT block interface 

   

 

Figure 38: FFT block interface 
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Table 26: FFT interface signals 

Signal Width Port type Description 

clk  1 bit Input System clock signal 

rst  1 bit Input Reset signal 

en 1 bit Input FFT enable signal. 

NSC 4 bits Input  Number of subcarriers  

x0_r 
. 
. 
. 

 x11_r 

12 

signed 

bits 

Input The real part of the 12 input signals Consists 

of 4 integer bits and 8 fraction bits. 

x0_i 
. 
. 
. 

 x11_i 

12 

signed 

bits 

Input The imaginary part of the 12 input signals 

Consists of 4 integer bits and 8 fraction bits. 

y0_r 
. 
. 
. 

 y11_r 

12 

signed 

bits 

Output The real part of the 12 output signals 

Consists of 4 integer bits and 8 fraction bits. 

y0_i 
. 
. 
. 

 y11_i 

12 

signed 

bits 

Output The imaginary part of the 12 output signals 

Consists of 4 integer bits and 8 fraction bits. 

 

4.4.7.4 Operation   
 

The operation of the block depends mainly on the number of subcarriers (NSC) where:  

➢ NSC=1: 

In this case, the output is the same as the input. 

➢ NSC=3: 

In this case, the inputs are directed to the radix-3 directly. 

➢ NSC=6: 

In this case, a pipelined strategy is used to arrange the operation between the 

available resources which are the radix-2 and the radix-3 in the design. 

The diagram shown below shows the Radix-6 inherently implemented where 

the first stage of it requires the operation of radix-3 two times then the outputs 

are assigned to intermediate signals then in the second stage, the radix-2 

operates 3 times using the intermediate signals as inputs to it. 

➢ NSC=12: 

In this case, a pipelined strategy is followed where this case is composed of 3 

stages that are shown in detail in the diagram below. The first stage requires the 

operation of radix-3 for 4 times to account for all the 12 inputs then the outputs 

of this stage are multiplied by their corresponding twiddling factors (in the order 
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shown below) and then saved in the intermediate signals. In both the second and 

third stages, radix-2 is used 6 times per stage. 

 

Figure 39: Operation of 12-point FFT including 6-point FFT 

 

 

4.4.8 Resource Element Mapper  
 

4.4.8.1 Design  
 

The design of the REM block is implemented based on the creation of a resource 

grid using the output parameters from the control unit which are calculated according 

to section 2.5.8.  

 

 

 

 

 

 

 

 

 

 



 

 

73 

4.4.8.2 Block diagram and architecture 
 

 
Figure 40: REM block diagram 

 

4.4.8.3 Block interface 
 

The following figure shows the interface of the REM block as implemented in 

the RTL, 

 

 

Figure 41: REM block interface 
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Table 27: REM interface signals 

Signal width Port type Description 

clk 1 bit Input System clock signal 

reset 1 bit Input REM reset signal 

en 1 bit Input REM enable signal. 

data_in_real 12 bits Input 
Real part from the input data coming 

from FFT  

data_in_im 12 bits Input 
Imaginary part from the input data 

coming from FFT 

𝑵𝒔𝒚𝒎𝒃 3 bits Input Number of SC-FDMA symbols  

𝑰𝒔𝒄 6 bits Input 
Subcarrier indication field (upper layer 

parameter) 

data_out_real 12 bits Output 
Real part of the output data going to 

IFFT 

data_out_im 12 bits Output 
Imaginary part of the output data going 

to IFFT 

valid_out  1 bit Output A valid output is ready 

 

 

4.4.8.4 Operation   
 

The REM block contains three modules:  

1) The first module is the first memory which receives the real part of the input 

data coming from the FFT. The size of the memory is set to the maximum 

possible input which is 12*112. The maximum number of rows for the resource 

grid is 12 which is the maximum number of subcarriers. The maximum number 

of columns is calculated using 𝑁𝑠𝑦𝑚𝑏 ∗ 𝑁𝑠𝑙𝑜𝑡𝑠 

2) The second module is the second memory which receives the imaginary part of 

the input data coming from the FFT. The size of the memory is set to the 

maximum possible input which is 12*112.  

3) The third module is the control units which maps the output of the FFT to the 

assigned subcarriers. The output of this module is 𝑁𝑠𝑙𝑜𝑡𝑠 and 𝑛𝑠𝑐 value which 

specifies the row number where the value is stored.  

After filling the memory with the input values, the remaining indices of the memory 

will be filled with zeros. Also, there is a certain column that is always reserved for the 

DMRS value which is an upper layer parameter.  
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4.4.9 IFFT   
 

4.4.9.1 Design  
 

The IFFT block has a variety of design methodologies to be implemented with. 

Its structure is based on the repetition of radix-2 blocks to construct the 7 stages of the 

128-point IFFT. The design proposed below has a pipelined strategy that uses 16 radix-

2 blocks to perform the 128-point IFFT functionality. This is implemented using a finite 

state machine that redirects the inputs and outputs of the 16 radix-2 blocks to cover the 

required computations. This design reduces the area of the IFFT block by shrinking the 

number of radix-2 blocks from 448, if all the used blocks are implanted and used once, 

to 16 radix-2 blocks. Another significant advantage of the proposed design is that the 

multiplications of the twiddle factors are fully performed using shift registers with pre-

determined shift amounts and no multipliers are used. This minimizes the power 

consumption of the block, in addition to the area and the consumed clock cycles. The 

total number of clock cycles that are consumed by the 128-point IFFT is 28 clock 

cycles. The intermediate signals are limited to 128 real and imaginary signals to avoid 

the redundant use of signals, hence reduce the area, power and routing complexity. 
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4.4.9.2 Block diagram and architecture 

Figure 42: IFFT block diagram 
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4.4.9.3 Block interface 

   Figure 42: IFFT block diagram 

 
Table 28: IFFT interface signals 

Signal Width Port type Description 

clk  1 bit Input System clock signal 

rst  1 bit Input Reset signal 

en 1 bit Input IFFT enable signal. 

x0_r 
. 
. 
. 

 x127_r 

14 

signed 

bits 

Input Real part of the 128 input signals resulting 

from resource element mapper. Consists of 4 

integer bits and 10 fraction bits. 

x0_i 
. 
. 
. 

 x127_i 

14 

signed 

bits 

Input Imaginary part of the 128 input signals 

resulting from resource element mapper. 

Consists of 4 integer bits and 10 fraction bits. 

y0_r 
. 
. 
. 

 y127_r 

14 

signed 

bits 

Output Real part of the 128 input signals resulting 

from resource element mapper. Consists of 4 

integer bits and 10 fraction bits. 

y0_i 
. 
. 
. 

 y127_i 

14 

signed 

bits 

Output Imaginary part of the 128 input signals 

resulting from resource element mapper. 

Consists of 4 integer bits and 10 fraction bits. 
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4.4.9.4 Operation   
 

The operation of this block is performed by a finite state machine that consists 

of 28 states.  The states determine the 16 real inputs and 16 imaginary inputs to assign 

the inputs of the 16 radix-2 blocks. In addition, the states include the multiplication of 

the twiddle factors, using shifters, by the 16 real and imaginary outputs of the 16 radix-

2 blocks before being assigned to the next intermediate signals. The twiddle factors are 

pre-calculated to ease the use of the low power shifting multiplication. The following 

figure shows the first three stages of the 7 stages of the 128-point IFFT. It shows the 

main strategy where the indices that are assigned together to the radix-2 blocks are 

divided by 2 every cycle, until the 7𝑡ℎ stage, in which every two consecutive indices 

are assigned to the same radix-2 block.  

Figure 43: First 3 stages of 128-point IFFT  

 

5 Project Execution  
 

5.1 Simulation results and evaluation  

 

The following subsections present the verification of the RTL blocks by 

conducting a comparison between the results and the reference model implemented 

using MATLAB. Then, the synthesis of the blocks is performed using Synopsys Design 

Compiler, the PnR is performed using IC Compiler, and the area, power and delay 

reports are reviewed to evaluate the efficiency of the proposed design using 45 nm 
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technology compared to previous implementations using 130 nm technology as in [11] 

and 45 nm technology as in [12]. The synthesis and PnR are done with a clock 

frequency of 765 kHz that corresponds to a clock period of 1.32 𝜇𝑠 as in [11].  

 

5.1.1 CRC  
 

To verify the functionality of the CRC block, a testbench is used to give an 

initial insight about the correctness of the operation which results in the following 

waveform, where the output matches the output of the reference model implemented 

using MATLAB. It shows the output that consists of the input stream followed by the 

24 bits of the generated CRC code. 

Figure 44: CRC waveform  

 

5.1.1.1 MATLAB and Verilog Comparison   
 

To increase the coverage of the applied test cases, 10 input test vectors are 

generated by MATLAB with a length of the maximum TBS, 2536, and applied to the 

input of the CRC block designed with the RTL to verify its functionality. The following 

figure shows that the proposed design matches the reference model successfully. 
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Figure 45: RTL results matched with MATLAB for CRC 

 

5.1.1.2 Synthesis and pnr results 

 
5.1.1.2.1 Setup Time 

 

Figure 46: CRC setup time result  

 

5.1.1.2.2 Area  

 

Figure 47: CRC Area 

 

The area report shows that the area of the synthesized CRC block is 379.85 𝜇𝑚2 

which is smaller than the reported area value of 2680.52 𝜇𝑚2 in [11] and the reported 

area value of 452.73 𝜇𝑚2 in [12] 
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5.1.1.2.3 Power 

 

Figure 48: CRC power  

 

The power report resulting from Design Compiler shows that the power of the 

synthesized CRC block is 1.9967 𝜇𝑊 which is smaller than the reported power value 

of 20 𝜇𝑊 in [11] and the reported power value f 2.1628 𝜇𝑊 in [12] 

 

 

5.1.2 Turbo Coding  
 

5.1.2.1 MATLAB and Verilog Comparison  
 

Test case: 

For testing, an input stream to MATLAB and MODELSIM was used taking 

TBS=16, thus K= 40. Input length = 40, as follows: 

c = [1 0 0 1 0 0 1 0 1 1 1 0 0 1 0 0 1 0 1 1 1 0 0 1 0 0 1 0 1 1 1 0 0 1 0 0 

1 0 1 1]; 

 

The same input stream was encoded for both modules of the Turbo_encoder in 

MATLAB and MODELSIM, and the output streams are mapped as follows: 

• MATLAB: d0,d1,d2 as the output streams from the turbo encoder, representing 

Systematic bit stream, Parity 1 bit stream, and Parity 2 bit stream, respectively. 

• MODELSIM: d0_v, d1_v, d2_v as the output streams from the turbo encoder, 

representing Systematic bit stream, Parity 1 bit stream, and Parity 2 bit stream, 

respectively. 

The comparison was made at the MATLAB by comparing the generated output file 

from RTL model, and the MATLAB model. The two models show a matched output 

indicating that the RTL design is properly verified by the corresponding behavioral 

reference model. This is indicated by printing a “MATCHED!!” flag as shown below. 
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For d0_k, and d1_k: 

 
Figure 49: RTL results matched with MATLAB for Turbo Encoder 

 

5.1.2.2 Synthesis and pnr results  

 
5.1.2.2.1 Time  

 

Figure 50: Turbo Encoder setup time result  
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5.1.2.2.2 Area  

 

Figure 51: Turbo Encoder area 

 

The area report shows that the area of the synthesized Turbo Encoder block is 

13,780.4 𝜇𝑚2 which is smaller than the reported area value of 155,050 𝜇𝑚2 in [11] and 

the reported area value of 26,257.13 𝜇𝑚2 in [12] 

5.1.2.2.3 Power 

 

Figure 52: Turbo Encoder power 

 

The power report shows that the power of the synthesized Turbo Encoder block 

is 57.93 𝜇𝑊 which is smaller than the reported power value of 4 𝑚𝑊 in [11] and the 

reported power value of 125.71 𝜇𝑊 in [12] 

5.1.2.2.4 Final chip  

Figure 53: Turbo Encoder final chip after pnr 
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5.1.2.3 Comments   
 

Optimization:  

• The calculation of the interleaving function was greatly optimized by being 

considered as a recurrency equation at which the calculation is made according 

to this simplified version of the equation: 

 𝑃𝑖(𝑖 + 1)  = 𝑝𝑖 (𝑖 )  + Δ𝑝𝑖(𝑖) 

This equation is dependent only on arithmetic operations avoiding the use of multipliers 

which greatly reduces the power consumption and area usage of the block. 

• The parallel mechanism greatly enhances the system speed, such that the proper 

output is directly extracted after only two clk cycles from the input encoding 

with no need of wasting additional clk cycles for further calculations since all 

the needed calculations are performed in parallel with the input encoding. 

 

 

5.1.3 Rate Matching  
 

5.1.3.1 MATLAB and Verilog Comparison  
 

Test case: 

For testing, an input stream to MATLAB and MODELSIM was used taking 

TBS=16, thus K= 40, Qm = 1 (BPSK modulation), rv_idx = 2, G (expected RM output 

length: length (e_k)).  Input length = 44 for the three assumed output streams from the 

turbo encoder (considering the padded trellis termination bits for each stream), as 

follows: 

 

d0 = [1 0 0 1 0 0 1 0 1 1 1 0 0 1 0 0 1 0 1 1 1 0 0 1 0 0 1 0 1 1 1 0 0 1 0 

0 1 0 1 1 1 1 0 1]; 

d1 = [1 0 0 1 0 0 1 0 1 1 1 0 0 1 0 0 1 0 1 1 1 0 0 1 0 0 1 0 1 1 1 0 0 1 0 

0 1 0 1 1 1 1 0 1]; 

d2 = [1 0 0 1 0 0 1 0 1 1 1 0 0 1 0 0 1 0 1 1 1 0 0 1 0 0 1 0 1 1 1 0 0 1 0 

0 1 0 1 1 1 1 0 1]; 

 

The same input stream was encoded for both modules of the RM in MATLAB and 

MODELSIM, and the output streams are mapped as follows: 

• MATLAB: e_k as the output stream from the Rate matching, representing the 

bit stream available for transmission of one transport block. 
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• MODELSIM: e_v as the output streams from the Rate matching, representing 

the bit stream available for transmission of one transport block.  

 

The comparison was made at the MATLAB by comparing the generated output file 

from RTL model, and the MATLAB model. The two models show a matched output 

indicating that the RTL design is properly verified by the corresponding behavioral 

reference model. This is indicated by printing a “MATCHED!!” flag, further more the 

output length is 24 bits as it was designed from G system level parameter (that indicates 

the number of bits available for transmission of one transport block) as shown below. 

*It is worth noting that in future work this model must be further tested for several G 

values. 

Figure 54: RTL results matched with MATLAB for Rate Matching 

 

 

5.1.3.2 Synthesis and pnr results  
 

Initial estimation for the Synthesis results  

 

5.1.3.2.1 Time  

Figure 55: Rate Matching setup time result  

5.1.3.2.2 Area  

Figure 56: Rate Matching area 
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The area report shows that the area of the synthesized Rate Matching block is 

72,349.1 𝜇𝑚2 which is smaller than the reported area value of 489,458 𝜇𝑚2 in [11] and 

the reported area value of 99,299 𝜇𝑚2 in [12] 

 

5.1.3.2.3 Power 

 

Figure 57: power 

 

The power report shows that the power of the synthesized Rate Matching block 

is 367.164 𝜇𝑊 which is smaller than the reported power value of 3.25 𝑚𝑊 in [11] and 

the reported power value of 388.54 𝜇𝑊 in [12] 

 

5.1.3.3 Comments   
 

Optimization:  

1) In step 4 (for systematic bit stream and parity 1 bit streams) in the design 

mentioned in section 4.4.3.4: 

The output stream from the turbo_encoder is directly mapped to the already 

stored input stream and dummies in RAM, considering truncating the dummy 

bits and accessing the interleaved bits after permutation by indices control. This 

allows having only one memory for each sub_block interleaver which allows 

reducing the power and area used. 

 

2) In step 4 (for parity 2 bit stream) in the design mentioned in section 4.4.3.4: 

The permutation equation pi(k) was traced to depend only on two registers 

values: (inner MOD result, and Floor_result), even more their values have 

certain pattern that was traced to be implemented with the minimal number of 

needed calculations using shift registers and finite state machines avoiding any 

multiplication operations or Modulus that will need an additional multipliers 
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and other units which will add to the required area, increase the used power, in 

addition to reducing the block speed. 

 

3) In step 5: The size of the circular buffer was reduced by one third of its original 

value; due to directly accessing the starting point k0 at the respective output 

stream. 

5.1.4 Channel Interleaver 
 

To verify the functionality of the Channel Interleaver, a testbench is used to give 

an initial insight about the correctness of the operation which results in the following 

waveform, where the output matches the output of the reference model implemented 

by MATLAB. It shows the output that represent the input bits after being shifted in the 

serial-to parallel register and read from the register file by columns after being placed 

by rows.  

Figure 58: Channel Interleaver waveform  

 

5.1.4.1 MATLAB and Verilog Comparison  
 

To increase the coverage of the applied test cases, 30 input test vectors are 

generated by MATLAB with a length of 2564 as an example of a typical input to the 

Channel Interleaver block according to the TBS values, the added bits by the CRC and 

the Turbo Encoder, and the number of rate matching output bits. These test vectors are 

applied to the input of the Channel Interleaver block designed with the RTL to verify 

its functionality. The following figure shows that the proposed design perfectly matches 

the reference model. 
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Figure 59: RTL results matched with MATLAB for Channel Interleaver 

 

5.1.4.2 Synthesis and pnr results  

 
5.1.4.2.1 Time  

 

Figure 60: Channel Interleaver setup time result  

 

5.1.4.2.2 Area  

Figure 61: Channel Interleaver area 

 

 

The area report shows that the area of the synthesized Channel Interleaver block 

is 20,014.638 𝜇𝑚2, which is smaller than the reported area value of 440,585 𝜇𝑚2 in 

[11] and the reported area value of 953.61 𝜇𝑚2 in [12]. 
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5.1.4.2.3 Power 

 

Figure 62: Channel Interleaver power 

 

The power report shows that the power of the synthesized Channel Interleaver 

block is 77.21 𝜇𝑊 which is smaller than the reported power value of 7 𝑚𝑊 in [11]. 

 

 

5.1.5 Scrambler  
 

To verify the functionality of the Scrambler block, a testbench is used to give 

an initial insight about the correctness of the operation which results in the following 

waveform, where the output matches the output of the reference model implemented 

by MATLAB. It shows the output after the first 1600 cycles of the LFSR of the 

scrambler and the input shifting and XORing clock cycles. 

Figure 63: Scrambler waveform  
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5.1.5.1 MATLAB and Verilog Comparison  
 

To increase the coverage of the applied test cases, 30 input test vectors are 

generated by MATLAB with a length if 2564 as a typical allowed input length to the 

Scrambler. The 30 test vectors are then applied to the input of the Scrambler block 

designed with RTL to verify its functionality. The resulting output is compared with 

the reference model after the initial 1600 clock cycles at the beginning of the scrambler 

operation. The following figure shows that the proposed design matches the reference 

model successfully. 

Figure 64: RTL results matched with MATLAB for Scrambler 

 

5.1.5.2 Synthesis and pnr results  
 

5.1.5.2.1 Time  

Figure 65: Scrambler setup time result 
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5.1.5.2.2 Area  

Figure 66: Scrambler area 

 

The area report shows that the area of the synthesized Scrambler block is 135.66 

𝜇𝑚2 which is smaller than the reported area value of 2802 𝜇𝑚2 in [11] and the reported 

area value of 327.712 𝜇𝑚2 in [12] 

 

5.1.5.2.3 Power 

Figure 67: Scrambler power 

 

The power report shows that the power of the synthesized Scrambler block is 

0.7746 𝜇𝑊 which is smaller than the reported power value of 254 𝜇𝑊 in [11] and the 

reported power value of 1.2976 𝜇𝑊 in [12] 

 

 

5.1.6 Modulator  
 

The modulator is verified by introducing data_in input stream and comparing 

the outputs I and Q with MATLAB outputs. The test was performed for BPSK 

modulation, 𝑄𝑚 = 1, and QPSK modulation, 𝑄𝑚 = 2.  

 

 

5.1.6.1 MATLAB and Verilog Comparison  
 

The following figures show that the output of the modulator matches the output 

of MATLAB successfully in the case of BPSK and QPSK modulation types. Note the 

binary representation of the modulation values, 

 

‘ 
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Table 29: Binary representation of complex values used in Modulator 

Decimal value Binary value 

𝟏

√𝟐
 0000_10110101 

−
𝟏

√𝟐
 1111_01001011 

 

 

5.1.6.1.1 BPSK 

 

 
Figure 68: Modulator output for BPSK using MATLAB 

 

Figure 69: Modulator output for BPSK waveform  

 

 

5.1.6.1.2 QPSK 

 

Figure 70: Modulator output for QPSK using MATLAB   
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Figure 71: Modulator output for QPSK waveform  

 

5.1.6.2 Synthesis and pnr results  
 

5.1.6.2.1 Time  

Figure 72: Modulator setup time result 

5.1.6.2.2 Area  

Figure 73: Modulator area 

 

The area report shows that the area of the synthesized Modulator block is 

246.316 𝜇𝑚2 which is smaller than the reported area value of 1458 𝜇𝑚2 in [11] and the 

reported area value of 631.484 𝜇𝑚2 in [12]. 

5.1.6.2.3 Power 

 

Figure 74: Modulator power 
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The power report shows that the power of the synthesized Modulator block is 

1.2907 𝜇𝑊 which is smaller than the reported power value of 254 𝜇𝑊 in [11] and the 

reported power value of 2.6761 𝜇𝑊 in [12]. 

 

5.1.6.2.4 Final chip  

 

Figure 74: Modulator final chip after pnr 

 

5.1.7 FFT  
 

To verify the functionality of the FFT block, a testbench is used with test cases 

that consist of the typical outputs from the modulator including the following values.    

Table 30: Binary representation of complex values used in FFT 

𝟏

√𝟐
+ 𝒊

𝟏

√𝟐
 0000_10110101+i 0000_10110101 

−
𝟏

√𝟐
+ 𝑖

𝟏

√𝟐
 

1111_01001011+ i 0000_10110101 

𝟏

√𝟐
− 𝑖

𝟏

√𝟐
 

0000_10110101+i 1111_01001011 

−
𝟏

√𝟐
− 𝑖

𝟏

√𝟐
 

1111_01001011+i 1111_01001011 
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The results show a good matching between the RTL results and MATLAB 

results but exhibit an increased error in the small resulting values that are close to zero. 

This behavior is to be enhanced in the future work by increasing the number of bits 

utilized for the fraction part as discussed in section 6.1. 

 

5.1.7.1 MATLAB and Verilog Comparison  
 

Figure 75: FFT output using MATLAB 

 

Figure 76: FFT output waveform 

 

5.1.7.2 Synthesis and pnr results  
 

5.1.7.2.1 Time  

 

Figure 77: FFT setup time result 
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5.1.7.2.2 Area  

 

Figure 78: FFT area 

 

The area report shows that the area of the synthesized FFT block is 10,768.74 

𝜇𝑚2 which is smaller than the reported area value of 57,275 𝜇𝑚2 in [11] and the 

reported area value of 23,640 𝜇𝑚2in [12] 

 

5.1.7.2.3 Power 

 

Figure 79: FFT power 

 

The power report shows that the power of the synthesized FFT block is 49.25 

𝜇𝑊 which is smaller than the reported power value of 1.639 𝑚𝑊 in [11] and the 

reported power value of 87.847 𝜇𝑊 in [12] 

 

 

5.1.8 Resource Element Mapper  
 

5.1.8.1 MATLAB and Verilog Comparison  
 

The following figures show that the output of the Resource Element Mapper 

matches the output of MATLAB successfully. According to the tet case used where the 

values of 𝐼𝑠𝑐  is 15 hence the position of the allocated subcarriers will be the 

10𝑡ℎ, 11𝑡ℎ, 𝑛𝑑 12𝑡ℎ row. It is also noted that the third column is don’t contain data as 



 

 

97 

the value of the DMRS is set to 3. However, more test cases must be tested to make 

sure that the block functions correctly for all testing possibilities.  

 

Figure 80: REM output using MATLAB 

 

Figure 81: REM memory output 

 

 

 

5.1.8.2 Synthesis and pnr results  
 

Initial estimation of synthesis results  

 

5.1.8.2.1 Time  

Figure 82: REM setup time result 
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5.1.8.2.2 Area  

Figure 83: REM area 

 

 

5.1.8.2.3 Power 

Figure 84: REM power 

 

5.1.8.2.4 Final chip 

 

Figure 85: REM final chip after pnr 
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5.1.9 IFFT   
 

To verify the functionality of the IFFT block, a testbench is used with test cases 

that use the outputs from the FFT block designed before. The results show a moderate 

matching between the RTL and the MATLAB reference model with some error. This 

error can be referred to the accumulation of a division by 2 in one step at the last stage 

instead of performing it gradually along the stages, which results in a loss of 

information after truncating the shifted bits. This is to be modified in the future work 

by distributing the division, by shifting, operation throughout the stages.  

 

5.1.9.1 MATLAB and Verilog Comparison  
 

The following figures present the first 12 outputs out of the 128 output of the 

128-point IFFT. 

Figure 85: IFFT output using MATLAB 

Figure 86: IFFT output waveform  

 

 

 

 

 



 

 

100 

5.1.9.2 Synthesis and pnr results  
 

5.1.9.2.1 Time  

Figure 87: IFFT setup time result 

 

5.1.9.2.2 Area  

Figure 87: IFFT area 

 

The area report shows that the area of the synthesized 128-Point IFFT block is 

84,553.42 𝜇𝑚2 which is smaller than the reported area value of 374,142.3 𝜇𝑚2 in [12] 

 

 

5.1.9.2.3 Power 

 

Figure 89: IFFT power 
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The power report shows that the power of the synthesized 128-Point IFFT 

block is 441.93 𝜇𝑊 which is smaller than the reported power value of 1.41 𝑚𝑊 in 

[12]. 

 

5.1.9.3 Comments   
 

Synthesis power and area results are compared with the previous work in [12] 

and not with [11] as the IFFT implemented in [11] is 16-Point IFFT, so the valuea are 

not compatible.  

 

5.2 Final synthesis and pnr results  

5.2.1 Synthesis summary  
 

Table 31: Synthesis summary for all blocks  

Block Area (𝝁𝒎𝟐)    Power (𝜇𝑊)  Setup Slack (ns) 

CRC 379.847993 1.9967 1318.65 

Turbo Encoder 13780.395684 57.9320 1316.76ns 

Rate Matching 72349.073059 367.1643 1316.14 

Channel 

Interleaver 

20014.637515 77.2071 1317.38 

Scrambler 135.659998 0.7746 1318.96 

Modulator 246.316003 1.2907 1318.96 

FFT 10768.74386 49.2461 1317.29 

REM 1746.555976 8.5391 +1318.48 

IFFT 84553.41919 441.9301 1316.27 

 

5.2.2 PnR summary  
 

Table 32: pnr summary for some blocks 

Block Area (𝝁𝒎𝟐)    Power (𝜇𝑊)  Setup (ns) 

Modulator 2516.625974   256.2272 1318.86 

REM 10755.975863 1.4463e+03 1318.86 
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5.3 Project tasks and Gantt chart 

 
Table 32: Gantt chart and tasks distribution 
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6 Conclusion and future work  
 

6.1 Conclusion 

The NB-IoT (Narrowband Internet of Things) is an LPWAN (low-power, wide-

area network) technology created for Internet of Things (IoT) applications. A crucial 

part of an NB-IoT system is the NB-IoT transmitter which is in charge of sending data 

from IoT devices to the network. In this project, the Transmitter is tackled from 

different perspectives where a detailed MATLAB code that simulates the architecture 

was written for every module. After checking that the written MATLAB code verifies 

the NB-LTE specifications provided in the referenced standard, an RTL code is written, 

and the implementation of each module was tested using randomly generated test 

vectors. The results of the RTL were compared to those of MATLAB and they were 

matching in all the implemented blocks (considering the pre-calculated errors of the 

blocks that perform mathematical operations that require fixed-point representation). 

The next stage, according to the ASIC flow, is to take these synthesizable RTL codes 

along with the library files and input them into the synthesis tool. The generated netlist 

of the synthesizer was provided to the PnR tool (performed for some of the synthesized 

blocks). In this project, Synopsis package with a technology size of 45nm was used for 

the Synthesis and PnR of the transmitter blocks. The synthesis results were compared 

to the previous work results and it is found that our design managed to obtain better 

results, especially in area and power for most of the blocks through the optimizations 

performed earlier in the RTL implementations. The lower power consumption means 

that the chip can work for longer periods of time which consequently increases the 

battery life. These improvements can make NB-IOT chips prone to poor network 

connections making them more reliable. Moreover, a smaller chip area in addition to 

low power consumption means lower chip cost, and if a chip is affordable, it will be 

easily accessible through a wide range of IOT applications. These improvements help 

brighten the future of NB-IOT applications which in turn facilitates the everyday life 

of people and takes the world a further step to the future. 
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6.2 Future work 

➢ Channel Interleaver 

This module requires further optimizations in the RTL in order to 

improve its speed and consequently its power consumption. This can be 

achieved by finding a prediction method for the to-be-used indices instead of 

the actual placement of the elements and then retrieving them back. 

 

➢ Scrambler 

It takes 1600 cycles to generate the unique Golden Sequence which 

introduces high latency in the design. It is recommended to work on reducing 

this number of cycles by finding a prediction method that minimizes the elapsed 

time in this module. 

 

➢ Input Buffer preceding the DFT 

The Modulator outputs vary according to the modulation type whether 

it is BBSK or QBSK and the DFT takes its 12 inputs simultaneously. That’s 

why an input buffer should be inserted between the DFT and the Modulator in 

order to synchronize their operation and make the propagation of bits smooth 

throughout the whole block. Moreover, this is essential for the integration of the 

constituent blocks of the NB-IOT transmitter chip. 

 

➢ DFT 

The Accuracy of the outputs of this module can be highly improved by 

increasing the number of the fraction bits that are accounted for in the widths of 

the input signals. This will consequently increase the SNR and the accompanied 

error. 

 

➢ IFFT 

In this module, there was a (division by 2) operation in each stage but in 

our design, we grouped all these divisions to be performed at the end of the last 

stage (shift >>>7) which unfortunately made some losses in the output signals 

due to the truncation resulted due to the limitation on the signal width (fixed-

point restriction). This shall be resolved if the shifting is distributed among the 

stages by adding (shift <<<1) to the outputs of each radix-2.   
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➢ Cyclic Prefix 

This module acts as a guard band that is made between the LTE symbols 

and it is essential to reduce the intra-symbol interference and keep the OFDM 

signals from any interferences. Thus, we highly recommend implementing an 

optimized design for it to be added to our design just after the IFFT. 
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