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Abstract

The recent advances in LPWA (Low Power Wide Area) technology has motivated
the emergence of NB-IOT (Narrowband Internet of Things) to be utilized in a wide
range of applications, especially low-power and delay-insensitive ones. An uplink of
NB-10T is defined as the link from a user equipment (UE) to a base station (BS). Uplink
transmission is a key element for NB-1OT to successfully accomplish the sensitive task
of sensor data collection for many applications. The NB-1OT protocol details are clearly
investigated through the literature. However, the detailed design and digital
implementation that satisfies the strict performance requirements has not been
rigorously investigated. In this work, we present the digital design and implementation
of the uplink shared channel transmitter chain according to LTE: 3GPP Release.16
standard. First, the standard specifications are thoroughly investigated to address the
design requirements for each block. Second, the behavioral simulation for the
transmitter chain blocks is implemented using MATLAB as the reference model. Then,
the Hardware implementation is performed using Register Transfer Level (RTL). The
Hardware Description Language (HDL) implementation output has to prove its
correspondence with the reference model output. Finally, the implemented design is
tested using FPGA Kit, and characterized its performance matrix in terms of Power,

Area, and Timing constraints satisfaction.

Key Terms—LTE, NB-1OT, uplink transmission, physical channel, digital design.
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1 Introduction and Literature review

1.1 General Introduction and overview of the topic

During the past few decades, wireless communication systems had experienced
a great revolution. Wireless technology and networks were evolved from 1G
technology to today’s 4G systems as shown in figure.1. This evolution started from
being voice-centric communication systems such as 1G and 2G networks. Then, several
improvements were introduced to support data-centric devices with low to medium data
rates (in range of few Mbps), for this purpose 3G wireless networks were introduced
showing capability of supporting video, voice, and data services. Finally, 4G activity
known as LTE ™ was introduced by 3GPP organization. LTE had revolutionized the
wireless communication systems by introducing advanced features compared to its
predecessors such as offering high speed, low latency, higher spectrum efficiency,
higher cell capacity, and air interface based on Orthogonal Frequency Division Multiple
(OFDM) access.

19805 19905 2000s 2010s
Analog voice Digital voice Mobile broadband Mobile internet
Figure 1: Emergence of wireless and cellular networks [1].

LTE has introduced Machine Type Communication (MTC). It is a technology
that enables the communication between devices in addition to the underlying
infrastructure for data transport. The communication can take place between an MTC
device and a server, or between two MTC devices directly through different networking
technologies. MTC significance can be highlighted in a wide range of applications and
services in several industrial fields such as manufacturing, energy, process automation,

healthcare, and utilities.
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Internet of Things (IOT) is a one realization of MTC technology in which all
the devices communicate with each other and with network servers or applications.
MTC devices number can be very large such that each one have the advantages of low
complexity, low power, and low range. They are mostly battery powered without any
external power supply source. However, the number of connections between the
devices are estimated to be ultra-large with a device density of 1 million devices per

square kilometers and an active connection density of 200,000 per square Kilometer.

Starting from Release 13, LTE has introduced one category of the MTC that is known
as LTE Narrowband Internet of Things (NB-10T) that is also known as 3GPP NB-10T.
It delivers different optimization levels for NB-IOT devices such as low power
consumption, low data rate, limited bandwidth of 180 KHz, low hardware cost, and
extended coverage. NB-10T devices can be realized as actuators, sensors, wearables
such as smart watches, and cameras. One application of NB-IOT is “smart buildings”
as shown in Fig.2 where NB-IOT devices that form a large network of connected
devices to gather a large amount of information and data and send them remotely to a
server for being processed. Additionally, NB-1OT devices can be realized as connected
sensors in gas stations that also gather information to be processed by being
communicated with base stations (eNodeB) and core networks through cellular
infrastructure as shown in Fig.2. These devices are categorized to be non-time critical
in terms of data transfer, and they differ from being very simple to extremely complex

ones according to the application requirements.
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Figure 2: NB-10T applications in smart buildings and meters [1].

In order to meet the goals of connecting a large number of devices in a wide
range of application domains connected through cellular infrastructure to realize the
Internet of Things (IOT) with minimal power consumption, low cost, and extended
battery lifetime. 3GPP standardized LTE NB-IOT as a stripped version of the full-
fledged LTE system extending from release 13 to release 16. NB-1OT is a low power
Wide Area Network (WAN) solution that operates in a licensed spectrum band. LTE
technology and mobile operators offer a very big robust ecosystem, this motivates
3GPP to standardize and incorporate NB-IOT as part of LTE standards to avoid

reestablishment of new cellular infrastructure.

1.1.1 LTE NB-IOT Protocol Stack and Architecture

Network protocol stack is formed through a layered architecture that exists in
both transmitting and receiving nodes. For communicating peer nodes at corresponding
layers, each layer run a protocol. In order to provide functions or services to the upper
layer, this protocol can exchange packets, messages, and Protocol Data Units (PDUSs).
On the other hand, the protocol exchanges these packets, messages, and PDUs with the
lower layer to use its services and functions. The International Standards Organization
(1SO) has developed the international standard for computer networks reference model:

Open Systems Interconnection (OSI1) which designs the structure of the layers as shown
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in Fig3. The most bottom two layers (MAC and PHY layers) are called the Access
Stratum (AS). They are responsible of handling and processing the physical
transmission and reception of the media. The physical media in case of NB-IOT is the
wireless channel. The upper five layers are referred to as the Non-Access Stratum
(NAS), and they are characterized in terms of their functions and protocols independent

of the physical media, thus they are almost the same across different physical media
types.

Application [f-------=-c-c;cccceeennnnanna » Application
F l Y l
Session b e il » Session
1 T
v
Presentation |« p Presentation
Transport [M---------sssssosoooaannoonnn M Transport ;
LT
ry ry o
[}
v v S
Metwork |[#--------------“~---~----"-"------ M Network <
A ry
v L )
=
MAC o » MAC E
3
T I
PHY L e L L LR L PHY E
=1,

Figure 3: OSI data plane protocol stack [1].

The layering architecture of NB-1OT services, protocol stack, and functions is
formed such that they are transmitted and received on a specific media type that is the
wireless channel. Hence, NB-IOT does not have all the layers stated in Fig.3. However,
only the MAC and PHY layers change while keeping the upper five layers (NAS layers)
unchanged. This is because 3GPP protocol stack only defines the air access method and
the access stratum and protocols that exist only at the MAC and PHY layers. The

layered architecture is further vertically divided into two planes: 1) data plane where
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user data flows between the two nodes, and 2) control plane where control information
is exchanged. The data plane and control plane for NB-1OT protocol stack are shown
in Fig.4 and Fig.5 respectively. In Fig.4, 3GPP defines the access stratum layers which
are defined as: Packet Data Convergence Protocol (PDCP), Radio Link Control (RLC),
Medium Access Control (MAC), and Physical (PHY) sublayers. Furthermore, in Fig.5,
additional control plane sublayers are defined as: Radio Resource Control (RRC), and

Non-Access Stratum (NAS) which is considered as a signaling layer.

MAC RLC

PHY

051 data-plane stack 3GPP data-plane stack

Figure 4: NB-10T data-plane protocol stack [1].

MAC RLC

T L “Tr--o__ | MAC
PHY

[_RiC ]

OS5I control-plane stack  3GPP control-plane stack

Figure 5: NB-10T control-plane protocol stack [1].

NB-1OT networking architecture is shown in Fig.6. Such that each eNodeB
(base station) is responsible for providing radio coverage to a geographical area, thus
all NB-IOT devices in this area can be directly connected to this specific eNodeB. A
single or multiple eNodeBs belong to a mobile operator. To enable their services on the
mobile operator network, all NB-10T devices within one service area are equipped with

a USIM card. By means of X2 protocol, the eNodeBs are interconnected with each
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other in one service area of the mobile operator network. Additionally, eNodeBs are
connected to the Evolved Packet Core (EPC) core network by means of S1 protocol. In
detail: eNodeB is connected to the Mobility Management Entity (MME) by means of
S1-MME protocol which carries control-plane messages and signaling, while eNodeB
is connected to the Serving Gateway (S-GW) by means of S1-U protocol which carries

the data-plane messages.

Internet

MME, 5-GW, P-GW MME, 5-GW, P-GW

Figure 6: LTE NB-10T network architecture [1].

The overall 3GPP protocol stack at the three main entities: core network (EPC),
eNodeB, and NB-IOT UE (utility equipment), is summarized in Fig.7. Their
descriptions are presented in detail as follows:

1) Evolved Packet Core (EPC): The LTE core network has two main interfaces

with eNodeB:

l. S1-MME protocol: it carries all the signaling or control-plane messages,
such that control-plane traffic flows from the UE to the eNodeB through
S1-MME protocol to the MME. MME is a control-plane component;
since it contains the NAS that is considered as an anchor point for

signaling or control messages that are exchanged with the UE. The
16



number of NB-IOT devices within an MME region can extend to
hundreds of thousands of devices that cause large number of
communications which may overwhelm the MME. For this purpose,
there may exist multiple MMEs that can communicate with the same
eNodeB and perform load-balancing among themselves. Furthermore,
MME performs NAS signaling, and communicates also with S-GW and

P-GW, and perform authorization and authentication.

I1. S1-U protocol: it carries all the user or data-plane messages, such that
data-plane messages flow from the UE to eNodeB through S1-U
protocol to the Service Gateway (S-GW) that performs packet
forwarding and routing to Packet Gateway (P-GW) that allocates IP
address to the UE, and perform data rate enforcement in both uplink and

downlink, and eventually to the Internet.

Additionally, there exists Home Subscriber Server (HSS) inside the EPC which

is used for storing and updating UE subscription information. It also stores UE

information where different identity and traffic encryption security keys are generated.

In addition, it provide authentication between MME and UE, and protect signaling and

data-plane messages exchanged between the UE and eNodeB. It also perform UE

identification and addressing, and contains UE profile information such as the

subscribed quality of service that includes the maximum allowed bit rate.

Data-plane | Control-plane
UE loT eNodeB EPC
UE admission and
traffic scheduling I
S1-MME !
[ Tceiir] | [ RRC | RRC 8
I PDCP | I PDCP | R
: Sl - ~
I RLC | I RLC | |#=--{+[ SGW |4++[ PGW | Internet
[ wmAac ] [ MAc ] ~
I PHY | I PHY |
Fy &
. Uu

= 3GPP LTE protocol stack

Figure 7: 3GPP LTE NB-IOT protocol stack for both UE and eNodeB [1].
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1.1.2 NB-10T Modes of Operation

The wireless radio interface of the NB-IOT can support three main modes
of operation as shown in Fig.8. The modes supported by an NB-1OT device are
stated as follows:

1) In-band mode: it utilizes a band of an LTE frequency. Since it utilizes
resource blocks within an LTE carrier bandwidth such that one Physical
Resource Block (PRB) of LTE occupies 180 KHz of bandwidth. Noting that
when the PRB is not used for NB-10T, eNodeB schedule it to be used for
other LTE traffic.

2) Guard-band mode: It utilizes a band of an LTE frequency. Since it utilizes
the unused (guard) resource blocks within an LTE carrier’s guard-band.

3) Standalone mode: It utilizes a dedicated carrier other than LTE (e.g., GSM).
It occupies one GSM channel (200 KHz) [1].

200 KHz
__
Inband
200 KHz
Guardband
I
Standalone

Figure 8: NB-10T modes of operation [1].

1.2 Problem definition

As discussed in the previous section, this project aims at the design and
implementation of the lower most networking layer of the NB-IOT protocol stack
which is the Physical (PHY) Sublayer. This layer is responsible for physical channels,

transmission, and reception of MAC PDUs (Medium Access Control Protocol Data
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Units) as shown in Fig.9. The RRC (Radio Resource Control) provides the
configuration parameters to each sublayer, including the PHY sublayer. RRC sends
dedicated radio configuration parameters to the PHY sublayer in order to be able to
process transmissions and receptions in uplink and downlink, respectively. On the other
hand, the PHY configuration parameters are received by RRC from eNodeB during the
procedures of RRC connection establishments. At the MAC/PHY interface, transport
channels are mapped to physical channels and vice-versa at the transmitter and receiver,
respectively.
Specifically, PHY sublayer have Uplink Physical Channel and Downlink
Physical Channel to operate in the transmission and reception modes,
respectively. The focus on this project is directed towards the Uplink Physical
Channel digital design and implementation. The uplink channels have the
following physical channels:
e Narrowband Physical Uplink Shared Channel, NPUSCH.
e Narrowband Physical Random Access Channel, NPRACH.

e Narrowband demodulation reference signal.

The focus on this project will be directed towards NPUSCH blocks design and
implementation. It is used to transmit uplink transport block such that a maximum of
only one transport block is transmitted per carrier. NPUSCH performs the following
functionalities as shown in Fig.9, when the MAC sublayer passes a transport block or
MAC PDU to PHY layer for uplink transmission:

1. Cyclic Redundancy Check (CRC) insertion: 24 bit CRC: it provides
error detection capability for transport block transmitted on the uplink.

2. Channel coding: Turbo coding (coding rate 1/3): It is a Parallel
Concatenated Convolutional Code (PCCC) with two eight-state
constituent encoders and one turbo code internal inter-leaver. The shift
registers of the turbo coder are initialized by zeros when starting to
encode the input bits.

3. Rate matching: It takes the output from the turbo encoder as its input
to the three sub-block interleaves, and then to the bit collection, selection
and pruning block to output a specified number of rate matched bits
according to the number of available resource elements in the resource

blocks assigned for transmission. After rate matching, the sequence of
19



coded bits that correspond to one transport block is referred to as a code-
word.

4. Channel inter-leaver and Scrambler: bit-level scrambler where the
rate matched bits to be transmitted, are scrambled before being
modulated.

5. Modulator: Each scrambled code-word is modulated using either BPSK
or QPSK that corresponds to either 1 bit or 2 bits per complex-value
symbol.

6. Fast Fourier Transform (FFT) and Transform pre-coder: The
number of symbols are divided into a number of sets, each set consists
of modulation symbols that corresponds to one SC-FDMA symbol.
Since there exists only one single antenna port for the uplink, thus, the
modulation symbols are mapped into resource elements directly without
any needed precoding.

7. Resource element mapper: UE supports only one layer for the uplink.
Thus, after modulation, the modulation symbols for the code-word are
mapped to one layer.

8. Inverse Fourier Transform (IFFT) to finally generate SC-FDMA
signal to the antenna [1].

S Turbo N Rate - )
— ™ CRC encoder "l  matching b Scrambler
Modulation Transform Resource SC-EDMA Antenna
> mapper > precoder ’ element o Ll ’ »
mapper signa

Figure 9: Uplink Channel Processing [1].

1.3 Objectives

The objective is to perform the digital design and implementation for the
NPUSCH (Narrowband Physical Uplink Shared Channel) blocks that are illustrated in
Fig.9. The design realization will be conducted by applying the ASIC/FPGA design
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flow on each block independently, then to perform the design integration at the final

stage.

The Applied Specific Integrated Circuits/Field Programmable Gate Array

(ASIC/FPGA) design flow includes two main design processes: Front-End and Back-

End as shown in Fig.10. The project main focus will be on the Front-End design flow

that includes HDL Coding, Simulation, and Synthesis. The following stages will

represent the project milestones:

1) Specifications: it will be given in reference to the literature models that aims for

2)

3)
4)
5)
6)

7)

o Standard
Specifications
Cells
l Pre-Layout

NB-10T NPUSCH design.

Behavioral Simulation: Using high level language such as MATLAB to act as
the golden reference for testing and verifying the RTL design of the NPUSCH
blocks in order to ensure that the block design satisfy the functional
requirements.

RTL design of the NPUSCH blocks.

Verification of the designed RTL model in reference to the MATLAB model.
Transfer to the Synthesis stage if simulation pass test has positive results
Synthesis stage having three inputs: a. Synthesizable RTL code from the
previous stage, b. Standard cells according to a specified technology, c. Timing
constraints according to the technical specifications. In this stage, RTL design
is mapped into standard cells in ASIC design flow or Logic Blocks in FPGA
design flow.

Transfer to the Back-End flow if pre-layout timing analysis test has positive
results [2].

Post-Layout

7 o Yes
Simulation Timiny Yes c T > Yes
RTL Coding - J__r_:' Synthesis ming APFR Back iming | Logic
\ Pass? Alanysis Annotation Alanvsis verificatior

Test Bench

1 Pass? Y Pass?

Timing NO NO I
Constraints

NO

Tapeout

I1. HDL Coding 2. Simulation 3. Synthesis | 4. Placement & routing 5. Timing Analysis & Verification

Front-End Back-End

Figure 10: Generalized digital design flow stages [2].
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1.4 Functional Requirements/product specification

NB-IOT LTE has a small bandwidth of 180 kHz (when compared with the LTE
bandwidth of 1.4-2 MHz) and its main idea depends on its low complexity and low
power consumption. According to the 3GPP release 16 in [3], the radio frame of the
NB-IOT consists of 10 sub frames, and each sub frame consists of 2 time slots. The
NB-1OT supports subcarrier spacing of 3.75 kHz, and 15 kHz. In our design we will be
using a subcarrier spacing of 15 kHz as it will decrease the size of both Resource
Element Mapper (REM), and Inverse Fast Fourier Transform (IFFT). Hence, the
specification of this system is to allocate a bandwidth of 15 kHz for each user.
Moreover, only two modulation techniques will be used, Binary Phase Shift Keying
(BPSK) and Quadrature Phase Shift Keying (QPSK).

1.5 Report Organization

Section 1: Background information and literature review about LTE and specifically
NB-1oT. Moreover, the objectives and functional requirements for the system are
mentioned.

Section 2: General standard specification for the system and the blocks to be
implemented.

Section 3: Market and literature review regarding NB-IoT, along with highlighting on
its main applications.

Section 4: the design specs, design alternatives, and design flow for each block.
Section 5: MATLAB and RTL implementation and results. Following this, the rest of
the possible steps of the ASIC/FPGA flow will be implemented.

2 Standards to be used

All the standards to be used in this project will be according to the 3GPP, Rel 16
V16.2.0 ETSI TS 136 2xx (2020-07) in the NB-IOT section.

2.1 Frame structure

The size of fields in the time domain is expressed as a number of time units Ty =

1

—— =13.255% 1078 seconds
15000+2048

The uplink is organized into radio frames with T = 307200 * T's = 0.01 second =

10 ms.
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The supported radio frame structures are:
1. Type 1, applicable to FDD only.
2. Type 2, applicable to TDD only.
3. Type 3, applicable to LAA secondary cell operation only.

In this project we will be using frame structure type 1 which is applicable to half
and full duplex FDD only. As shown before, each radio frame is 10 ms long and hence

each subframe is 1 ms long. The subframe i in the frame n, has an absolute subframe
n;‘}’S = 10n, + i. Furthermore, for the subframe using subcarrier spacing of 15 kHz,

the subframe i will be define according to 2 slots, 2i and 2i + 1, with each one having
a length of 0.5 ms.

for the uplink transmission in FDD case there are 10 sub frames (20 slots or 60 sub
slots) available for transmission. Moreover, in the operation of full duplex FDD, the
transmission and receiving cannot be done at the same time by the User Equipment

(UE). However, this restriction does not apply in the case of full duplex FDD operation.

One radio frame. 7= 3072007.= 10 ms
One slot. Ty.= 133607,= (.5 ms

Y

#0 #1 #2 #3 #18 #19

One subframe |

Figure 11: Frame structure type 1 [1]
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2.2 Slot structure

2.2.1 Resource grid

The signal transmitted in a slot is described by a resource grid (shown in Fig.12)

or multiple ones having subcarriers NYL, and SC-FDMA symbols Nsl;,Lmb. For

subcarrier spacing of 15 kHz, the slot number is ng where ng € {0,1,2, ...,19}, and for
subcarrier spacing of 3.75 kHz the slot number is ng € {0,1,2,3,4}. The values for the
uplink bandwidth are given in (table 1) in terms of slot duration T;,, and subcarriers
Ng*

One uplink slot -
-— >

{ Nk SC-FDMA symbals

Resource element 4./}

e

1R .
Nz subcarriers

k=0

X

S
1=0 I=Npmy -1

Figure 12: Uplink resource grid for NB-10T [1]

Table 1: NB-loT parameters

Subacrrier Spacing NYE y
Af = 3.75 kHz 48 61440 T,
Af =15 kHz 12 15360 T,

2.2.2 Resource elements

The resource grid consists of resource elements defined by (k,1) which,
respectively, symbolizes the indices of the frequency and time domains, where k =
0,..Ns¢ =L and 1 =0, ..., N&jp, — 1.
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2.2.3 Resource unit

The resource unit is utilized in describing the mapping happening between the
NPUSCH and the resource elements. The definition of the resource unit is the
consecutive subcarriers NEYin the frequency domain, and SC-FDMA symbols

NompNsioes in the time domain. N7, and N&Y are shown in (table ) for frame

structure type 1.

Table 2: supported combinations of N¢¢, Ngj5.s, and Ngy/y,,, for frame structure typel
NPUSCH Af NRY NYE, N b
Format
3.75 kHz 1 16
1 16
1 15 kHz 3 8
6 4 7
12 2
2 3.75 kHz 1 4
15 kHz 1 4
2.3 SC-FDMA

The demand for a higher data rate resulted in the implementation of wider
transmission bandwidth channels. Upon widening the transmission bandwidth, the
channel frequency selectivity becomes difficult and consequently, the inter-symbol
interference (I1SI) problem becomes more complicated. In order to overcome this issue
Orthogonal Frequency Division Multiplexing (OFDM) techniques are used. It used
orthogonal subcarriers in order to deliver information. The subcarrier is designed to be
smaller than the bandwidth so each one is considered a flat fading channel, and this
makes the channel equalization process easier. Thus, OFDM manages to resolve the
problem of ISI by splitting the high-rate data stream into a number of lower-rate data
that are transmitted in parallel. Unfortunately, OFDM managed to resolve the ISI
problem but could not resolve the high peak-to-average power ratio (PAPR) issue.
Single Carrier FDMA (SC-FDMA) is a more adaptable version of the OFDMA where
it has the same performance and the same overall complexity and the blocks forming
the two systems are nearly equivalent except for the insertion of the DFT block prior to
the OFDM blocks. Thus, SC-FDMA may be viewed as DFT-spread OFDMA, where
time-domain data symbols are transferred to the frequency domain by DFT before
passing through OFDMA modulation. In contrast to OFDMA, which generates a
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multicarrier signal, PAPR is intrinsically low since the entire transmit signal is a

single carrier signal [4].

) ) P/S RF J
Data Block In —» Mm:’;‘i::c'l —» Sl;llltl::mrmr — T — > iﬂm — > 3 1
Pper * DAC Med

Channel

Figure 13: OFDMA transmitter blocks [4]

Data Block In —»

_ : P/S RF j
Med Symbol R DET p Subcartier o — Cycie __, g — a
Mapping Mapper Prefix DAC Mod

Channel

Figure 14: SC-FDMA transmitter blocks [4]

2.4 Transport Block Size (TBS)
The transport block size of the shared channel is configured by the higher layers
of the NPUSCH transmission using the following parameters that are read by the UE,
- Modulation and coding scheme field (I;;c5), which determines the transport

block size index (I;zs) as indicated in Table 3.

Table 3: Modulation order Q,,, and TBS index table for NPUSCH

P
~
=)

Iycs Qm

s

0 1 0
1 1 2
2 2 1
3 2 3
4 2 4
5 2 5
6 2 6
7 2 7
8 2 8
9 2 9
10 2 10

- Resource assignment field (I;), which determines the transport block size,

according to Table 4, based on I;5¢ determined above.
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Table 4: Transport block size (TBS) for NPUSCH

0 1 2 3 4 5 6 7

0 16 32 56 88 120 152 208 256
1 24 56 88 144 176 208 256 344
2 32 72 144 176 208 256 328 424
3 40 104 176 208 256 328 440 568
4 56 120 208 256 328 408 552 680
5 72 144 224 328 424 504 680 872
6 88 176 256 392 504 600 808 1000
7 104 224 328 472 584 712 1000 1224
8 120 256 392 536 680 808 1096 1384
9 136 296 456 616 776 936 1256 1544
10 144 328 504 680 872 1000 1384 1736
11 176 376 584 776 1000 1192 1608 2024
12 208 440 680 1000 1128 1352 1800 2280
13 224 488 744 1032 1256 1544 2024 2536

2.5 Blocks Implementation

2.5.1 Cyclic Redundancy Check (CRC)

Cyclic redundancy check block represents the first block in the channel coding
scheme that is performed as a strategy for error detection and correction, rate matching
and interleaving, and transport channel mapping onto the physical layer. Specifically,
the CRC task is to generate a sequence of parity bits that are used as an error detection
tool that is decoded and checked in the downlink channel, or the receiver, for data
validation. CRC code is calculated and added to the transport block as denoted in Table

Table 5: CRC interface description and symbols
CRC interface description symbol

Input transport block bits, where A is the number of g, Ay, Ay, ey Ag—q
input bits. A takes a value according to the transport block
size (TBS) determined as in section 2.4.

Parity bits sequence calculated from CRC generation Po»P1,P2s e+or PL—-1
polynomials, where L is the number of parity bits
generated. L takes a value of 24, 16 or 8.
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In NB-1OT, CRC code is generated according to the following CRC generation
polynomial,
gcrcun (D) = [D** + D2 + D¥® + DV + DM + DM + D0 + D7+ D6+ D5+ D*+ D3+ D + 1]
Where the length of CRC L = 24.

The encoding is performed by dividing the input sequence by the generation
polynomial, where the remainder of the division procedure represents the CRC code to
be attached to the transport block. This implies that the data is validated to be correct if
the division of the transport block by the same polynomial is found to be zero.
Therefore, the output of the CRC block is a sequence of bits denoted by,

by, by, by, ...bg_1; B=A+L
That is composed of two parts as follows,
b, = ay fork=012,..,A—1

by = Di-a fork=AA+1,A+2,..,A+L—-1

In NB-10T, code block segmentation is not required as its maximum block size does

not exceed the maximum code block size of Z = 6144, according to Table 4.

2.5.2 Turbo Coding

Turbo coding block was designed in order to perform the channel coding such

that the inputs and outputs are denoted as shown in Table 6.

Table 6: Turbo encoder interface description and symbols
Turbo encoder interface description symbol

Bit sequence input for a given code block to channel Co,C1,C2, ..., CK-1
coding, where K is the number of bits to encode (given
from CRC output bit sequence)

Bit sequence output after encoding, where D is the d®o,d®y, d®; .. dWp.y
number of encoded bits per output stream noting that (i)
indexes the output stream (with a range of 0, 1, 2
corresponding to systematic bits, parity bits 1, or parity
bits 2, respectively).

The channel coding scheme determines the relation between ckand d®x, and between
K and D. The following channel coding schemes can be applied to the transport
channels TrCHs:

e Turbo coding.
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e Tail biting convolutional coding.

The usage of coding rate and coding schemes is determined according to the
type of the TrCH. In UL-SCH the coding scheme used is Turbo coding with a coding
rate of 1/3. The value of D is determined according to the Turbo coding scheme with
rate 1/3 as in the following equation:

D=K+4

1st constituent encoder

-.+ =|' b _.

€k

‘3'}'—‘

ry

Output

Input

Turba code internal i
interkeaver 2nd constituent encoder

Culpst
- ») P a—
&
q i
D D » D

Figure 15: Structure of the turbo encoder with rate 1/3 (dotted lines apply for trellis
termination only) [3].

h

P

2.5.2.1 Turbo encoder
The scheme of turbo encoder with coding rate 1/3 is shown in Fig.13 such that it
consists of:
e Parallel concatenated Convolutional Code (PCCC) with two 8-state
constituent encoders.
e One turbo code internal inter-leaver.
The transfer function of the 8-state constituent code for the PCCC is:

9:1(D)

¢y =1 1'90(1—))

]

Such that
go(D) =1+ D*>+ D?
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g1(D)=1+ D+ D?

The shift registers of the 8-state constituent encoders are initialized by zeros
when starting to encode the input bits. The output from the turbo encoder

(before trellis termination) is given by:

Systematic bits:  d@x = xk

Parity bits 1: d@Dy = z¢

Parity bits 2: d@x=zk
Where k=0, 1, 2... K-1.

The internal interface (inputs and outputs) of the turbo encoder blocks is
described as follows in reference to Fig.13:
1) Internal Inter-leaver:
¢ Input: Bit sequence input stream to the turbo encoder denoted by
Co, C1, C2..CKk-1
e Output: Interleaved version of the bit sequence input stream
denoted by co,c’1,c”, ..., Ck-1
2) First Constituent encoder:
e Input: Bit sequence input stream to the turbo encoder denoted by
Co, C1,C2..CKk-1
e Output: Convoluted version of the bit sequence input stream
denoted by z0,21, 2>, ..., Zk1
3) Second Constituent encoder:
e Input: Interleaved version of the bit sequence input stream denoted
by co,c1,C’, ... Ck1
e Output: Convoluted version of the interleaved bit sequence input

stream denoted by z'0,z"1,z", ... zk.

2.5.2.2 Trellis Termination of Turbo encoder

After the encoding of all the information bits, trellis termination is performed by
taking the tail bits from the shift register feedback. Such that tail bits are padded after

information bits encoding. The termination is made following the two procedures:
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Termination of the first constituent encoder: Use the first three tail bits while
disabling the second constituent encoder. This is shown by the upper switch of
Fig.13 in the lower position.

Termination of the second constituent encoder: Use the last three tail bits
while disabling the first constituent encoder. This is shown by the lower

switch of Fig.13 in the lower position.

The bits that will be transmitted for trellis termination are expressed using the

following relations:

0 () 0) 1 4(0) '
dg” =X Aygyq = Zgr1, Agiy = Xio vz = Zk4r

1 1 1 ’ 1 ’
i = 2, i)y = Xazn ity = 2o ity = Xiers

@) _ @) _ @ _ @ _
Ay’ = Xg+1,Ag iy = Zks2, Aygyy = Xka1, gz = Zgyo

2.5.2.3 Internal Inter-leaver of Turbo encoder

Having the internal inter-leaver interface as follows:

Input: Bit sequence input stream to the turbo encoder denoted by co, €1, C2...Ck-1
Output: Interleaved version of the bit sequence input stream denoted by ¢, ¢,
RN &
Where K is the number of input buts.
The internal interleaver action is controlled by the following relationship
between the input and output:

Ci = Chayi=01..,(K—-1)
Where the relationship between the output index i and the input index I1(i)
satisfies the following quadratic form:

NG =(fy i+ f5 - i)modK
The parameters f; and f, depends on the block size K according to the output
block size from the CRC block. Allowed block size values are summarized in
Table 7.
Noting that there is no need for code segmentation in NB-10T, since the
maximum block size for NB-10T (K = 2536) is less than the allowed

maximum transport block size (K = 6144).
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Table 7: Turbo encoder internal interleaver parameters

K
40
EE]
58
A2
T2
80 | 11 | 20 |53 | 456 | 29
a4 ] 22 |54 ] 464 | 47
98 | 11 | 24 |55 ] 472 | 29

4] 7 26 | 5@ | 480 | 84
0]112 ) 41 | B4 |57 | 488 | 9
11120 | 103 | o0 | 58 | 406 | 157

=

Hli| K | 5
0 |48 | 416 | 25
12 |48 | 424 | &1
47 |50 | 437 | &7
16 | 51 | 440 | 81
16 |52 | 498 | 28

i K | h )i K |hnlh
B85 | 1120 | &7 | 140 | 142 | 3200 | 111 | 240
B | 1152 | 35 | 72 | 143 | 3284 | 443 [ 204
A7 | 1184 | 18 | 74 | 144 | 3328 | 51 [ 1D4
BB | 1218 | 38 | 78 | 145 | 3382 | 51 | 212
80 | 1243 | 18 | V8 | 148 | 3486 | 451 [ 182
100 | 1280 | 199 | 240 | 147 | 3520 | 257 | 220
101 | 1312 | 21 82 | 148 [ 3BB4 | &7 | 338
102 | 1344 | 211 [ 352 | 149 | 3848 | 313 [ 228
103 | 1378 | 21 88 | 150 [ 3712 | 271 | 232
104 | 1408 | 43 | 88 | 151 | 3776 | 179 [ 238
105 | 1440 | 149 | 80 | 152 | 3840 | 331 [ 120

| L

L=

| =4

60 | €0 | = €| ] | Ga3 ) Fud| | =

I
52
[V]
72
[]
[]
E)
53
[
80
22
g2
a4
[
14 [ 144 | 17 | 108 [ 61 | 528 | 17 | 68 | 108 | 1538
6a
420
98
74
7a
234
a0
a2
252
a8
a2
20

12128 15 | 32 [59 | 504 | 55 106 | 14v2 [ 45 | 82 | 153 | 3004 [ 363 | 244
13136 ] & | 34 (80 ] 512 | 31 107 | 1504 | 40 | B46 | 154 | 2068 | 375 | 248

71 | 43 | 155 | 4032 | 127 | 163
15152 ] & | 38 [@2 ) 544 | 35 109 | 1508 [ 13 | 28 | 156 | 4006 | 31 | &4
16 [ 160 | 21 | 120 [ 83 | 560 | 227 110 | 1800 [ 7 | 80 | 157 | 4960 [ 33 | 130
17168 | 101 | B4 (84 | 578 | 85 111 | 1832 [ 25 | 102 | 158 | 4224 | 43 | 264
1B176 ] 21 | 44 (85| 582 | 19 112 | 1904 [ 183 | 104 | 158 | 4288 | 33 | 134
10184 | 57 | 46 (88 | 608 | 37 113 | 1998 | &5 | B54 | 160 | 4352 | 477 | 408
20 (182 ] 23 | 48 |67 | 624 | 41 114 | 1728 [ 127 | 88 | 161 | 4416 [ 35 | 138
21[200] 13 | 50 (88 | 840 | 39 115 | 1780 [ 27 | 110 | 162 | 4480 [ 233 | 2B0
22| 208| 27 | 52 |69 | 856 | 1BS 116 | 1792 | 20 | 112 | 163 | 4544 | 357 | 142
23|26 [ 11 | 36 |70 | BY2 | 43 197 | 1824 | 28 | 114 [ 7164 | 4808 [ 337 | 480
24 [ 224 27 | 66 [ 71| 688 | 21 118 | 1858 [ &7 | 116 | 165 | 4672 [ 37 | 148
25 (232|185 | BB | v2 [ 704 | 155 119 | 1838 [ 45 | 354 | 166 | 4736 [ 71 | 444
26 (240 ) 28 | 60 [73 | 720 | 79 120 | 1920 [ 31 | 120 | 167 | 4800 [ 71 | 120
27 | 24B) 33 | B2 |74 | 738 | 130 | 92 | 121 | 1952 | 50 | 610 ) 168 | 4864 | 37 | 152
2B | 256 ) 15 | 32 |75 | 762 | 23 | 94 | 122 | 1984 | 185 [ 124 | 160 | 4008 | 30 | 462
20 [ 264 | 17 | 198 |78 | TR | 217 | 43 | 123 | 2018 [ 113 [ 420 | 170 | 4002 [ 127 | 234
30 (272 ] 33 | 6B |77 | 7TE4 | 25 | 99 | 124 12048 | 3 84 [ 171 30 [153

=]e

31| 280|103 | 210 (78 | 80D | 17 | 80 | 1256 | 2112
32 (288 | 19 | 36 (79 | 818 | 127 | 102 | 126 | 2178 136 | 173
33[206] 18 | 74 (80 | B32 | 25 | 52 | 127 | 2240 420 | 174
34 (304 | 37 | 76 | 81| B4B | 230 | 106 | 128 | 2304 | 253 [ 216 | 178
35 [312] 19 | 78 |83 | B84 | 17 | 43 | 120 | 2388 | 307 (444 | 178 251 | 338
36 [ 320 ] 21 | 120 | 83 [ &BD | 137 130 | 2432 [ 285 | 456 | 177 43 [170

5058
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5312
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2.5.3 Rate Matching for turbo coded transport channels

The rate matching for turbo coded transport channels is performed per coded
block as shown from Fig.14 as follows:
e Firstly, Interleaving the three information bit streams resulted from
turbo encoder (d\”,d\™ and d).
e Collection of bits, and generation of a circular buffer.

¢ Bit selection and pruning.

Inputs and outputs are denoted as shown in Table 8.
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Table 8: Rate matching interface description and symbols

Rate matching interface description symbol

Input information bit stream after encoding, where D dl(co), d,((l) el d;(cz)

is the number of encoded bits per input stream noting that Such that

(1) indexes the output stream (with a range of 0, 1, 2 @ L@ 0 )
dy’,dy",dy ., dp”

corresponding to systematic bits, parity bits 1, or parity
bits 2, respectively).

Output bit sequence after rate matching, where E isthe | e,k =0,1,...,E — 1.
rate matching output sequence length for the coded block.

systematic bits| #” | suboo | %

interleaver

virtual circular
buffer

0] . g
3 Subblock | Vi Bit Wy Bit selection g

1St parlty > interleaver J > collection and pruning

2,

. @
2nd parity| “—{ Seere o

Figure 16: Rate matching for turbo-coded transport channels [3].

The internal interface (inputs and outputs) of the Rate matching blocks is described as
follows in reference to Fig.15:
1) Sub-block Interleaver (three parallel blocks):

e Input: Bit sequence input stream to the rate matching block
denoted by d”,d " and d{*; each one is considered as an
independent input to one of the three parallel sub-block interleaver
blocks.

e Output: Independent interleaved version corresponding to each

input bit stream denoted by v*, v,El) and v,gz); such that vf) is

expanded as v", vl(i), vz(i), ...,v,gg_l where i corresponds to each
sub-block interleaver index 0,1, or 2, and Ky is defined in the sub-
block interleaver section 2.3.3.1.

2) Bit collection:

e Input: Three independent interleaved version corresponding to
each input bit stream denoted by v, v,gl) and v,gz)

e Output: Collected bit stream denoted by w;
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3) Bit selection and pruning:
e Input: Collected bit stream denoted by wy,
e Output: Rate matched bit stream for transmission denoted by e,
that is generated according to section 2.3.3.2.
2.5.3.1 Sub-block interleaver

Sub-block interleaver three parallel blocks represent the interfacing blocks
with the turbo encoder. The input bits to the sub-block inter-leaver are denoted by
d,((o), d,(cl)and d,(cz); such that d,((i) is expanded as dgi), df), dgi), e dgzl . However,
The output bit sequence from each block interleaver is denoted by v, v,El) and v'?;

k 1
such that v,gi) is expanded as ", vl(i), vz(i), e vl((i)_l where i corresponds to each sub-
I

block interleaver index 0,1, or 2, and D is the number of bits.

The interleaving procedure depends on redistribution of the bit sequence into

a rectangular matrix of size (RIS, X CIS.10ck )- The output bit sequence

for each sub-block interleaver is derived as follows:

1) The number of columns inside the matrix is assigned such that
CIe ek = 32, the matrix columns are numbered from left to right as
0123, .., ¢cre, . —1

2) The rows of the matrix is determined such that the bit sequence stream
input to each sub-block interleaver can fit through a matrix that has 32
columns; thus the number of rws of the matrix is determined by finding

the minimum integer RIS, ... that satisfies the following relation:

D < (RiGpiock X Canbblock )
Noting that D is the length of the input bit sequence stream, and the rows

are numbered from top to bottom as 0,7,2,3, ... , RZS, e — 1

3) If (RIS ek X CIC ok ) > D, then there have to be N, number of

padded dummy bits that are given by the following relation:

Np = (RIShiock X Copiock — D)
Such that y,, = < NULL > for k = 0,1, ..., N, — 1.
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Then, yy 4k = d,(f),k =0,1,...,D — 1, and the bit sequence y, is
written into the (RIS e X Co%yoek ) Matrix row by row starting with

U

bit y, in column 0 of row 0 as shown in the following rectangular

matrix:
v V Vs V e
-0 o1 T * Caubblock 1
Y .1c V.1 V. .rc e V,ye1c
= Ciubblack * Coubblack +1 = Coubblock+2 2C ubbloek—1
Y. o1 TC YV orc T V o1e Ic o Voore IC
* (Rawbblock —1)*Coybblock = (Rrubblock —1)*Cubblock +1 “ A Rzubblock —DXCrubbiock +2 (Roubbiock *Coybblock —1)

For sub-block interleaver of d'*,d " (i = 0,1):

4) Inter-column permutation is performed to the generated rectangular
matrix based on the pattern (P (j));e{0,1 ... Cyppiock — 13, that is shown
in table.6, noting that P(j)is the original column position of the j-th

permuted column. The representation of the inter-column permuted

(RIS ek X CIE1oek ) matrix, after permutation of columns is shown as

follows:
-‘r! ‘i_‘ ‘i.‘ e 1_' .
FP(0) S S PQ) ¥ P(CT b0k 1)
V v Vv . Vv
¥ PO+ C TS bioek Y PWHC G0k Y P C S ot = PTG btk 1+ C G bt
1r' 1.‘ . ‘i‘ . ... 1.' .
POV R b0k DX Chroct PO RE G b100t1XC G t100k ~ PR Sb100r—1XC S0k ¥ PUCT b t0ck—DHR G b0k~ C b0t

5) The sub-block interleaver output is the bit sequence read out column
wise from the inter-column permuted (RIS, occ X CIC4 0ck ) Matrix.

Where the bits after sub-block interleaver are denoted by:

véi), vl(i), vz(i), e v,((g_l , Where vgi)corresponds t0 ¥p(0), vl(i) to

_ (pTC TC
Yp(0)+cT6, 0y - 3Nd K = (R&bblock X Cabplock )-

For sub-block interleaver of d? (i = 2):

4) The output of the sub-block interleaver is denoted by

véz),vl(z),vz(z), ...,v,({i)_l, where v,EZ) = Y (k) SUch that

k
n(k) = <P QRTC—D + Clbblock X (kmOdRsTu%block) + 1> modKy
subblock

The permutation function P is defined in reference to Table.6.
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Table.6: Inter-column permutation pattern for sub-block interleaver [3].

Number of columns Inter-column permutation pattern
c c
C_:r:bb.’ncﬁ' < P{{}) Pﬂ)""**p(c:ubb.foc# _1} >

<0,16,8, 24, 4 20,12, 28, 2, 18,10, 26, 6, 22, 14, 30,
1,17,9,25,5,21,13,29, 3,19, 11,27, 7,23,15. 31 =

32

2.5.3.2 Bit collection, selection, and transmission

The circular buffer performs the collection of the three output bit streams from
each one of the three parallel sub-block interleavers such that the output bit sequence
of length K, = 3Kp, such that the inputs are assigned to the buffer outputs as shown
in the following relations:

we = v fork =0, ..., Ky — 1

Wkp+2k = v,El) fork=0,..,Kg—1

Wkp+2k+1 = v,(cz) fork=0,..,Kg—1
Noting that for NB-10T, there exists some special parameters that represent constants
to be used in the bit collection, selection, and transmission blocks in rate matching.

Those parameters are summarized in Table 9 as shown below:

Table 9: Rate matching block parameters
Rate matching block parameter Symbol Value used for

NB-1OT design
Number of coded blocks C 1
(There exist only single coded block
for NB-10T)
Code block index r 1
Modulation order Qm 1: m/2-BPSK
(Type of modulation that will be used 2: QPSK
to send in the uplink)
The redundancy version index for the RVidx 0,1,2,0r3
HARQ process of this transmission.
Total number of bits available for G Input from the top
transmission of one transport block module.
The number of layers a transport block NL 1
IS mapped onto
(NB-I1OT does not support MIMO
transmission).
Soft buffer size for the single coded Necb Ky,
block
(It is defined here for ULSCH).
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The output sequence from the rate matching has length denoted by E, Such that the
rate matching output bit sequence is e,, k = 0,1, ..., E — 1, We calculate E using the
following procedures:

e We define a relation between the modulation order and the number of

available block for transmission of one transport block as G’ = G/(N;, - Q,,)

e Set E=N,-Q,, [G'/C]
The mapping between the input and the output of the input selection and pruning
block is made using the following equations:

Ko = Riybblock * <2 ' [8RITVC—Cbl Ty 2)
subblock

Then the following loop is followed for placing the output elements from the rate

matching unit:
Setk=0andj =0

while {k < E}

if Wiy + jymoan,, #< NULL >
ex = W(iy+j)MOdNp
k=k+1

end if

j=j+1

end while

2.5.4 Channel Interleaver

This block is implemented to minimize the burst errors by rearranging the
input such that the noise or error occurring affects only bits in different code words
and not the whole code word. The input and outputs of the channel interleaver are
shown in Table 10 [3].
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Table 10: Channel interleaver interface description and symbols
The input is the bit sequence resulting €70, €11, €r2) s €r(E,~1)
from the rate matching, where r is the
coded block number, and E,. is the number
of rate matched bits for code block number
r.
The output of the channel interleaver is ho,hy, Ry, oo byt o 4
the bit sequence read out column by
column form the formed matrix (R, *

Cmux)

The algorithm for the input rearranging is as follows
e Depending on the modulator used (BPSK or QPSK)
o IfBPSK (Q,, = 1), the input stream will be divided into two rows one
for the even indexed bits and one for the odd indexed bits.
o IfQPSK (Q,, = 2), the input stream stays the same.
e The input is written row by row in the matrix R,,,,, * Cyue Where the number
of rows and columns is determined as follows:
0 Comux = (NSkp — 1) * N3bis where NSE,, and NS5, are given in
table 2 and their values are 7, 16 respectively.
O Rpyx = (H' * Q * N.)/Cinux a0 Rypyx = Rinyix /(@ * N.) Where
H' = H/(Ny * Qm)
o Hence, Ryux = H/Cpue Where H is the total number of code bits.

e Finally, the matrix is written as follows [3]

Yo Y1 Y2 YCmux—1
| Xcmux Xcmux+1 Xcmux"‘2 chmux_1 |
X(R{"nux_l)*cmux X(ernux_l)*cmux+1 X(ernux_l)*cmux"'z h )_/(ernux*cmux_l)

2.5.5 Scrambler

This block is implemented to convert the input coming from the channel
interleaver into a random stream to avoid long sequences of bits having the same values.
Each receiver is characterized by a number used in generating a unique scrambling code
for the transmitted data and this data cannot be descrambled unless the receiver has the
same number. The input and outputs of the scrambler are shown in Table 11 [5].
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transmitted bits on the PUSCH

Table 11: Scrambler interface description and symbols

Scrambler interface description Symbol
The input is the block of bits where q is b@(0), b @ (1), ..., b@ (Mlgc_lt) _ 1)
) )y i
the codeword and M'? is the number of

bit

The output of the scrambler is the b@(0), 5D (1), ..., g(q)(M(q) _ 1)
scrambled bits bt

The scrambler consists of two Linear Feedback Shift Registers (LFSR) which generates

a golden sequence c(n) initialized by two different values. The algorithm for the LFSR

is as follows

2.5.6

The sequences are defined by a gold sequence having a length of 31 bits.

The output sequence is c(n) wheren = 0,1, ..., Mpy — 1

c(n) = ((xl(n +N,.)+x,(n+ Nc))modZ) where N, = 1600

The first m-sequence is x;(n) = 1+ D3 + D° where x;is initialized using
x,(0)=1, x;,(n) =0,n=1,2,3,..,30.

The second m-sequence is x,(n) =1+ D3+ D? + D' + D° where x, is
initialized using cjpir = Y32 x,(i) * 2° = ngypy * 21 + ny (mod 2) * 213 +
? %29 + Nl%cell

Finally, the two sequences are XORed the golden sequence which then gets
XORed with the input data.

Modulator

This block is implemented to modulate the scrambled bits coming from the

scrambler block onto a carrier. The input and outputs of the Modulator are shown in
Table 12 [5].

Table 12: Modulator interface description and symbols

Scrambler interface description Symbol

The input is the block of scrambled bits 5@ (0), 5@ (1) g(q)(Mlg‘?t) _ 1)
) p 090 p i

where q is the codeword and Mg‘g is the

number of transmitted bits on the PUSCH

The output is a block of complexed dD(0),dD(1),...,dD M@ 4
valued symbols ( symb )

The algorithm used for the modulation will be either BPSK or QPSK

In case of using BPSK modulation, each bit b(i) is mappedto x = I + jQ
according to Table 13.
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Table 13: BPSK modulation mapping

b(i) I Q
0 1/V2 1/42
1 —1/V2 —1/\2

e In case of using BPSK modulation, each pair of bits b(i), b(i + 1) is mapped
to x = I + jQ according to Table 14.

Table 14: QPSK modulation mapping
b(i),b(i+1) [ @)

00 1/V2 1/V2
01 1/V2 —1/V2
10 —1/V2 1/V2
11 —~1/V2 —~1/V2

2.5.7 Fast Fourier Transform (FFT)

DFT
According to [5], For each layer, A =10,1,...,v — 1 the block of complex-

valued symbols x®(0), ..., x® (M™ _ 1)is divided into M'® /MPUSCH gets each
y symb symb sc

corresponding to one SC-FDMA symbol. Transform precoding shall be applied

according to

pUSCH
Mg -1

2
MSPCUSCH =
k=0,.. MPUSCH 1
I=0 Mlayer/MchSCH -1

» e Mgy

—{ 2mik
pUSCH
MSC

yD (1 MEUSCH 4 ) = xA (1 - MEUSCH 4 e

resulting in a block of complex-valued symbols y*(0), ...,y (Mi%fﬁ — 1).

The variable MEVYSCH = MRUSCH . NRE \yhere MEYSCH represents the bandwidth of the
PUSCH in terms of resource blocks, and shall fulfil
MRPgSCH — 2(12 . 3“3 . 5a5 S N]I{JBL

where a5, a3, s is a set of non-negative integers.

According to [5], the previous equations can be interpreted into a mixed radix DFT that
can support 1,3,6,and 12 subcarriers and the theory behind its implementation can be
generalized from combining the basic prime DFTs. You can find the theory behind

radix-2 and radix-3 in the upcoming lines.
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Mixed-radix DFT algorithm :

The Discrete Fast Fourier Transform :
N-1

X(k) = 2 X ()W)

n=0
where x (n) is a sequence of N input data and is the W™ so called twiddle factor.
Calculating the DFT directly, using (1) will cost a large number of operations (N"2
operations). Fortunately, due to the symmetries in the calculations, this large number
can be reduced and consequently the complexity shall be reduced as well. Cooley-
Tukey is one of the most used algorithms in DFT implementations. It presents a method
to divide the DFT into two smaller DFTs so that N = N1x N2, i.e., the product of the
new DFTs is equal to the size of the original DFT. This can be recursively continued
down to the prime factors of the size of the original DFT. This resulted in a reduction
in the DFT complexity down to ( N log N operations).
Radix-2 Algorithm:

(N =2”m) where m is an integer. The DFT is thus broken down into m DFTs of size 2.

This split operation is shown in the following equations:

N-1
X() = ) xmwir

n=0
N/2-1 N1

= z x(n)WEm + Z x(n)Wkn
n=0 n=N/2
N/2-1 N/2-1

- z xl(n)WA',‘”+WA’,cN/2 Z x, (M)W
n=0 (-Dk n=0

N/2-1
X@R) = ) (o) + )W,
n=0
= DFTy/, (x;(m) + x,(n))

= DFTN/Z (Bo)
N/2-1

D () =W Wi,
n=0

= DFTy ((t1(n) — %2 (M)IWY)
= DFTy,, (ByW}})

X2k + 1)
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The initial DFT is split into two new DFTs, with arguments B, and B; Wy} The
calculation of B, and B, can be represented in a flow graph as shown in Fig.17. This
graph is often referred to as a butterfly graph due to its shape. As can be seen in the
equations, the output of the lower path of the butterfly, B; , needs to be multiplied by
a twiddle factor, Wy'. This is the only multiplication needed in the radix 2 FFT.

Stage 1 To Ao
By = xp + x4
By = xgp — X1 Ty . = A1

Figure 17: Radix 2 butterfly

Radix-3 Algorithm:

Similar to the radix 2 split, it is possible to split a DFT into radix 3 units, if the
original DFT is of a size that can be factored down to one or more threes, i.e., N = 3m.
In the radix 3 case the calculation is split into three different DFTSs, instead of two as

shown in the following equations

X(3k) = DFTy/3 (Bo)

Stage 1 Stage 2 Stage 3 o m
ag = To bp=ap4+a1  Bo=dg X
I 1

a=r14+r3 bh=a %Nl By =di + jdq

gy =T = Ig h-g = J!.:u-g Hg = Ifjll j”';a T3 A k A X3

k = — sin(2x/3)
Figure 18: Radix 3 butterfly

1
SR(W31) == ER(W32) = _E and
21
W) = —I(W2) = —sin (?)
where R(.) is the real and J(.) is the imaginary part of the number. This allows a flow
graph as shown in Fig. 18. In this flow graph two internal multiplications, in addition
to -1 and j, are shown. However, one of them is a trivial multiplication with 1/2 and

will therefore not add to the hardware complexity. It is crucial to emphasize that radix
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3 units can be generated without internal multiplications. This is only advantageous in
the case of a DFT with multiple radix 3 units since it demands a non-trivial change in
basis for the inputs and outputs. Two of the three outputs must be multiplied using

twiddle factors in addition to the internal multiplications [6].

2.5.8 Resource Element Mapper (REM)

Resource element mapper block is the intermediate stage between FFT block
and IFFT block, which allocates the outputs of the FFT block in the constructed
resource units. The resource element mapping procedure consists of 4 factors as

follows,

2.5.8.1 Resource grid

A slot of transmitted information is represented by a resource grid as mentioned
in 2.2.1 based on the supported subcarrier spacings in the NB-10T, according to Table
1. This grid is repeated as a building block to construct the resource unit to be filled
with transmitted information denoted as symbols. In this design, a spacing of Af =
15 kHz is used, hence NS@Lmb = 7 according to table. 2. Thus, each time slot consists
of 7 symbols in the time domain that are divided into subcarriers in the frequency

domain. The supported number of subcarriers is to have a value of 1, 3, 6, or 12.

2.5.8.2 Resource elements

Resource elements are the complex quantities to be allocated in the frame
structure that are obtained as an output from the FFT block. After being allocated, the
resource elements take indices (k, ) in the frequency domain and the time domain as
described in 2.2.2, where a,,; corresponds to a single complex value. The elements that

are not used for transmission are set to zero in their assigned slot.

2.5.8.3 Resource Unit

A sequence of resource units, as described in 2.2.3, is transmitted after the
mapping of the resource elements on the NPUSCH according to one of the
combinations mentioned in Table 2, in order to formulate the frame structure of the NB-
loT. Based on these information and parameters, the frame structure is graphically
interpreted in Fig.19 and Fig.20, according to the type of spacing.
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This design is based on the spacing of Af = 15 kHz , therefore the transmission frame

holds a structure similar to the provided in Fig.19.

Frame

slot
n,=0 n, =1 ny=4

NE 48

3.75 Khz

NI _ 3

Figure 19: Resource grid of Af = 3.75 kHz spacing

Frame
- +|

slot
e »

n=0 | o=t | =2 | =3 | mpmd | w5 | my=6 | my=7 n, =18 | n =19

12

subcarrier

» UL
N

15 Khz

—_

4

NE 7

Figure'20: Resource grid of Af = 15 kHz spacing

2.5.8.4 Resource Allocation

Resource allocation is a process in which the complex-valued resource elements are
to be placed into the frame of the assigned bandwidth on the shared channel. The steps
of this process are determined based on parameters configured by the higher layers for
NPUSCH transmission that are indicated by the UE. These parameters are,

- Subcarrier indication field (), which determines the set of contiguously

allocated subcarriers ng. between the 12 subcarriers assigned for the NB-1oT

according to the 15 kHz spacing. n,, is determined as indicated in Table 15.
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Table 15: Allocated subcarriers for Af = 15 kHz spacing

Subcarrier indication field (I.) Set of Allocated subcarriers (ny,.)
0-—11 Ise
12 - 15 3(l; —12) +{0,1,2}
16 — 17 6(Is. —16) +{0,1,2,3,4,5}
18 {0,1,2,3,4,5,6,7,8,9,10,11}
19 — 63 Reserved

- Resource assignment field (1), which specifies the number of resource units

Ny according to Table 16.

Table 16: Number of resource units Ng,; for NPUSCH

Ipy  Ngy
0 1
1 2
2 3
3 4
4 5
5 6
6 8
7 10

- Repetition number field (I.,), which determines the repetition number Ng,,,

according to Table 17.

Table 17: Number of repetitions Ng,,, for NPUSCH
I

Rep NRe
0 1
2
4
8
16
32
64

128

~N o o WwWiN e

Having the previous parameters determined, the resource allocation process takes place
by allocating the resource elements with one of the four following combinations, Table

2, of the 15 kHz spacing as a part of the NB-IoT supported combinations in Table 18.

Table 18: Supported subcarrier combinations for Af = 15 kHz spacing
NPUSCH

Format
15 kHz 3 8
1 5 4 7
12 2
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As indicated above, the number of subcarriers has a value of 1, 3, 6 or 12 which follows
the number of points of the FFT producing the allocated resource elements. The
position of these allocated subcarriers between the 12 available subcarriers is
determined as mentioned above by n,.. The rest of the subcarriers are padded with
zeroes when no information is available for transmission. The allocation process
follows the indexing (k,1), where k =0,..,Ng¢—1, and 1= 0,..,NJ5,, — 1, in
increasing order of the index k, then the index [, starting with the first slot in the
assigned resource unit by excluding the symbols assigned for the transmission of the
reference signal. The mapped subcarriers are then placed between the 128 subcarriers

of the physical layer, for the 128-point IFFT to take its input from.

2.5.9 Inverse Fast Fourier Transform (IFFT)

2.5.9.1 SC-FDMA baseband signal generation

The time-continuous signal sl(p)(t) for antenna port p in SC-FDMA symbol [ in an
uplink slot is defined by

[NRENEE/2]-1
SZ(P)(t) — al(clg),l . @J2m(k+1/2)Af(t=Ncp Ts)
- |VRENRS
for 0 <t < (Nep; + N) X T, where k) = k + [NYANEE /2], N = 204¢, Af
= 15kHz and a )
is the content of resource element (k, [) on antenna port p.

2.5.9.2 IFFT

The previous equation describes three consecutive blocks. In order to
implement the IFFT only, the following butterfly algorithm is used as a reference for
performing decimation in time based on radix-2 then some manipulations are done on

this block’s result in order to map for the standard equation.

N-1
X(k) = Z XWE k= 0,1, .., N — 1

n=0

= z x(n)WEn + 2 x(n)Win
n even n odd
(N/2)-1 (N/2)-1

_ Z x(2m)WREmk + x(2m + D)W rEEmD

m=0 m=0

Where Wy, _-jzn/n
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Using the following substitution W2 = Wy 2

(N/2)-1 (N/2)-1

XW = ) AmWEB+WE Y Wi

m=0 m=0
=F, (k) + WkF,(k),k=0,1,..,N—1
fi(n) = x(2n)

N
fr(n) =x(2n+1),n=20,1, oy T 1
Where F, (k) and F, (k) are the N/2 point DFT of sequences f;(m) and f, (m)

respectively.

Since F; (k) and F, (k) are periodic , with period N/2 then F, (k + N/2)=F, (k) and

F,(k + N/2)=F,(k) . In addition , the factor W,f“v/z = —WX . Hence,
N
X (k) = Fy(k) + W{F,(k), k= 0,1, oy =1

N N
X(k +§) = F, (k) — WE¥F,(k), k = 0,1,---13_ 1

And the sequence can be further split to account for any integer number of stages
raised to the power of 2 [7].
According to the standard parameters :

N =128, Which requires 7 stages from the above algorithm.
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3 Market and Literature Review

3.1 Literature review

The 3GPP has suggested the low power wide area (LPWA) technology known as
NB-10T, which is standards-based and intended to enable a variety of new IoT products
and services. In comparison to older technologies, NB-10T significantly increases
system capacity, reduces connected devices' power consumption, and increases spectral
efficiency. For a variety of use cases, NB-loT can provide 10 years and longer of
device's battery life [8]
The NB-I0T technology can achieve the needs of wide coverage, low data transmission
rate along with low power consumption, and huge capacity due to its characteristics,
but its challenge is supporting high mobility. Therefore, NB-loT is better for services
that require real-time data transmission, discontinuous movement, low latency
sensitivity, or static. The various NB-loT applications can be classified as , smart
buildings, intelligent user services, smart metering, intelligent environment
monitoring, and smart cities, as shown in Fig. 21. intelligent user services include smart
homes, wearable technology, people tracking, etc. Intelligent environment monitoring
includes pollution monitoring, Intelligent agriculture, soil detection, water quality

monitoring, etc [9].

Smart Metering Smart Cities
Gas Metering Streetlights
3 Parkin,
Wi ( :) 9
sterMetering Lu Waste Management
Consumer & NE o Smart Buildings
@ Alarm Systems
White Goods O EAAC
RS Access Control

Agriculture / Environment
Land / Environment Monitoring

Pollution Monitoring

Animal Tracking

Figure 21: Intelligent applications of NB-1oT [9]
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3.2 Market use cases and deployment

3.2.1 NB-IOT devices

Millions of NB-IoT devices are anticipated to be deployed. These devices are
gathering a significant amount of structured and unstructured data, which is then
transmitted to a centralized spot such as a cloud infrastructure, where it is stored,
processed, and then made available to users. such devices are commonly found in

actuators and sensors [1].

3.2.2 Smart parking

NB-10T devices with ultrasonic sensors, having NB-l1oT UE chip, can now be
used for smart parking for automobiles, trucks, and motorbikes to find parking spots.
the availability of parking spots is detected by the UE and transmitted to a centralized
server via the eNodeB. All data from cellular and local NB-10T devices is received by
the server, which then is stored in a storage area that is cloud based for later analysis
and processing. Co-location of the storage and server is enabled in the cloud. For smart
parking, when using the NB-loT, each parking space has a sensor. The sensor node is
a tiny, ultra-low power consumption device made up of an ultrasonic device and a NB-

loT module.

The sensor node is an integral part of the technology, which enables devices to
communicate with each other. In a parking lot, these nodes can be installed in each spot
and activated every few seconds. Once a change in status occurs, such as when someone
parks or leaves their car, the new information will be sent to the Cloud server so that it
can be shared with all drivers who subscribe to this service. The node then goes into
sleep mode until another event takes place at that spot. By using NB-loT devices for
communication between sensors and cloud servers, full details about any changes in
status are delivered quickly and accurately; including time/date stamps for when events
occur at specific spots within a parking lot or garage area. This system helps drivers by
providing them up-to-date information on available spaces without having to search
around themselves, saving both time and energy while also reducing traffic congestion

due to people searching for empty spots unnecessarily.
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Overall, this system provides many benefits not only by helping locate open
spaces but also allowing administrators improved management capabilities over their
lots through detailed analytics reports generated from collected data points about usage
patterns throughout different times of day/week etc. This type of technology is
becoming increasingly popular among cities looking towards more efficient ways
manage public transportation infrastructure like roads & highways as well as private

businesses seeking better control over customer flow rates inside retail stores etc [1].

3.2.3 Smart city

Numerous NB-10T applications in the fields of energy plants and management,
underground transportation, traffic signals, law enforcement, sewage and water
systems, and other applications will be present in modern and smart cities. A smart city
promotes a data-driven economy in addition to implementing smart apps. Smart cities
have advantages for its citizens as well as for investors, tourists, and the government.
These applications depend on NB-10T to send a significant quantity of structured and
unstructured data that may be utilized for analysis, automation, and decision-making.
By using analytics to the data that is sent by NB-loT sensors located all across the grid,
smart electrical grids increase the efficiency of electricity distribution. A cloud-based
server is used to configure, manage, and analyze the grid using connected NB-loT
sensors for monitoring the grid. The data can be used by grid operators to forecast and
predict demand and capacity. Public rivers, parks, and green areas are monitored by
environmental NB-1oT sensors. These sensors send data that is used to pinpoint areas
that need cleaning or protection. These environmental sensors can also be used to
monitor ambient environmental factors including temperature, rainfall, humidity, and

air quality at various points throughout the city [1].
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3.3 Technical approach

The technical approach of this project will be based on executing the possible stages
of the ASIC/FPGA flow. The flow includes:

1)

2)

3)

4)

5)

6)

7)

Functional Specifications: it will be given in reference to the literature models
that aims for NB-1IOT NPUSCH design.

High Level Code: creating MATLAB codes for the NPUSCH blocks to act as a
reference for the behavioral simulation stage.

HDL.: creating RTL design of the NPUSCH blocks.

Behavioral Simulation: Using the high-level code to act as the golden reference
for testing and verifying the RTL design of the NPUSCH blocks in order to
ensure that the block design satisfy the functional requirements.

Synthesis: in this stage, RTL design will be mapped into standard cells in ASIC
design flow or Logic Blocks in FPGA design flow.

Floor planning (only in ASIC flow): in this stage, the main design’s objects’
size and placement will be decided.

Place and Route: the standard cells are placed inside the core boundary and after

that the routing takes place.
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4 Project Design

4.1 Project purpose and constraints

The objective is to perform the digital design and implementation for the
NPUSCH blocks. The project main focus will be on the Front-End design flow that
includes HDL Coding, Simulation, and Synthesis. NB-IOT LTE has a small bandwidth
of 180 kHz, and its main idea depends on its low complexity and low power
consumption. The radio frame of the NB-10T consists of 10 sub frames, and each sub
frame consists of 2 time slots. The NB-IOT supports subcarrier spacing of 3.75 kHz,
and 15 kHz. In our design we will be using a subcarrier spacing of 15 kHz.

4.2 Project technical specifications

Table 19: Technical specifications

Uplink Peak Rate (Mbps) ~105/159 kbps
UE Transmit Power (dBm) 20

Max Uplink TBS 2536 bits
Latency 1.6-10 seconds

4.3 Design alternatives and justification

Alternative 1: NB-10T via LEO satellites

In order to provide the NB-IOT connectivity to the on-ground users
equipments (UEs), this alternative introduces the use of Low-Earth Orbit (LEO)
satellites. This is proposed to be done by replacing the conventional resource
allocation algorithms which were designed for terrestrial infrastructures NB-10T
systems. The conventional approach is characterized by having a very slow
variation with time for the system as a whole, furthermore, the devices are under
the coverage of a specific base station (BS). The existing design strategies cannot
be applied or integrated to the LEO satellite-based NB-1OT systems. The reasons
include: First, the change over time of the corresponding channel parameters for
each user with the movement of the LEO satellite, thus, delaying the user
scheduling would result in an outdated resource allocation. Second, the LEO
communications side effects such as the differential Doppler shift dependence on
the relative distance among users. Thus, users who overcome a certain distance

will be scheduled at the same radio frame leading to violation in the differential
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Doppler shift limit supported by the NB-IOT standard. Third, increase in the
propagation delay over a LEO satellite to be 4 to 16 times higher compared to the
terrestrial system. Thus, imposing the need for minimization of messages exchange
between the users and the base station. However, novel design approaches were
investigated to propose an uplink resource allocation strategy that incorporates the
advantages of using NB-IOT via LEO satellites with considerations to the distinct
channel conditions, data demands of several users on earth, and satellite coverage
times [10].

4.4 Description of selected design

44.1 CRC

4.4.1.1 Design

The design of the CRC block is implemented based on an LFSR, linear
feedback shift register, in which the feedback is introduced to the registers by
XORing the output signal with the registers placed according to the polynomial

mentioned in section 2.5.1.

4.4.1.2 Block diagram and architecture

Figure 22: CRC block diagram
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4.4.1.3 Block interface

The following figure shows the interface of the CRC block as implemented in the

RTL,
e )
clk
—_—>
data_out
rst
—_—>
en
— CRC
data_in
—>
TBS [11:0] valid_out
—
NS /
Figure 23: CRC block interface
Table 20: CRC interface signals
Signal  Width Port type Description
clk 1 bit Input System clock signal
rst 1 bit Input Reset signal
en 1 bit Input CRC enable signal.
data_in 1 bit Input Input bit stream
TBS 12 bits Input Transport block size as received from the
upper layer
data _out | 1 bit Output Output bit stream followed with 24 CRC
code bits
valid_out = 1 bit Output Flag to indicate that the output is valid to
propagate to the following blocks (output is
available)

4.4.1.4 Operation

The flow of the block starts by introducing the input bit stream to the shift

register that is initialized by zeros. The shifting is performed along with XORing the

states of the registers with the feedback signal form the output according to the

polynomial. The output stream starts with the flow of the input followed by 24 bits that

represent the generated CRC code. A flag (valid_out) is raised when the output is ready

to propagate to the following blocks. A single bit takes 25 clock cycles to get out from
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the LFSR, while the block takes (TBS+50) clock cycles to finish the operation and all
the CRC code bits are out from the LFSR.

4.4.2

Turbo Coding

4.4.2.1 Design

The design of the Turbo Encoder is based on:

1)

2)

3)

4)

5)

6)

LUT: look up table that is used to find the f1, f2 parameters according to the
specified Transport block size (TBS).

Pi: It is used to calculate the interleaved index PI(i) according to the calculated
1,2 parameters from LUT.

Buffer: It is used in order to map the input stream of the calculated index to be
the output interleaved version of the internal inter-leaver.

Upper Constituent Encoder: It is used to encode the normal output stream
(generated from CRC), and to perform some processing some processing in
order to extract the systematic bit output stream from the turbo encoder (x_Kk),
in addition to the parity 1 bit stream (z_k). Furthermore, here the calculation of
the termination bits (used to flush the upper encoder registers) for the upper
encoder bit stream takes place.

Lower Constituent Encoder: It is used to encode the interleaved output stream
(generated from sub_block interleaver), and to perform some processing in
order to extract the termination used bit stream from the turbo encoder
(x_k_bar), in addition to the parity 2 bit stream (z_k_bar). Furthermore, here
the calculation of the termination bits (used to flush the lower encoder registers)
for the lower encoder bit stream takes place.

Mux: It exists in the top modeule, and it is composed of several internal muxex

for computation of the termination bit stream.
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4.4.2.2 Block diagram and architecture
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Figure 24: Turbo Encoder block diagram
4.4.2.3 Block interface

The following figure shows the interface of the Turbo Encoder block as implemented
in the RTL,

Ben rs
P Y Y * h
¢ k dd k
- - —i-
dl Kk
.
Turbo Encoder
d2 k
-
TES Turbic waled
— = N
| )

Figure 25: Turbo Encoder block interface

56



Table 21: Turbo Encoder interface signals

Signal width Port Description
type
clk 1 bit input System clock signal
rst 1 bit input Turbo Encoder reset signal
en 1 bit input Turbo Encoder enable signal.
TBS 12 bit input Transport block size
c k 1 bit input Input stream (bit wise) to the Turbo encoder
from CRC
(length TBS+24)
do_k 1 bit Output Systematic bit stream output from the Turbo

encoder (bit wise)

dl_k 1 bit Output Parity 1 bit stream output from the Turbo

encoder (bit wise)

d2_k 1 bit Output Parity 2 bit stream output from the Turbo

encoder (bit wise)

Turbo_valid 1 bit Output Validation signal for Turbo_encoder output

4.4.2.4 Operation

The working scheme was made according to the following steps:

1)

2)

3)

4)

5)

The Look Up Table (LUT) module reads the TBS from the system top level and
accordingly it extracts the f1, f2 parameters.

The Pi module calculates the interleaved indices that will be stored in the buffer
according to an optimized equation.

Then the internal buffer is used to extract two streams of bits, the first one is the
normal output stream (normal_os) that was directly mapped from the input
stream (c_k), and the second one is the interleaved output stream
(interleaved _os) that was mapped according to the calculated interleaved
indices.

Both streams are entered in parallel to the upper and lower constituent encoders
for synchronization.

The streams are placed in three shift registers and some processing (XOR
operations) is made for encoding them to be extracted as follows before entering
the trellis termination mode:

e X_k --> extarcted from the internal_interleaver buffer as the normal output

stream (normal_os) directly from the input bit stream after CRC.

57



e X k bar --> extracted after passing through the turbo upper constituent
encoder shift registers that has the normal bit stream (normal_os) as its
input.

e 7z k --> extarcted from the internal_interleaver buffer as the interleaved
output stream (interleaved_os) directly from the interleaved bit stream after
the internal inter-leaver.

e 7z k bar --> extracted after passing through the turbo lower constituent
encoder shift registers that has the interleaved bit stream (interleaved_os) as
its input.

6) The extracted four streams (in parallel) are then padded to a specified
combination of the termination bits that are used to flush on the constituent
encoders registers.

7) The padding sequence is made in order to formulate the turbo_encoder output
as follows:

e Systematic bit stream: d0_k --> x_k + trellis termination bits (4).

e Parityl bit stream: d1_k -->z_k + trellis termination bits (4).

e Parity2 bit stream: d2_k -->z_k_bar+ trellis termination bits (4).

4.4.3 Rate Matching

4.4.3.1 Design

The design of the Rate Matching block is implemented based on using three
memories for the subblock interleaver and a circular buffer. The specification for each

component is done according to section 2.5.3.

58



4.4.3.2 Block diagram and architecture
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Figure 26: Rate Matching block diagram

4.4.3.3 Block interface
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Figure 27: Rate Matching block interface
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Table 22: Rate Matching interface signals

Signal | width Port type Description
clk 1 bit Input System clock signal
rst 1 bit Input Rate Matching reset signal
en 1 bit Input Rate Matching enable signal.
TBS 12 bit Input Transport block size
Qm 2 bit Input Modulation order: (type of modulation that will
be used to send uplink): Qm = 1(BPSK) or
2(QPSK)
Noting that in shared channel communication
we use either BPSK or QPSK Modulation
G 12 bit Input The total number of bits available for the
transmission of one transport block
TVigy 2 bit Input The redundancy version index for the HARQ
process (There exist four redundancy versions
for each HARQ process 0,1,2,3)
dio 1 bit Output Input Stream O:
Systematic bits stream output from the Turbo
Encoder
di1 1 bit Output Input Stream 1:
Parity 1 bits stream output from the Turbo
Encoder
d;» 1 bit Output Input Stream 2:
Parity 2 bits stream output from the Turbo
Encoder
ey 1 bit Output Output stream from the Rate Matching unit
RM valid | 1 bit Output Output validation signal (ON: output valid,
OFF: output is invalid)

4.4.3.4 Operation

]
Read Is
TBS, Qm, Op_mode
G, rv_idx equal 0 ?
Yes No
\
v
t-:_ef-?:;-m. Perform Perform
Gummy_poeition, k9 Permutation Permutation
Scheme for d0, d1 Scheme for d2
v
082 Sirsoty from
Initialization RAM naving the
utied row,
ootumn_ InCice
v v
Order the
dummy_bits check stream to
and d_k bit ach
stream from f v_kD, v_k1
turbo encoder v k2
in RAM X0 K2
v_ki
v v
Output e_k startii e ks
froe strdam 0 and from stream1 ai ?vz“s';e—;n "2“::
store stream 1, stream store stream?2 to have o v St 6K
2to have total &_k total e_k stream of stream of length E
stream of length E fength E

Figure 28: Rate Matching block operation
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The working scheme was made according to the following steps:

1)

RM_Control starts its action first by reading the following from the top module:
Transport Block Size: TBS.

Modulation order: Qm.

The total number of bits available for transmission of one transport block: G.

The redundancy version index: rv_idx.

Then accordingly it calculates

2)

3)

4)

Required length of the output from the Rate Matching: E.

Required number of rows to order the output stream: R_TC_ subblock in a
matrix of 32 column.

No of dummy bits that will be placed in the first row: no_dummy_bits_ first
row.

Index after which we start oredering the output stream from the turbo encoder:
dummy_position.

Starting point of the circular buffer: k0.

This is followed by an initialization state during the reset condition to all the
required signals to allow proper permutation in the sub_block inter-leavers
considering the truncated dummy bits conditions, in addition to storing the
permutation table (table 5.1.4.1).

The third step is to start encoding the dummy bits according to the count and
indices calculated from the control unit, in addition to ordering the turbo coded
bits in a RAM of R_TC_subblock rows and 32 columns.

The fourth step is dependent on the type of input from the turbo encoder such
that:

For Systematic bit stream, and Parity 1 bit stream:

The corresponding sub_block interlever directly map the input bit stream to the output

bit stream (denoted by v_kO/v_k1) considering truncating the dummy bits and

accessing the permuted elements by indices control.

For Parity 2 bit stream:

It calculates the respective indices mentioned by the equation stated in section 2.5.3.1

and directly map the calculated indices —considering truncating the dummy elements-

to their corresponding input bit stream to be considered as the output from the

sub_block_interleaver 2.
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5) The output streams from the threes sub_block inter_leavers are extracted as
three parallel streams which have outputs bit streams that are free of
dummy_bits in addition to be inter-leaved according to its respective
interleaving schemes, the top module directly access the stream at which
starting point of the circular buffer is located then:

- If it was at v_KkO (the output stream from sub_block_interleaver 0), then the
circular buffer stores the corresponding bit streams of v_k1, v_k2 at their
respective location within the circular buffer. To be later used as the successive
bits in case v_kO stream was completely extracted and the required number
length of the output (E) was not yet reached.

- If it was at v_Kk1 (the output stream from sub_block_interleaver 1), then the
circular buffer stores the corresponding bit streams of v_k2 at their respective
location within the circular buffer. To be later used as the successive bits in case
v_k1 stream was completely extracted and the required number length of the
output (E) was not yet reached.

- If it was at v_k2 (the output stream from sub_block_interleaver 2), then the
output bit stream will start after kO elemnts (considering the truncated dummies
count till k0) till the length of the output (E) is reached.

4.4.4 Channel Interleaver

4.4.4.1 Design

The proposed design of the channel interleaver divides the block into 5
subblocks which are a control unit, two serial-to parallel shift registers, a parallel-to
serial shift register and a register file. According to the control unit functionality as
mentioned in section 2.5.4, multiplication and division operations are required to
determine the number of rows and columns, into which the input bits are placed to be
interleaved. To minimize the power, number of clock cycles, and the area of this
subblock, the design proposes the utilization of shift registers to perform the division
and multiplication instead of a multiplier and a divider. Moreover, a register file is used
to hold the input bits instead of RAM to enhance the performance and the flexibility of
the block, hence easing the retrieving of the bits out of it by columns as required in the

channel interleaver functionality. Additionally, a load signal is added to the serial-to

62



parallel and parallel-to serial registers to be able to stall the input and perform the
shifting only when needed. In order to control the flow of the input bit stream into and
out from the channel interleaver block, different outputs are used to track the number
of bits, number of rows, and number of columns. A flag signal (valid_out) is raised

when the output bit stream is ready to go.

4.4.4.2 Block diagram and architecture

Serial to parallel 2

data_in Serial to parallel 1

clk ——p+ -
M even:

reset ———

[4:0] N-slots ——*

* Valid out
[1:01Qm ——»: o
. n_rows B
: g
. o
[11:0] E ——————» -
: n_Columns fn
en ————»; g
=
240+96 . data_out

S

Figure 29: Channel Interleaver block diagram

4.4.4.3 Block interface

The following figure shows the interface of the Scrambler block as implemented in
the RTL,

clk

reset

en
data_in Channel dat.a_out
nojom | INnterleaver [validout ,

[4:0] N_slots

[11:0] in_length

- J/

Figure 30: Channel Interleaver block interface
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Table 23: Channel Interleaver interface signals

Signal width  Port type Description
clk 1 bit Input System clock signal
reset 1 bit Input Channel Interleaver reset signal
en 1 bit Input Channel Interleaver enable signal.
0., 2 bits Input Modulation org(eQr.P(grlz) 1(BPSK) or
data_in 1 bit Input Serial input from Rate Matching
in_length 16 bits Input The input length
N_slots 5 bits Input Number of slots (upper layer parameter)
data_out 1 bit Output Serial output going to the Scrambler
Valid_out 1 bit Output A valid output is ready

4.4.4.4 Operation

The operation of the channel interleaver starts with introducing the input bit
stream besides the upper layer parameters needed to calculate the number of rows and
columns according to the equations mentioned in section 2.5.4. The calculation is done
in one clock cycles, then the interleaving is performed through the following steps,

a. Based on the modulation order,

I. Q,, =1, the input stream enters the first serial-to parallel register
until a number of bits that is equal to the number of columns
calculated by the control unit are added.

ii. Q,, =2,theinput stream enters the two serial-to parallel registers
alternatingly, where the even bits are added to the first serial-to
parallel register and the odd bits are added to the other one.

b. When the number of bits inside the assigned serial-to parallel registers
is equal to the number of columns calculated by the control unit, the
parallel output is loaded onto a row in the register file.

c. The previous steps are repeated until the number of input bits is reached
by the counter and the register file is filled with rows and columns that
are equal to the numbers calculated by the control unit.

d. The columns of the register file are then loaded to the parallel-to serial
register to generate the interleaved output stream.

e. The load of the parallel-to serial register is monitored, so that it reloads
every number of rows clock cycles which assures that the previously

loaded bits are out.
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f. Steps d and e are repeated until the register file is empty and all the

columns are read and retrieved by the parallel-to serial register.

4.4.5 Scrambler

4.4.5.1 Design

The design of the Scrambler block is implemented based on an LFSR, linear

feedback shift register, in which the feedback is introduced to the registers by XORing

the output signal with the input according to section 2.5.5.

4.4.5.2 Block diagram and architecture

N O are e

TBS
Re_init

Enable

CU to calculate the initial values and regulate

the block Process

g Output_valid

~E

Figure 31: Scrambler block diagram

Functions of each unit:

1) Control unit: the control unit is designed to control the process of the scrambler

and its combinational logic that is used to calculate the initialization value for
each LFSR.

2) LFSR:two registers having a length of 31 bit that are used to generate the golden

sequence for the scrambler’s process.
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4.4.5.3 Block interface

The following figure shows the interface of the Scrambler block as

implemented in the RTL,

clk (" )
—
reset

en
e |

[15:0] N_Ncell_ID | data_out

15:0 RNTI valid_out
e Scrambler [— — *

[9:0] ns
data_in
[11:0] in_length

L w
Figure 32: Scrambler block interface

Table 24: Scrambler interface signals

width  Port type Description
clk 1 bit Input System clock signal
reset 1 bit Input Scrambler reset signal
en 1 bit Input Scrambler enable signal.
- 16 bits Input Radio Network Temporary Identifier

(upper layer parameter)
System Frame Number (upper layer
parameter)
Slot Number Within Radio Frame (upper
layer parameter)

ng 10 bits Input

ng € (0,19) 10 bits Input

data_in 1 bit Input Serial input from Channel Interleaver
In_length 12 bits Input The input length
Ngell : Narrowband Physical Layer Cell ldentity
€ (0,503) Bl I (upper layer parameter)

data out 1 bit Output Serial output going to the Modulator
valid_out 1 bit Output A valid output is ready

4.4.5.4 Operation

The operation of the scramble is shown in the following steps:

1) Calculate the initialization for both LFSRs according to section 2.5.5 after
receiving the upper layer parameters needed and the output of the channel
interleaver.

2) Perform 1600 shift cycles in order to increase the randomization of the sequence

and generate the golden sequence.
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3) After this, the last bit of each LFSR’s golden sequence is taken to the scrambler
module and are XORed together.
4) Finally, this value is XORed with input to produce the output of the scrambler

along with a valid,,,; signal.

4.4.6 Modulator

4.4.6.1 Design

The design of the Modulator block is implemented based on using LUTSs for
each modulation scheme, and then using a mux to decide which of them will be used
according to the modulation number @,,,. The modulation for each scheme will be done

according to section 2.5.6.

4.4.6.2 Block diagram and architecture

. [11:0] In
data_in ———p
clk —
reset —»-: [11:0] Q1
enable —b
[01Qm —»:
: [11:0] I2
[1:0] data_in ————»
Valid_out
—_—
[11:0] Q2 Qm

Figure 33: Modulator block diagram

4.4.6.3 Block interface
The following figure shows the interface of the Modulator block as implemented in

the RTL,
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Figure 34: Modulator block interface

Table 25: Modulator interface signals

Signal width  Port type Description
clk 1 bit Input System clock signal
reset 1 bit Input Modulator reset signal
en 1 bit Input Modulator enable signal.
. Modulation number: Qm = 1(BPSK) or
Qn 2 bits Input 2(QPSK)
data_in %t?lltts/ Input Serial input from Channel Interleaver
in_length 16 bits Input The input length
I 12 bits | Output Real part of the output going to FFT
0 12 bits | Output Imaginary part o;lt:r_lre output going to
Valid_out 1 bit Output A valid output is ready

4.4.6.4 Operation

The modulator is operated using two MUXs that are controlled by the value of
Q. After deciding which modulation scheme to use, the corresponding LUT will be
used to modulate each bit onto a carrier. The input width also depends on the
modulation scheme as when using BPSK the input width is 1 bit, but when using QPSK
the input width is 2 bits. The final output after the modulation will be divided into two
parts, one for the real part of the output and the other for the imaginary part. Each output
has a width of 12 bits to accommodate with the requirement of the next block which is
the FFT.
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4.4.7 FFT

4.4.7.1 Design

FFT is a widely used block in digital systems and has numerous
implementations. The 12-point FFT is based on two main building blocks: the radix-2
and radix-3. The functionality of the DFT in this project requires it to cover 1-point
FFT, 3-point FFT,6-point FFT, and 12-point FFT. Each is according to the number of
subcarriers that are given as input to the block. In order to reduce the area, given that
this block does not decide the frequency of the whole system, a pipe-lined architecture
was implemented where an FSM controlled by the NSC (Number of Sub-Carriers)
decides which type of FFT is required, and one block for radix-2 and another one for
radix-3. then if it is 3 then it uses the radix-3 directly. If it is 6 then a pipe-lined radix-
6 is used where the resources used for it are only one radix-3 and one radix-2 where
the radix-3 operates two times to cover all the 6 inputs in the first stage then the outputs
of this stage are assigned to the intermediate registers after being multiplied with the
corresponding twiddling factors. These outputs are finally inputted to radix-2 where
each two of them are calculated and the outputs are assigned to the corresponding
output port then the radix-2 is used again for two times to get the outputs of the rest 4
intermediates. Similarly for the 12 NSC, it is designed to operate in 3 stages where the
first stage requires the operation of the radix-3 for 4 times and in both the second and
the third stages , radix-2 is used 6 times. The twiddling factor multiplications are
performed using shift registers which greatly aided to save area and power.
4.4.7.2 Block diagram and architecture
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Figure 35: FFT block diagram



4.4.7.3 Block interface
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Figure 36: Radix_2 FFT block interface
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Figure 37: Radix_3 FFT block interface
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Figure 38: FFT block interface

70



Table 26: FFT interface signals

Signal Width Port type Description
clk 1 bit Input System clock signal
rst 1 bit Input Reset signal
en 1 bit Input FFT enable signal.
NSC 4 bits Input Number of subcarriers
X0 r 12 Input The real part of the 12 input signals Consists
) signed of 4 integer bits and 8 fraction bits.
x11 r o
x0_i 12 Input The imaginary part of the 12 input signals
) signed Consists of 4 integer bits and 8 fraction bits.
P bits
x11 i
yo r 12 Output The real part of the 12 output signals
: signed Consists of 4 integer bits and 8 fraction bits.
yil r bits
y0 i 12 Output The imaginary part of the 12 output signals
) signed Consists of 4 integer bits and 8 fraction bits.
P bits
yl1l |

4.4.7.4 Operation

The operation of the block depends mainly on the number of subcarriers (NSC) where:

» NSC=1:
In this case, the output is the same as the input.

» NSC=3:
In this case, the inputs are directed to the radix-3 directly.

» NSC=6:
In this case, a pipelined strategy is used to arrange the operation between the
available resources which are the radix-2 and the radix-3 in the design.
The diagram shown below shows the Radix-6 inherently implemented where
the first stage of it requires the operation of radix-3 two times then the outputs
are assigned to intermediate signals then in the second stage, the radix-2
operates 3 times using the intermediate signals as inputs to it.

» NSC=12:
In this case, a pipelined strategy is followed where this case is composed of 3
stages that are shown in detail in the diagram below. The first stage requires the
operation of radix-3 for 4 times to account for all the 12 inputs then the outputs

of this stage are multiplied by their corresponding twiddling factors (in the order
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shown below) and then saved in the intermediate signals. In both the second and

third stages, radix-2 is used 6 times per stage.
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Figure 39: Operation of 12-point FFT including 6-point FFT

4.4.8 Resource Element Mapper

4.4.8.1 Design

The design of the REM block is implemented based on the creation of a resource
grid using the output parameters from the control unit which are calculated according

to section 2.5.8.
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4.4.8.2 Block diagram and architecture
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Figure 40: REM block diagram
4.4.8.3 Block interface

The following figure shows the interface of the REM block as implemented in
the RTL,
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Figure 41: REM block interface
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Table 27: REM interface signals

width  Port type Description
clk 1 bit Input System clock signal
reset 1 bit Input REM reset signal
en 1 bit Input REM enable signal.
Real part from the input data coming

data_in_real 12 bits Input from EET

Imaginary part from the input data
coming from FFT

data_in_im 12 bits Input

Ngymp 3 bits Input Number of SC-FDMA symbols
I, 6 bits Input Subcarrier md;)c;a:gg}r;{:s)ld (upper layer
data_out real | 12bits | Output Real part of thel(l):tIJ:t_;I)_ut data going to
data_out_im 12 bits Output Imaginary part (:; tIrII:eF(_)I_utput data going
valid_out 1 bit Output A valid output is ready

4.4.8.4 Operation

The REM block contains three modules:

1) The first module is the first memory which receives the real part of the input
data coming from the FFT. The size of the memory is set to the maximum
possible input which is 12*112. The maximum number of rows for the resource
grid is 12 which is the maximum number of subcarriers. The maximum number
of columns is calculated using Nymp * Nsiors

2) The second module is the second memory which receives the imaginary part of
the input data coming from the FFT. The size of the memory is set to the
maximum possible input which is 12*112.

3) The third module is the control units which maps the output of the FFT to the
assigned subcarriers. The output of this module is Ng,.s and ng. value which
specifies the row number where the value is stored.

After filling the memory with the input values, the remaining indices of the memory
will be filled with zeros. Also, there is a certain column that is always reserved for the

DMRS value which is an upper layer parameter.
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449 IFFT

4.4.9.1 Design

The IFFT block has a variety of design methodologies to be implemented with.
Its structure is based on the repetition of radix-2 blocks to construct the 7 stages of the
128-point IFFT. The design proposed below has a pipelined strategy that uses 16 radix-
2 blocks to perform the 128-point IFFT functionality. This is implemented using a finite
state machine that redirects the inputs and outputs of the 16 radix-2 blocks to cover the
required computations. This design reduces the area of the IFFT block by shrinking the
number of radix-2 blocks from 448, if all the used blocks are implanted and used once,
to 16 radix-2 blocks. Another significant advantage of the proposed design is that the
multiplications of the twiddle factors are fully performed using shift registers with pre-
determined shift amounts and no multipliers are used. This minimizes the power
consumption of the block, in addition to the area and the consumed clock cycles. The
total number of clock cycles that are consumed by the 128-point IFFT is 28 clock
cycles. The intermediate signals are limited to 128 real and imaginary signals to avoid

the redundant use of signals, hence reduce the area, power and routing complexity.
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4.4.9.2 Block diagram and architecture
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4.4.9.3 Block interface

/ ™
clk
—_—
x0 i
p—
rst
- L ]
e
L ]
en E
x127 i
x0 r —
—_—
. 128-IFFT
: x0 i
® EEEE—
[ ] L]
x127 r .
—_—
X0 i .
T ] ¢
. x127_i
P —b
®
[
L]
x127 i
—_—
- /
Figure 42: IFFT block diagram
Table 28: IFFT interface signals
Signal Width Port type Description
clk 1 bit Input System clock signal
rst 1 bit Input Reset signal
en 1 bit Input IFFT enable signal.
X0 r 14 Input Real part of the 128 input signals resulting
) signed from resource element mapper. Consists of 4
' bits integer bits and 10 fraction bits.
X127 _r
X0 _i 14 Input Imaginary part of the 128 input signals
: signed resulting from resource element mapper.
Y127 | bits Consists of 4 integer bits and 10 fraction bits.
yO_r_ 14 Output Real part of the 128 input signals resulting
) signed from resource element mapper. Consists of 4
' bits integer bits and 10 fraction bits.
y127 r
y0 i 14 Output Imaginary part of the 128 input signals
: signed resulting from resource element mapper.
ylé7 i bits Consists of 4 integer bits and 10 fraction bits.
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4.4.9.4 Operation

The operation of this block is performed by a finite state machine that consists
of 28 states. The states determine the 16 real inputs and 16 imaginary inputs to assign
the inputs of the 16 radix-2 blocks. In addition, the states include the multiplication of
the twiddle factors, using shifters, by the 16 real and imaginary outputs of the 16 radix-
2 blocks before being assigned to the next intermediate signals. The twiddle factors are
pre-calculated to ease the use of the low power shifting multiplication. The following
figure shows the first three stages of the 7 stages of the 128-point IFFT. It shows the
main strategy where the indices that are assigned together to the radix-2 blocks are
divided by 2 every cycle, until the 7¢" stage, in which every two consecutive indices

are assigned to the same radix-2 block.

128-Point IFFT

Stage 1 Stage 2

Stage 3
B(0) » C(0)

B(15) >< c(15)
B(16) - C(16)

>

X(0) A(0)

>

\
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/

X(31)
X(32)

A(31)
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X(47)
X(48)

A47)
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X(63)
X(64) =
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> A(64)

X(79)
X(80) =

A(79)
» A(80)

X(95)
X(96)

A(95)
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/
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C(79)
C(80)
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C(96)

y

X(111)
X(112)

A(111) =
A(112)

B(111)
B(112)

c(11)
C(112)

>_<

X(127) A(127) B(127) Cc(127)

Figure 43: First 3 stages of 128-point IFFT

5 Project Execution

5.1 Simulation results and evaluation

The following subsections present the verification of the RTL blocks by
conducting a comparison between the results and the reference model implemented
using MATLAB. Then, the synthesis of the blocks is performed using Synopsys Design
Compiler, the PnR is performed using IC Compiler, and the area, power and delay

reports are reviewed to evaluate the efficiency of the proposed design using 45 nm
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technology compared to previous implementations using 130 nm technology as in [11]
and 45 nm technology as in [12]. The synthesis and PnR are done with a clock

frequency of 765 kHz that corresponds to a clock period of 1.32 us as in [11].

5.11 CRC

To verify the functionality of the CRC block, a testbench is used to give an
initial insight about the correctness of the operation which results in the following
waveform, where the output matches the output of the reference model implemented
using MATLAB. It shows the output that consists of the input stream followed by the
24 bits of the generated CRC code.

100111101000

4 JCRC_testbench/data_out  |St0
JCRC_testbenchfvalid_out | St1

N - e e

Cursor 1 51490 ps 51450 p

| 0 I | |
Figure 44: CRC waveform

5.1.1.1 MATLAB and Verilog Comparison

To increase the coverage of the applied test cases, 10 input test vectors are
generated by MATLAB with a length of the maximum TBS, 2536, and applied to the
input of the CRC block designed with the RTL to verify its functionality. The following
figure shows that the proposed design matches the reference model successfully.
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Time: 258470 Correct CRC output is
Time: 258480 Correct CRC cutput is
Time: 258490 Correct CRC output 1is
Time: 258500 Correct CRC output is
Time: 258510 Correct CRC output is
Time: 258520 Correct CRC cutput is
Time: 258530 Correct CRC output is
Time: 258540 Correct CRC output is
Time: 258550 Correct CRC output is
Time: 258560 Correct CRC output is
Time: 258570 Correct CRC output is
Time: 258580 Correct CRC output is
258590 Correct CRC output is
Time: 258600 Correct CRC output is
Time: 258€10 Correct CRC cutput is
Time: 258620 Correct CRC output is
Time: 258€30 Correct CRC cutput is
Time: 258640 Correct CRC output is
Time: 258650 Correct CRC cutput is
Time: 258660 Correct CRC cutput is
Time: 2586870 Correct CRC output is
Time: 258680 Correct CRC output is and Ref output is
Time: 258690 Correct CRC cutput is and Ref output is
Time: 258690 END OF TEST VECIOR NO. 10

Time: 258690 SUCCESSFUL 10 TEST VECTORS OUT OF 10

and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref cutput is
and Ref output is
and Ref output is
and Ref cutput is
and Ref output is

T EEEEE T T T T T T T
-

f I R S e R S S R I R e e e e = I = = =

f I R S e R S S R I R e e e e = I = = =

Figure 45: RTL results matched with MATLAB for CRC
5.1.1.2 Synthesis and pnr results

5.1.1.2.1 Setup Time

data required time

1319.58

data arrival time -8.93
slack (MET] 131E.65
Figure 46: CRC setup time result
5.1.1.2.2 Area
Combinational area: 172 .9088681
Buf/Inv area: 11.4338808
Noncombinational area: 286 ,947993
Net Interconnect area: undefined (Wire load has zero net area)
Total cell area: 379.847993
Total area: undefined

1

Figure 47: CRC Area

The area report shows that the area of the synthesized CRC block is 379.85 um?
which is smaller than the reported area value of 2680.52 um? in [11] and the reported
area value of 452.73 um? in [12]

80



5.1.1.2.3 Power

Internal
Power Group Fower
io pad @, o0
memory @, 0868
black box @, 0en0
clock network 1.4290e-82
register @.1589
sequential @, o6

combinational 9.8935e-83

Total @.1822 uwW

1

Switching Leakage
Fower Fower
. 0006 0.8000
6.0000 6.8020
f.0ee0e 0.8600
3.1288e-02 23.7432
2.4B86e-03 720.6918
0.0000 o.8080
1.1381e-02 1.08251e+83
4.4982e-02 uw 1.7695e+83 nW

Figure 48: CRC power

Tatal

Fower {
a.0888 |
B.08888 |
g.0888 |

6.9233e-082 |
8.8828
g.0868 |
1.8455 |

1.9967 uW

% ] Attrs

B.88%)

B.88%)
8.88%)
3.47%)
44.,17%)
B.88%)

52.36%)

The power report resulting from Design Compiler shows that the power of the

synthesized CRC block is 1.9967 uW which is smaller than the reported power value
of 20 uW in [11] and the reported power value f 2.1628 ulW in [12]

5.1.2 Turbo Coding

5.1.2.1 MATLAB and Verilog Comparison

Test case:

TBS=16, thus K= 40. Input length = 40, as follows:
c=[1001001011100100101110010010111001080

101 1];

For testing, an input stream to MATLAB and MODELSIM was used taking

The same input stream was encoded for both modules of the Turbo_encoder in
MATLAB and MODELSIM, and the output streams are mapped as follows:

respectively.

MATLAB: d0,d1,d2 as the output streams from the turbo encoder, representing
Systematic bit stream, Parity 1 bit stream, and Parity 2 bit stream, respectively.
MODELSIM: d0_v, d1_v, d2_v as the output streams from the turbo encoder,

representing Systematic bit stream, Parity 1 bit stream, and Parity 2 bit stream,

The comparison was made at the MATLAB by comparing the generated output file
from RTL model, and the MATLAB model. The two models show a matched output

indicating that the RTL design is properly verified by the corresponding behavioral

reference model. This is indicated by printing a “MATCHED!!” flag as shown below.

81



For dO_k, and d1_k:

Command

Columns 1 through 23
1 0 [+] 1 0 0 1 [+] 1 1 1 0 [+] 1 0 0 1 0 1 1 1 0 0
Columns 24 through 44

1 o Q 1 1] 1 1 1 Q 1] 1 o Q 1 1] 1 1 1 1 1 1

dl =
Columns 1 through 23
1 1 1 Q 1 1 1 1 1 1 1] o Q Q 1 1] 1 o Q 1] 1] o 1
Columns 24 through 44

0 0 1 a a 0 1 a 1 a 1 0 1 1 a 1 0 1 1 1 1

do_wv =
Columns 1 through 23

1 1] Q 1 1] Q 1 1] 1 1 1 o 1] 1 o 1] 1 o 1 1 1 Q o

Columns 24 through 44

1 a [+] 1 a 1 1 1 [+] a 1 a a 1 a 1 1 1 1 1 1

dl »v =
Columns 1 through 23

1 1 1 a 1 1 1 1 1 1 [+] a a [+] 1 a 1 a a [+] a [+] 1

Columns 24 through 44

0 a 1 0 a a 1 a 1 0 1 0 1 1 0 1 a 1 1 1 1

Columns 1 through 23

1 ] 1 ] 1 ] 1 ] 1 ] ] 1 ] ] 1 1 1 1 ] 1 a 1 1

Columns 24 through 44

0 0 0 0 1 0 0 0 0 0 1 0 0 1 1 1 1 0 1 Q 1

Figure 49: RTL results matched with MATLAB for Turbo Encoder
5.1.2.2 Synthesis and pnr results

51221 Time

data required time 1319.61
data arrival time -2.86
slack [(METI 1316.76

Figure 50: Turbo Encoder setup time result
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5.1.2.2.2 Area

Combinational area: 4596, 213989

Buf/Inv area: 158 .822808

Noncombinational area: 9184, 181695

Net Interconnect area: undefined (Wire load has zero net area)
Total cell area: 13780.395684

Total area: undefined

1

Figure 51: Turbo Encoder area

The area report shows that the area of the synthesized Turbo Encoder block is
13,780.4 um? which is smaller than the reported area value of 155,050 um? in [11] and
the reported area value of 26,257.13 um? in [12]
5.1.2.2.3 Power

Internal Switching Leakage Total

Power Group Power Power Power Power { % I Attrs
io_pad 9. 0808 6.0008 6.8800 g.a888 | 8.088%)

memary @, 0800 6.0008 6.8800 o.@aea | a.88%)
black_box 9.0088 B.0008 B.0000 Bg.ege8 | 8.08%)

clock network @, 48086 4,19382-02 1.7658e+83 2.2883 | 3.95%)
register 8.3561 1.8653e-82 3.1276e+84 31.6511 ( G54.63%)
sequential @, 0800 a.0008 6.68800 g.8E88 | 8.88%)
combinational 7.6477e-82 B.1277 2.3788e+04 23,9026 ( 41.42%)

Total 8.9132 ulW 6.1882 uwW 5.6831e+04 nW 57.9328 uW

1

Figure 52: Turbo Encoder power

The power report shows that the power of the synthesized Turbo Encoder block
is 57.93 uW which is smaller than the reported power value of 4 mW in [11] and the
reported power value of 125.71 uW in [12]
5.1.2.2.4 Final chip

Figure 53: Turbo Encoder final chip after pnr
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5.1.2.3 Comments

Optimization:

e The calculation of the interleaving function was greatly optimized by being
considered as a recurrency equation at which the calculation is made according
to this simplified version of the equation:

Pi(i+1) =pi(i) + Api(i)
This equation is dependent only on arithmetic operations avoiding the use of multipliers
which greatly reduces the power consumption and area usage of the block.

e The parallel mechanism greatly enhances the system speed, such that the proper
output is directly extracted after only two clk cycles from the input encoding
with no need of wasting additional clk cycles for further calculations since all

the needed calculations are performed in parallel with the input encoding.

5.1.3 Rate Matching

5.1.3.1 MATLAB and Verilog Comparison
Test case:

For testing, an input stream to MATLAB and MODELSIM was used taking
TBS=16, thus K=40, Qm = 1 (BPSK modulation), rv_idx = 2, G (expected RM output
length: length (e_k)). Input length = 44 for the three assumed output streams from the
turbo encoder (considering the padded trellis termination bits for each stream), as

follows:

de = [1
0101
di = [1
0101
d2 = [1
0101

101110010010111001001011100180
1];
101110010010111001001011100180
1];
101110010010111001001011100180

1];

R ® R ® R ©®
B ® R ® R ©®
B R R R R R
® ® ® ® ® ©®

The same input stream was encoded for both modules of the RM in MATLAB and
MODELSIM, and the output streams are mapped as follows:
e MATLAB: e_k as the output stream from the Rate matching, representing the

bit stream available for transmission of one transport block.
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e MODELSIM: e_v as the output streams from the Rate matching, representing

the bit stream available for transmission of one transport block.

The comparison was made at the MATLAB by comparing the generated output file
from RTL model, and the MATLAB model. The two models show a matched output
indicating that the RTL design is properly verified by the corresponding behavioral
reference model. This is indicated by printing a “MATCHED!!” flag, further more the
output length is 24 bits as it was designed from G system level parameter (that indicates
the number of bits available for transmission of one transport block) as shown below.
*1t is worth noting that in future work this model must be further tested for several G

values.

MATCHED! !

Figure 54: RTL results matched with MATLAB for Rate Matching

5.1.3.2 Synthesis and pnr results

Initial estimation for the Synthesis results

5.1.3.2.1 Time
data required time 1319.62
data arrival time -3.48
slack (MET] 1316.14
Figure 55: Rate Matching setup time result
5.1.3.2.2 Area
Combinational area: 38324 . 748285
Buf/Inv area: 1136, 8839949
Moncombinational area: 34824 .324774
MNet Intercomnect area: undefined (Wire load has zero net area)
Total cell area: 72349,073859
Total area: undefined

1
Figure 56: Rate Matching area
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The area report shows that the area of the synthesized Rate Matching block is

72,349.1 um? which is smaller than the reported area value of 489,458 um? in [11] and

the reported area value of 99,299 um? in [12]

5.1.3.2.3 Power

Power

Internal Switching Leakage Total
Group Power Power Power Power { % )} Attrs

1o _pad @, 0o B.0800 0.0000 g.00m8 | 0.008%
memery @, 0000 a.0000 0.0800 G.0808 | 0.88%
black box @ . ooo B.6860 6.8860 o.6688 | B.868%
clock_network @, 1476 4.6619 348.5646 5.1581 | 1.48%])
register 19 bEdb J.7ddle-02 1.199%9e+85 139.74B2 ( 38.86%
seguential @, 000 8.0000 0.0000 0.0808 | B.080%
combinational @ B4BH 1.6145 2.1979e+85% 222.2588 { BB.53%
Total 28 . BE11 uW B.3538 uwW 3.4813e+05 nW 367.1643 uW

Figure 57: power

The power report shows that the power of the synthesized Rate Matching block

is 367.164 uW which is smaller than the reported power value of 3.25 mW in [11] and

the reported power value of 388.54 ulW in [12]

5.1.3.3 Comments

Optimization:

1)

2)

In step 4 (for systematic bit stream and parity 1 bit streams) in the design
mentioned in section 4.4.3.4:

The output stream from the turbo_encoder is directly mapped to the already
stored input stream and dummies in RAM, considering truncating the dummy
bits and accessing the interleaved bits after permutation by indices control. This
allows having only one memory for each sub_block interleaver which allows

reducing the power and area used.

In step 4 (for parity 2 bit stream) in the design mentioned in section 4.4.3.4:

The permutation equation pi(k) was traced to depend only on two registers
values: (inner MOD result, and Floor_result), even more their values have
certain pattern that was traced to be implemented with the minimal number of
needed calculations using shift registers and finite state machines avoiding any

multiplication operations or Modulus that will need an additional multipliers
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and other units which will add to the required area, increase the used power, in

addition to reducing the block speed.

3) Instep 5: The size of the circular buffer was reduced by one third of its original
value; due to directly accessing the starting point kO at the respective output

stream.

5.1.4 Channel Interleaver

To verify the functionality of the Channel Interleaver, a testbench is used to give
an initial insight about the correctness of the operation which results in the following
waveform, where the output matches the output of the reference model implemented
by MATLAB. It shows the output that represent the input bits after being shifted in the

serial-to parallel register and read from the register file by columns after being placed

Figure 58: Channel Interleaver waveform

5.1.4.1 MATLAB and Verilog Comparison

To increase the coverage of the applied test cases, 30 input test vectors are
generated by MATLAB with a length of 2564 as an example of a typical input to the
Channel Interleaver block according to the TBS values, the added bits by the CRC and
the Turbo Encoder, and the number of rate matching output bits. These test vectors are
applied to the input of the Channel Interleaver block designed with the RTL to verify
its functionality. The following figure shows that the proposed design perfectly matches

the reference model.
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and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is
and Ref output is

Time: 1564513 Correct Channel Interleaver output is
Time: 1564523 Correct Channel Interleaver output is
Time: 1564533 Correct Channel Interleawver output is
Time: 1564543 Correct Channel Interleaver output is
Time: 1564553 Correct Channel Interleaver output is
Time: 1564563 Correct Channel Interleaver output is
Time: 1564573 Correct Channel Interleaver output is
Time: 1564533 Correct Channel Interleaver output is
Time: 1564593 Correct Channel Interleaver output is
Time: 1564603 Correct Channel Interleaver output is
Time: 1564€13 Correct Channel Interleaver output is
Time: 1564623 Correct Channel Interleaver output is
Time: 1564633 Correct Channel Interleaver output is
Time: 1564643 Correct Channel Interleaver output is
Time: 1564653 Correct Channel Interleaver output is
Time: 1564663 Correct Channel Interleaver output is
Time: 1564673 Correct Channel Interleaver output is
Time: 1564683 Correct Channel Interleaver output is
Time: 1564€93 Correct Channel Interleaver output is
Time: 1564703 Correct Channel Interleaver output is
Time: 1564713 Correct Channel Interleaver output is
Time: 1564723 Correct Channel Interleaver output is
Time: 1564733 Correct Channel Interleaver output is
Time: 1564743 Correct Channel Interleaver output is
Time: 1564753 Correct Channel Interleaver output is
Time: 1564763 Correct Channel Interleaver output is
Time: 1564773 Correct Channel Interleaver output is
Time: 1564733 Correct Channel Interleaver output is
Time: 1564793 Correct Channel Interleaver output is
Time: 1564793 END OF TEST VECIOR NO. 30

Time: 1564793 SUCCESSFUL 30 TEST VECTORS OUT OF 30

T E T T T T T T T R R R R R R R R R R TR
OO rFHFFHFFFHFOFOOODOOFFFOFFOOOFFFOFEOOOO
L e e = T T e e e e e S S e R S S e e e S S e N e Y e e )

Figure 59: RTL results matched with MATLAB for Channel Interleaver

5.1.4.2 Synthesis and pnr results

5.1.4.2.1 Time
data required time 1319.58
data arrival time -2.21
slack ([MET) 1317 .38
Figure 60: Channel Interleaver setup time result
5.1.4.2.2 Area
Combinational area: 3068, 454089
Buf/Imv area: 138.0853998
Noncombinational area: 16046.183426
Net Interconnect area: undefined (wire load has zero net areal
Total cell area: 20814 .637515
Total area: undefined
1

Figure 61: Channel Interleaver area

The area report shows that the area of the synthesized Channel Interleaver block
is 20,014.638 um?, which is smaller than the reported area value of 440,585 um? in
[11] and the reported area value of 953.61 um? in [12].
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5.1.4.2.3 Power

Internal Switching Leakage Total

Powsr Group Power Power Power Power { % ) Attrs
io_pad 6.8668 a.paaa o. 6668 0.0000 (6, 00%)
mamory B.8888 9.e088 @.0088 @.o008 I o, 0e%)

black box 6.8668 o.paea o, 0668 0.0000 (O, 00%)
clock_network B.1788 8.2178 527.5815 8.9163 | 1.1%%)
register 8.9227 3.9366e-83 5.B8342e+84 59,2698 ( 76.77%)
sequential 9.6418e-84 B.6484e-84 46,9351 4.8764e-82 | @, 06%)
combinational 5.9692e-82 6.11686 1.6803e+04 16.9731 ( 21.98%)

Total 1.1542 uW 08.3332 uwW 7.5720e484 nW 77.2071 uW

1
Figure 62: Channel Interleaver power
The power report shows that the power of the synthesized Channel Interleaver

block is 77.21 uW which is smaller than the reported power value of 7 mW in [11].

5.1.5 Scrambler

To verify the functionality of the Scrambler block, a testbench is used to give
an initial insight about the correctness of the operation which results in the following
waveform, where the output matches the output of the reference model implemented
by MATLAB. It shows the output after the first 1600 cycles of the LFSR of the
scrambler and the input shifting and XORing clock cycles.

1 Wiave - Defauit + ) x|

-
Figure 63: Scrambler waveform
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5.1.5.1 MATLAB and Verilog Comparison

To increase the coverage of the applied test cases, 30 input test vectors are

generated by MATLAB with a length if 2564 as a typical allowed input length to the

Scrambler. The 30 test vectors are then applied to the input of the Scrambler block

designed with RTL to verify its functionality. The resulting output is compared with

the reference model after the initial 1600 clock cycles at the beginning of the scrambler

operation. The following figure shows that the proposed design matches the reference

model successfully.

O T O O O T T O T T T

5.1.5.2 Synthesis and pnr results

Time:
Time:
Time:
Time:
Time:
Time:
Time:
Time:
Time:
Time:
Time:
Time:
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Time:
Time:
Time:
Time:
Time:
Time:
Time:
Time:
Time:
Time:
Time:
Time:
Time:
Time:
Time:
Time:
Time:
Time:
Time:

Figure 64: RTL results matched with MATLAB for Scrambler

5.1.5.21 Time

data required time
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776180
776190
776200
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776220
776230
776240
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Figure 65: Scrambler setup time result
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5.1.5.2.2 Area

Combinational area: 63.84008088

BufsInv area: 5.852008

Noncombinational area: 71.819998

Net Interconnect area: undefined (Wire load has zero net area)
Total cell area: 135.659998

Total area: undefined

1

Figure 66: Scrambler area

The area report shows that the area of the synthesized Scrambler block is 135.66
pum? which is smaller than the reported area value of 2802 um? in [11] and the reported
area value of 327.712 um? in [12]

5.1.5.2.3 Power

Internal Switching Leakage Total

Power Group Power Power Power Power { % I Attrs
1o_pad @, 0060 6.0000 0.p00e G.o080 | 0.88%)

memory @, 0000 6.ae00 a.6aa0 G.o880 | 8.88%)

black box @.oe68 B.8808 6. 8880 o.e888 | B.88%])
clock_network 7.4546e-83 1.3455e-02 11.8261 3.2735e-82 | 4.23%)
register 5.35T0e-02 1.6963e-03 246.4951 0.3018 ( 38.96%]
sequential @, 0060 B.e000 a.6ea6 G.0888 | B.88%]
combinational 2.978%e-83 3.3976e-03 433.7412 0.4481 ( 56.82%)

Tatal b_48042-02 uwW 1.85482-02 uw 692 _B625 nW B.7746 uw

Figure 67: Scrambler power

The power report shows that the power of the synthesized Scrambler block is
0.7746 uW which is smaller than the reported power value of 254 ulW in [11] and the
reported power value of 1.2976 uW in [12]

5.1.6 Modulator

The modulator is verified by introducing data_in input stream and comparing
the outputs | and Q with MATLAB outputs. The test was performed for BPSK
modulation, @,,, = 1, and QPSK modulation, Q,, = 2.

5.1.6.1 MATLAB and Verilog Comparison

The following figures show that the output of the modulator matches the output
of MATLAB successfully in the case of BPSK and QPSK modulation types. Note the

binary representation of the modulation values,
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Table 29: Binary representation of complex values used in Modulator

Decimal value  Binary value

— 0000_10110101

1
— —2 1111 01001011

5.1.6.1.1 BPSK

|| 1x16 complex fi
1 2 3 4 5] 6 7 8
1 0.7070 + 0.7070i 0.7070 + 0.7070i -0.7070 - 0.7070i 0.7070 + 0.7070i 0.7070 + 0.7070i -0.7070 - 0.7070i -0.7070 - 0.7070i -0.7070 - 0.7070i
2 - — — — — -— - L
9 10 11 12 13 14 15 16
1 07070 + 0.7070i 0.7070 + 0.7070i -0.7070 - 0.7070i 0.7070 + 0.7070i 0.7070 + 0.7070i -0.7070 - 0.7070i -0.7070 - 0.7070i -0.7070 - 0.7070i

2

Figure 68: Modulator output for BPSK using MATLAB

1w Wave - Defauit + & x|

o 21T ] —5
Figure 69: Modulator output for BPSK waveform

51.6.1.2 QPSK

|L&, 1x8 complex fi
1 2 3 4 5 6 7 8
1 07070 + 0.7070i -0.7070 + 0.7070i 0.7070 - 0.7070i -0.7070 - 0.7070i 0.7070 + 0.7070i -0.7070 + 0.7070i 0.7070 - 0.7070i -0.7070 - 0.7070i
2

Figure 70: Modulator output for QPSK using MATLAB
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Figure 71: Modulator output for QPSK waveform

5.1.6.21 Time

5.1.6.2 Synthesis and pnr results

data regquired time
Lime

data arrival

1319.61
-B.65

slack (MET)

5.1.6.2.2 Area

Combinational
Buf/Inv area:

Noncombinational area:
Net Interconnect area:

Total cell area:
Total area:
1

area:

1318.96

Figure 72: Modulator setup time result

114 . 6450801
12.7630608

131.a7008082
undefined

(Wire Load has zero net area)

246.3160083
undefined

Figure 73: Modulator area

The area report shows that the area of the synthesized Modulator block is

Switching
Power

246.316 um? which is smaller than the reported area value of 1458 um? in [11] and the
reported area value of 631.484 um? in [12].
5.1.6.2.3 Power

Internal
Fower Group Power
ie pad @, 0008
memary @.0008
black box @, R0

clock_network 1.8193e-02
B

register B501e-82
sequential o. 0008
combinational 6.5762e-03

Total
1

B

T2T70e-02 uW

1.7873e-02 uW

Figure 74:

Leakage Total

Fower Power { % l  Attrs

6.8860 o.ge8a | B.88%]

B.0008 g.o800 | B.080%)

B.a88a o.@aeea | B.88%)
24,3134 4.1432e-82 | 3.21%)
428.9121 6.4835 | 37.46%]

0.e008 o.o8e8 | B.80%)
750.3643 8.7658 | 59.33%)

1.195Ge+83 nW 1.2987 uW

Modulator power
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The power report shows that the power of the synthesized Modulator block is
1.2907 uW which is smaller than the reported power value of 254 ulW in [11] and the
reported power value of 2.6761 uW in [12].

5.1.6.2.4 Final chip

Figure 74: Modulator final chip after pnr

5.1.7 FFT

To verify the functionality of the FFT block, a testbench is used with test cases

that consist of the typical outputs from the modulator including the following values.

Table 30: Binary representation of complex values used in FFT

1 1 .
i 0000_10110101+i 0000_10110101
1 i 1 1111 01001011+ i 0000 10110101
V2 2
1 1 0000_10110101+i 1111 01001011
V2 2
11 1111 01001011+i 1111 01001011
V2 2
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The results show a good matching between the RTL results and MATLAB
results but exhibit an increased error in the small resulting values that are close to zero.
This behavior is to be enhanced in the future work by increasing the number of bits

utilized for the fraction part as discussed in section 6.1.

5.1.7.1 MATLAB and Verilog Comparison

0 1x12 complex double
1 2 3 4 5 6 7 8 9 10 1 12
T -1.4141 + 147471 14141 - 147470 14141 - 1414..-1.4141 + 147411 -1.4141 + 1414171 14141 - 147470 -7.0703 + 707031 -1.4141 + 141410 -1.4141 + 1474 14147 - 141410 14141 - 1.4147i -1.4141 + 14141

Figure 75: FFT output using MATLAB

o4 [DFT_tb/x11r 000010110101
B4 /OFT_tb/x11i 111101001011

5 111010010110
=) 4 DFT_th/y0_i 000101101010

1+ W DFT_tbfy1r 000101100100 ( 0
= @ DT BiL 111010010001 (G SA R S S

+) W DFT_tbfy2 r 000101101001 i g

= DFT_thfy2 111010011110

111010010110

000101101010

111010010001

[DFT_th/y4.i 000101101011

[DFT_th/y5_r 000101101011

[DFT_th/y5_i 111010010111 0

[DFT_th/y6_r 100011101110 (D000 0| [ 1100011101110
JOFT_th/y6_i 011100010010 00000000 011 0
[OFT_thfy7_r 111010011110

JOFT _tbjy7 i 000101110001

[DFT_th/y8 r 111010011001

[DFT_th/y8_i 000101100100

[DFT_th/y9_r 000101101010

[DFT_th/y9_i 111010010110

JDFT_th/y10_r 000101110001

JDFT_th/y10_i 111010010111

JDFT_thjy11_r 111010010111

JOFT_th/y11_j 000101101011

Cursor 1

L i 1| s
Figure 76: FFT output waveform

|+ |1+
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(e e L e e e o e e e e
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5.1.7.2 Synthesis and pnr results

51721 Time

data required time 1319.62
data arrival time -2.33
slack (MET) 1317.29

Figure 77: FFT setup time result
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5.1.7.2.2 Area

Combinational area:
Buf/Inv area:

Noncombinational area:
Net Interconnect area:

Total cell area:
Total area:
1

5829.1240839
300.580002
4939.619826
undefined

16768.743864
undefined

(Wire load has zero net area)

Figure 78: FFT area

The area report shows that the area of the synthesized FFT block is 10,768.74

um? which is smaller than the reported area value of 57,275 um? in [11] and the

reported area value of 23,640 um?in [12]

5.1.7.2.3 Power

Total Dynamic Power = 3.2934 uW (1l08%)

Cell Leakage Power = 45.9526 uW

Leakage power with reduced spread = @

Switching
Power

Leakage
Power

Internal
Power Group Power
io_pad 0.00080
memory 0.0000
black box 0.o808
clock_network 0.1971
register 2.4236
sequential 0.0000

combinational 4.7465e-02

1.1183e-82
0.08080
6.3715e-02

371.2800
1.765%e+04
0.0000
2.7922e+04

Total 2.6682 uwW

0.6253 uw

4.5953e+04 nwW

Figure 79: FFT power

.2461 uw

The power report shows that the power of the synthesized FFT block is 49.25

uW which is smaller than the reported power value of 1.639 mWW in [11] and the

reported power value of 87.847 uW in [12]

5.1.8 Resource Element Mapper

5.1.8.1 MATLAB and Verilog Comparison

The following figures show that the output of the Resource Element Mapper

matches the output of MATLAB successfully. According to the tet case used where the

values of I, is 15 hence the position of the allocated subcarriers will be the

10", 11" nd 12" row. It is also noted that the third column is don’t contain data as
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the value of the DMRS is set to 3. However, more test cases must be tested to make

sure that the block functions correctly for all testing possibilities.

(=2R=2N=-2N-AN-AN-2K-2k-]

o oc o oo oo o o
o oo oo o oo

0 0

1.1001e+11 1.0001e+11 1.0000e+11

o000 00000 0 C

1.0001e+11 1.0001e+11 1.0000e+11

RoBwm N o nswN
o ooclooo oo ooloo

1.0001e+11 1.0001e+11

(=]

0

[=IN=2N=0N=2N=2N=2N=2N=RN=2N=0N=01=]

00000000000

Figure 80: REM output using MATLAB

2 Memery Dota - REM_tb rem/RF regfle +] 1 ]| R Memory Dota - REM_to rem R regfle(10) ——— 4 x|

| B @ f e B-sBed  he

CR - X AR

B Goto: | I ' B Goto: | Bl Goto: I

femnbrind et tia BRIt e PR

Fig‘u're 81: REM memory output

5.1.8.2 Synthesis and pnr results
Initial estimation of synthesis results

5.1.8.2.1 Time

data required time 1319.62
data arrival time -1.14
slack (MET) 1318.48

Figure 82: REM setup time result

00000058 =} | oooooosa =i oooocosa =]
00000057 00000057 00000057

00000054 00000054 00000054

00000051 00000051 00000051

0000004e 0000004e 1| ooco0ose

0000004b 0000004b 0000004l

00000048 00000048 00000048

00000045 00000045 00000045

00000042 00000042 00000042

00000032 00000032 00000032

0000003¢ 0000003¢ 0000003¢

00000038 00000039 00000039

00000036 00000036 00000036

00000033 00000033 00000033

00000030 00000030 00000030

0000002d 0000002d 00000024

00000028 00000028 0000002a

00000027 00000027 00000027

00000024 00000024 00000024

00000021 00000021 00000021

0000001 0000001 0000001e

0000001b 0000001 0000001b

00000018 00000018 00000018

00000015 00000018 00000015

00000012 00000012 00000012

0000000¢ 0000000¢ 0000000¢

0000000¢ 0000000c 0000000¢

00000009 00000009 00000009

0000000& 0000000€ 00000006

00000003 100010101111 00000003 100010101111 00000003

00000000 |110010101010 00000000 |100010101011 00000000 {100010101000
[« K i e K e | 2l 2=
Address: hexadecmal Data: symbolc Address: hexadecmal Data: symbokc Address: hexadedmal Data: symbolk 4
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5.1.8.2.2 Area

Combinational area: BO5 9800084

Buf/Inv area: 48 . 166808

Noncombinational area: 948 ,575972

Met Intercomnect area: undefined (Wire load has zero net area)
Total cell area: 1746 . 555976

Total area: undefined

1

Figure 83: REM area

5.1.8.2.3 Power

Internal Switching Leakage Total

Power Group Power Power Power Power { % 1 Attrs
io pﬁl‘l @.e080 B.0000 B.8886 g.eaea | B.80%)

memary a.0060 8. 0000 o.8000 a.0088 | 8.068%)
black_box @.0000 8. 0000 g.eaae o.8888 | B.88%]

clock network 3.6136e-82 B.1671 72,8557 8.2753 | 3.22%)
register a.46087 1.7f48e-02 3.1513e+03 3.6296 | 42.51%)
sequential 2.B294e-83 1.1573=-83 1468. 1866 B.1441 | 1.69%)
combinational 3.8853e-02 6.3789e-02 4.3962e+83 4.4981 { 52.58%)

Total @.5297 uW B8.2497 uW T.7507e+83 nW 8.5391 uW




5.1.9 IFFT

To verify the functionality of the IFFT block, a testbench is used with test cases
that use the outputs from the FFT block designed before. The results show a moderate
matching between the RTL and the MATLAB reference model with some error. This
error can be referred to the accumulation of a division by 2 in one step at the last stage
instead of performing it gradually along the stages, which results in a loss of
information after truncating the shifted bits. This is to be modified in the future work

by distributing the division, by shifting, operation throughout the stages.
5.1.9.1 MATLAB and Verilog Comparison

The following figures present the first 12 outputs out of the 128 output of the
128-point IFFT.

I 1x128 complex double
1 2 3 4 5 6 7 8 9 10 1 12
1 -2.1074 + 1.4385i 2.0330 - 14393 -1.9510 + 1.4365i 1.8650 - 1.4315i -1.7794 + 142791 1.6991 - 1.4301i -1.6287 + 1.4436i 1.5719 - 14737 -1.5316 + 1.5255i 1.5088 - 1.6026i -1.5030 + 1.7063i 1.5121 - 1.8358i

Figure 85: IFFT output using MATLAB

!l Wave - Default S + & x|

Q0000000000000 11011110001001

L IO K 2]l C
Figure 86: IFFT output waveform
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5.1.9.2 Synthesis and pnr results

5.19.21 Time

data required time
data arrival time

1319.61
-3.34

slack (MET)

Figure 87: IFFT setup time result

5.1.9.2.2 Area

Number of ports:

Number of nets:

Number of cells:

Number of combinational cells:
Number of sequential cells:
Number of macros:

Number of buf/inv:

Number of references:

Combinational area:
Buf/Inv area:

7171
520408
45426
36496

8914

4673
71

44179.948651
2673.566016

Noncombinational area: 408373.478538

Net Interconnect area: undefined

Total cell area:

84553.419190

Total area: undefined

1

Figure 87: IFFT area

1316.27

(Wire Lload has zero net area)

The area report shows that the area of the synthesized 128-Point IFFT block is
84,553.42 um? which is smaller than the reported area value of 374,142.3 um? in [12]

5.1.9.2.3 Power

Total Dynamic Power = 28.2799 uw (100%)
Cell Leakage Power = 413.6490 uw

Leakage power with reduced spread = 0

Leakage
Fower

194.5135
1.4487e+085
0.0080
2.685%9e+05

Internal Switching
Power Group Power Fower
io_pad 0.00008 0.0000
memory 0.0000 0.0000
black_box 0.00808 0.0800
clock _network 5.7824e-02 3.6021
register 15.9714 1.9012
Bequential 0.08008 0.0000
combinational 2.8220 3.9252
Total 18.8513 uwW 9.4286 uW
1

Figure 89:

4.1365e+05 nW

IFFT power

L9301 uw

100



The power report shows that the power of the synthesized 128-Point IFFT
block is 441.93 uW which is smaller than the reported power value of 1.41 mW in
[12].

5.1.9.3 Comments

Synthesis power and area results are compared with the previous work in [12]
and not with [11] as the IFFT implemented in [11] is 16-Point IFFT, so the valuea are

not compatible.

5.2 Final synthesis and pnr results
5.2.1 Synthesis summary

Table 31: Synthesis summary for all blocks

Block Area (um?) Power (uW)  Setup Slack (ns)
CRC 379.847993 1.9967 1318.65
Turbo Encoder 13780.395684 57.9320 1316.76ns
Rate Matching 72349.073059 367.1643 1316.14
Channel 20014.637515 77.2071 1317.38
Interleaver
Scrambler 135.659998 0.7746 1318.96
Modulator 246.316003 1.2907 1318.96
FFT 10768.74386 49.2461 1317.29
REM 1746.555976 8.5391 +1318.48
IFFT 84553.41919 441.9301 1316.27

5.2.2 PnR summary

Table 32: pnr summary for some blocks

Block Area (um?) Power (uW) Setup (ns)
Modulator 2516.625974 256.2272 1318.86
REM 10755.975863 1.4463e+03 1318.86
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5.3 Project tasks and Gantt chart

Table 32: Gantt chart and tasks distribution

Functional Specifications from the Standard and Literature Review

General literature review of the NB-10T protocol All team members 100% 1/10/2022 20/10/2022
Channel Inter-leaver, Scrambler, Modulator Yara Nofal 100% 1/11/2022 20/11/2022
CRC, Resource Element Mapper Arwa Ahmed 100% 1/11/2022 20/11/2022
FFT, IFFT Lobna Elahraf 100% 1/11/2022 20/11/2022
Turbo_Encoder, Rate Matching Yasmine Abdelaal 100% 1/11/2022 20/11/2022

High Level Modeling using Matlab

Channel Inter-leaver, Scrambler, Modulator Yara Nofal 100% 25/11/2022 30/12/2022
CRC, Resource Element Mapper Arwa Ahmed 100% 25/11/2022 30/12/2022
FFT, IFFT Lobna Elahraf 100% 25/11/2022 30/12/2022
Turbo_Encoder, Rate Matching Yasmine Abdelaal 100% 25/11/2022 30/12/2022

Final Projects, and Final Exams, Winter Break 08/01/2023 26/02/2023

RTL Design and Behavioral Simulation using ModelSim

CRC, Channel Inter-leaver, Modulator Arwa Ahmed, and Yara Nofal 100% 28 f02/2023 20/05/2023

| FFT, IFFT Arwa Ahmed, and Lobna Elahraf 100% 28 /02/2023 20/05/2023 ‘
Turbo_Encoder Yasmine Abdelaal, and Lobna Elahraf 100% 28 /02/2023 20/05/2023
Rate Matching Yasmine Abdelaal 100% 28 /02/2023 20/05/2023
Scrambler Yara Nofal 100% 28 /02/2023 20/05/2023
Resource Element Mapper Yara Nofal 85% 28 /02/2023 20/05/2023

RTL Blocks Verification and Reference Model Comparison

CRC, Channel Inter-leaver, Scrambler Arwa Ahmed 100% 20/5/2023 12/6/2023

ASIC Flow (synthesis)
CRC, Channel Interleaver, Modulator, Turbo_Encoder, Scrambler Yasmine Abdelaal 100% 20/05/2023

01/06/2023
Rate Matching Yasmine Abdelaal 90% 20 /05/2023 01/06/2023
FFT, IFFT Lobna Elahraf 100% 20 /05/2023 01/06/2023

ASIC Flow (PNR)

Modulator, Turbo_Encoder, Resource Element Mapper Yasmine Abdelaal 100% 20/05/2023 01/06/2023
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6 Conclusion and future work

6.1 Conclusion

The NB-IoT (Narrowband Internet of Things) is an LPWAN (low-power, wide-
area network) technology created for Internet of Things (1oT) applications. A crucial
part of an NB-1oT system is the NB-10T transmitter which is in charge of sending data
from 10T devices to the network. In this project, the Transmitter is tackled from
different perspectives where a detailed MATLAB code that simulates the architecture
was written for every module. After checking that the written MATLAB code verifies
the NB-LTE specifications provided in the referenced standard, an RTL code is written,
and the implementation of each module was tested using randomly generated test
vectors. The results of the RTL were compared to those of MATLAB and they were
matching in all the implemented blocks (considering the pre-calculated errors of the
blocks that perform mathematical operations that require fixed-point representation).
The next stage, according to the ASIC flow, is to take these synthesizable RTL codes
along with the library files and input them into the synthesis tool. The generated netlist
of the synthesizer was provided to the PnR tool (performed for some of the synthesized
blocks). In this project, Synopsis package with a technology size of 45nm was used for
the Synthesis and PnR of the transmitter blocks. The synthesis results were compared
to the previous work results and it is found that our design managed to obtain better
results, especially in area and power for most of the blocks through the optimizations
performed earlier in the RTL implementations. The lower power consumption means
that the chip can work for longer periods of time which consequently increases the
battery life. These improvements can make NB-1OT chips prone to poor network
connections making them more reliable. Moreover, a smaller chip area in addition to
low power consumption means lower chip cost, and if a chip is affordable, it will be
easily accessible through a wide range of IOT applications. These improvements help
brighten the future of NB-IOT applications which in turn facilitates the everyday life
of people and takes the world a further step to the future.

103



6.2 Future work
» Channel Interleaver
This module requires further optimizations in the RTL in order to
improve its speed and consequently its power consumption. This can be
achieved by finding a prediction method for the to-be-used indices instead of

the actual placement of the elements and then retrieving them back.

» Scrambler
It takes 1600 cycles to generate the unique Golden Sequence which
introduces high latency in the design. It is recommended to work on reducing
this number of cycles by finding a prediction method that minimizes the elapsed

time in this module.

» Input Buffer preceding the DFT
The Modulator outputs vary according to the modulation type whether
it is BBSK or QBSK and the DFT takes its 12 inputs simultaneously. That’s
why an input buffer should be inserted between the DFT and the Modulator in
order to synchronize their operation and make the propagation of bits smooth
throughout the whole block. Moreover, this is essential for the integration of the

constituent blocks of the NB-I1OT transmitter chip.

> DFT
The Accuracy of the outputs of this module can be highly improved by
increasing the number of the fraction bits that are accounted for in the widths of
the input signals. This will consequently increase the SNR and the accompanied

error.

> IFFT
In this module, there was a (division by 2) operation in each stage but in
our design, we grouped all these divisions to be performed at the end of the last
stage (shift >>>7) which unfortunately made some losses in the output signals
due to the truncation resulted due to the limitation on the signal width (fixed-
point restriction). This shall be resolved if the shifting is distributed among the

stages by adding (shift <<<1) to the outputs of each radix-2.
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» Cyclic Prefix
This module acts as a guard band that is made between the LTE symbols
and it is essential to reduce the intra-symbol interference and keep the OFDM
signals from any interferences. Thus, we highly recommend implementing an
optimized design for it to be added to our design just after the IFFT.
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