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Abstract

LTE cellular technology is now globally widespread. One of the most interesting applications
that this technology offers concerns the "Internet of Things", better known as 1oT which gave
birth to several new technologies such as the Narrow-Band IoT (NB-1oT) which is a new cellular
technology introduced by the 3GPP Release-13. This technology provides a communication
standard for wide areas and its main feature is low power consumption.

In this thesis, the digital design and the FPGA implementation of the Narrowband Physical
Downlink Shared Channel (NPDSCH) for a low-power OFDM transmitter for NB-10T
applications is proposed. The thesis shall go through all project’s steps starting from theoretical
concepts & extracting the specifications from the 3GPP Release-14 standard, going through the
detailed design of each block separately using MATLAB modeling then RTL implementation
and use the MATLAB functions to verify the RTL design, ending up with system integration &
ASIC synthesis. The whole developed system has been implemented on a Vertex-7 FPGA.
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Chapter One

1. Introduction

1.1. Motivation :

Narrowband Internet of things “NB-IoT” is a low-power wide-area network “LPWAN” radio
technology standard developed by 3GPP for cellular devices and services. LTE was designed for high
speed communication and is not optimized for applications that need to support a potentially large
number of low-rate and low power devices.

These low cost devices, typically used in applications such as sensors, remote maintenance and tracking,
health-care, utilities etc, are expected to have very low complexity and low power consumption with a
very long battery life. With the advent of 10T devices, the total number of connected devices is expected
to reach 28 billion by 2023. Hence, it is desirable to develop LTE based wireless systems suitable for low
data-rate and low power 10T applications. In NB-10T applications, typically small data volume amounts
need to be infrequently transmitted.

Realizing the importance of 10T for low-power and low cost applications with extended coverage and
very long battery life, 3GPP introduced NB-IoT, as a part of their LTE-Release-14, where NB-IoT is a
new mobile network, which is based on the LTE standard and is used exclusively for 10T applications.
Compared to mobile networks (2G, 3G and 4G), NB-1oT offers energy-saving capabilities that increase
the battery life of simple loT applications up to 10 years.

NB-IOT technology in particular supports a range of data rates. It depends on the channel quality, or the
signal-to-noise ratio and the quantity of resources in certain areas (bandwidth). Also, each device has a
specific power budget, which leads to combine the power of several devices. There are many applications
on 10T like smart homes, wearables, traffic management, water distribution, smart grid, connected cars,
connected health, ... etc.
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Figure 1: NB-loT Applications



1.2. OFDM overview :
There are several complexities associated with wireless channels :

e Multi-path Fading : Unlike a wired channel which uses a fixed path, the signals in a wireless
channel can reach a user using multiple paths. All these signals known as multipath
components may have different channel gain and time delay. This combined effect causes

what we know as multipath fading.
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Figure 2: Multi-path fading

e Delay Spread : as a consequence of multipath propagation, the duration of a symbol gets
extended. This may interfere with the next symbol. This is called Inter-symbol interference
(IS1) or cross-talk. Guard periods are introduced to avoid cross-talk.
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Figure 3: ISl caused by delay spread and guard periods inserting

e Frequency Selective Fading : Signals having bandwidth higher than the coherence bandwidth
of the channel faces variable attenuation at different frequencies, this ultimately distorts the
signal and giving rise to frequency selective fading. Complex channel equalization techniques

are employed to reduce it.
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Figure 4: Frequency Selective Fading



o Inter-channel Interference : Often signal bandwidth of adjacent carrier frequencies overlap
with each other giving rise to inter-channel interference. Guard bands were introduced to
avoid inter-channel interference.
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Figure 5: Inter-channel Interference - o

All these limitations compounded with the scarcity of bandwidth gave rise to multiple access technique
OFDMA. Before diving into OFDMA, let us understand multi-carrier wireless transmission system.

Suppose a signal to be transmitted over a bandwidth B, and carrier frequency F.. Then symbol time for
this would be Ty = 1/3 , for a single carrier wide-band channel of 1 MHz for example, the symbol time
will be 1 microsecond. Given that the delay spread of the channel is 2 microseconds, then the combined

symbol time would be 3 microseconds, which means delay spread occupies 66 % of the combined symbol
time, thus reducing the efficiency of the channel by 1/3.

SYMBOL TIME - TS
1/1MHZ = 1 Sec
! 5 USEC
<= 2F —
Sec
1 usec << 24 ﬂ

| |
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FREQUENCY DOMAIN REPRESENTATION TIME DOMAIN REPRESENTATION

Figure 6: Symbol duration in time domain

As delay spread is difficult to control, the effect of delay spread can be minimized by using multiple sub-
carriers of lesser bandwidth, so instead of having a single carrier of 1 MHz, we divide it into 100 sub-
carriers of 10 KHz, each having a symbol duration of 100 microseconds. So a delay spread of 2
microseconds will have a negligible effect over the channel efficiency.
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Figure 7: Dividing the carrier into sub-carriers of lesser frequencies



This concept is used in FDMA which uses slowly modulating sub-carriers of higher symbol duration. As
these sub-carriers are modulated with data, they gain bandwidth centered around the sub-carriers
frequencies. Guard bands are used to separate them in frequency domain.
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Figure 8: FDMA

We can represent this transmitted signal in the equation form as follows :

N
Transmitted signal = X, e/t

n=0

Where the summation of individual symbol multiplied with different carrier frequencies and transmitted
at radio frequencies. OFDMA or Orthogonal Frequency Division Multiple Access is a special case of
FDMA, where users are provided a set of sub-carriers overlapping in frequency domain.

However, these sub-carriers are specially designed to be orthogonal to each other and are placed in a
manner that all other sub-carriers have a zero component at the peak of one sub-carrier which allows them
to occupy the same bandwidth without any interference. This in turn negates the use of guard bands. As a
result, the sub-carriers can be closely packed to increase channel efficiency.
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Figure 9: Orthogonal Frequency Multiple Access vs FDMA




For the LTE uplink, a different concept is used for the access technique. Although still using a form of
OFDMA technology, the implementation is called Single Carrier Frequency Division Multiple Access
(SC-FDMA). One of the key parameters that affects all mobiles is that of battery life. Even though
battery performance is improving all the time, it is still necessary to ensure that the mobiles use as little
battery power as possible. With the RF power amplifier that transmits the radio frequency signal via
the antenna to the base station being the highest power item within the mobile, it is necessary that it
operates in as efficient mode as possible. This can be significantly affected by the form of radio
frequency modulation and signal format.

Signals that have a high peak to average ratio and require linear amplification do not lend themselves
to the use of efficient RF power amplifiers. As a result it is necessary to employ a mode of transmission
that has as near a constant power level when operating. Unfortunately OFDM has a high peak to average
ratio (PAPR) which is proportional to the square of the number of carriers involved.

In OFDMA, we have one-to-one mapping between symbol and sub-carrier, but SC-FDMA allows a
symbol to be transmitted in parts over multiple sub-carriers. For example, in OFDMA, one symbol
occupies one subcarrier of 15 kHz, but in SC-FDMA, the same symbol is distributed among multiple
sub-carriers of 15 kHz. In short, SC-FDMA behaves like a single carrier system with short symbol
duration compared to OFDMA. SC-FDMA reduces PAPR by reducing the number of carriers.
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Figure 10: OFDMA for downlink vs SC-FDMA for uplink



1.3. Modes of operation :
NB-IoT is designed to support three different deployment scenarios :

= Stand alone : NB-IoT carrier is deployed independently of any LTE carrier and it can
work as a replacement to GSM carriers.

= Guard band : Occupying a 180 kHz wide physical resource block in the guard band of
existing LTE carrier band and it does not take any capacity from the main LTE traffic
carrier.

= In-band : Occupying one physical resource block (PRB) within the LTE carrier
bandwidth. This mode is the most efficient one as it allows the base station schedule to
multiplex LTE and NB-IoT traffic in the same spectrum.

: GSM STAND ALONE
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Figure 11: NB-loT deployment scenarios

1.4. Frame Structure
According to 3GPP there are three radio frame structures designed for LTE:

e The radio frame structure type 1:
Is only applicable to FDD (for both full duplex and half duplex operation) and has a duration of 10ms
and consists of 20 slots with a slot duration of 0.5ms. Two adjacent slots form one sub-frame of
length 1ms, except when the sub-carrier bandwidth is 1.25 kHz, in which case one slot forms one sub-
frame.

e The radio frame structure type 2:
Is only applicable to TDD and consists of two half-frames with a duration of 5ms each and containing
each either 10 slots of length 0.5ms, or 8 slots of length 0.5ms and three special fields (DWPTS, GP
and UpPTS) which have configurable individual lengths and a total length of 1ms.

e The radio frame structure type 3:
Is only applicable to LAA secondary cell operation. It has a duration of 10ms and consists of 20 slots
with a slot duration of 0.5ms. Two adjacent slots form one sub-frame of length 1ms. Any sub-frame
may be available for downlink or uplink transmission.



Frequency Division Duplexing (FDD) is a method for establishing a full-duplex communications link

that uses two different radio carrier frequencies for transmitting (uplink) and receiving (downlink). Both
channels are separated by a defined offset frequency, which is also known as “guard band” which stops

the interference between uplink channel and downlink channel

Time Division Duplexing (TDD) is a technique by which the uplink & downlink transmissions are
carried over the same frequency by using synchronized time intervals,

> Factors to decide whether to use FDD or TDD :

Latency : FDD offers lower latency than TDD, since transmit and receive functions
operate simultaneously and continuously, whereas in TDD, switching from transmit to
receive incurs a delay that causes traditional TDD systems to have greater inherent
latency.

Equipment cost : No diplexer is needed to isolate the transmitter and receiver in TDD,
whereas in FDD, a diplexer is needed.

Distance preferability : As the distance increases, the guard period also increases in
TDD because the point-to-point signal propagation time increases. The increased guard
period significantly affects the efficiency, whereas FDD doesn’t have a problem with
small or large distances.

Unbalanced Traffic : In real-life network, the volume consumed in downlink is much
higher than in uplink. In TDD, it is possible to dynamically adjust the capacity by
utilizing more timeslots for downlink than uplink, whereas in FDD, the capacity is
normally balanced in both directions.

MAC layer complexity : MAC layer in TDD system is complex compared to FDD
system, as it has to deal with accurate time synchronization between the systems.

As far as NB-10T-LTE is concerned, it is defined to support both the paired & unpaired spectrum
for FDD (Radio frame structure Type 1 which is applicable to FDD only).
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Figure 12: FDD vs TDD



For Narrow Band Downlink Physical Shared Channel, frame type 1 is used.

Ome radio frame, Ty= 3072007, = 10 ms

"One slot, Tuy,= 153607, = 0.5 ms

w0 =1 =2 73

COmne subframe

Figure 13: Radio frame structure type 1

According to the 3GPP
Ttrame = 307200 Ty = 10 ms

Tsiot = 15360 Ty = 0.5 ms
Tsub—frame = 30720 Ty = 1 ms

1.5.  Physical Resource Block Structure for NB-1oT

e Resource block is also known as slot and its transmission time is
about 0.5ms.

o Twelve consecutive subcarriers in the frequency domain and seven
symbols in the time domain form each Resource Block.

e Two slots are combining together forming subframe and ten
subframes are combining together forming a whole frame and it
takes 10ms to transmit the whole frame where each subframe needs
1ms to be transmitted.

e The length of slot differs depends on the CP, in normal CP the slot
contains 7 OFDM symbols and the time taken by the first symbol
is greater than the rest, while in ended CP the slot contains 6
OFDM symbols and the slot’s time is divided equally between the
symbols.

» For NB-loT, Normal Cyclic Prefix is used and the number of
Resource Blocks used is 1 Resource Block for the NB-1oT with 12
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Figure 14: Resource grid with 15 kHz spacing

frequencies sub-carriers and 14 symbols for each sub-frame with total BW=180 KHz.



1.6. Problem Description

» Realizing the importance of 10T for low-power and low cost applications with extended coverage and
very long battery life, 3GPP introduced narrowband 10T (NB-10T), as a part of their LTE-Release-14.
Although NB-IoT is based on LTE, but it’s a new radio-access technology as it is not fully backward
compatible with the existing LTE devices. However, it can be easily integrated in the existing LTE
network by allocating some of the time and frequency resources to NB-1oT. NB-IoT occupies 180
kHz of spectrum, which is substantially smaller than LTE bandwidths of 1.4-20 MHz

» The target of this project is to implement low power “Downlink Transmitter” for the Narrow Band
Long Term Evolution (NB-LTE). The main goal is to design the Physical Layer chain of the LTE
Rel.14 that targets the NB-LTE.

» The project has gone through the following phases:
e Standard and literature reading

o Block level Modeling using MATLAB

e RTL Design

e System Integration

e ASIC Synthesis using Synopsys Design Compiler
e Prototyping with FPGA

e Documentation

1.7.  Thesis Organization

Chapter One : We proposed an introduction and brief overview about NB-LTE and loT applications,
then we showed up the complexities associated with wireless transmission, after that we summarized the
NB-LTE frame structure & resource grid.

Chapter Two : We’ll show the NPDSCH LTE Transmitter chain main architecture and a brief definition
for each block.

Chapter Three : We’ll introduce the standard specifications and assumptions according to the 3GPP
Release-14.

Chapter Four : We’ll show the detailed design for each block starting from block diagram then design
steps ending up with the operation clarification followed by simulation results for both MATLAB and
RTL and ASIC synthesis results on DC compiler of timing, area, and power reports

Chapter Five : The system integration is discussed in this chapter with its simulation & synthesis results.

Chapter Six : FPGA prototyping on Vertex-7 and the conclusion are discussed.
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Chapter Two

2. Physical Downlink Transmitter Chain and sub-blocks’ function

2.1. Transmitter Chain

The Narrow Band lIoT LTE Transmitter chain is composed of the shown blocks, in addition it has register
file which supplies the chain with the upper layer parameters, also a controller which feeds and control
the whole chain and that will be discussed in chapter five.

Register File (Upper Layer Parameters)

TBS=24(12) RNTI(1§) CelLID (9) 15 () nf (10)

Data_Out (32)

P/S
|
E“‘-I‘”"“"fJ outl RM_Out Ser Out Mod 1(16) REM 101§ 1(16)
. Out? Resour IFFT
3 > . esource
(RC Outd) Rate ‘ Modulation -2 9 Q(16)
——— (RC Encoder Scrambler Element + I
Out3 | Matcher Mapper Mipper P
CRC_Valid Enc Valid RM Valid Ser Valid Mod Valid REM. Q (16 IFFT valid
> L4 » —
start cre_en encoder_en Tm_en scr_en mrsen  mapperen rmcirlen  rm_outen  rem stop
System FSM

cre_valid  encoder_valid mm_ready  rm_valid rm_data_end  hit_npss ifft_enable load ifft_stop

Figure 15: Transmitter Chain Block Diagram
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2.2. Sub-blocks’ function

2.2.1. Cyclic Redundancy Check (CRC)

We use Cyclic redundancy check as it is easy in binary domain, easy to analyze its mathematics and the
hardware block that generate it consumes low power as it is consists of LFSR with constant length so it is
useful to detect the famous errors. Error detection at the receiving end is achieved by generation the parity
bits from the received information by dividing the data row by the same polynomial equation, if the
reminder is zero so there is no error otherwise there is a presence of transmission errors in the received
frame.

2.2.2. Encoder

In Communication systems, the most important thing is the BER and the efficiency of reliability of the
sending data, as we send digital bits between source and destination through the channel which suffers
from noise and interference, so we need to use channel coding techniques to overcome this problem and
ensure that the data will arrive well, the encoding technique is to add redundancy bits to the data so there
is a decrease in data rate, thus the price paid is to increase the bandwidth to send with the same data rate.

Convolutional Encoding is one of the most powerful techniques for Forward Error correction (FEC), there
are many algorithms for decoding but the most powerful one is Viterbi algorithm in Viterbi Decoding.

As encoder starts and terminates in the same state, the conventionally terminated convolutional codes in
which the LFSR is initialized with zero so the initial state is all zeros so zero tail bits are appended to the
data to drive the encoder back to the all-zero state, In LTE systems, for example, the convolutional
encoder has a constraint length of 7 which means that 6 tail bits are needed, so we append six zeros to the
data which results in 18 bits of overhead for a code rate of 1/3 as shown in figure 16.
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Figure 16: The difference between tail-biting convolutional encoder and convolutional encoder
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In tail-biting encoding, the encoder is initialized by the last bits of the input stream, this is different in
conventional convolutional coding. The tail bits introduce overhead in the system and causes the
terminated convolutional code to introduce some rate loss which results in 18 bits of overhead for a code
rate of 1/3. This represents a large overhead especially if the data blocks to be encoded are short (which is
the case here since the convolutional encoder is used to encode narrow band IoT). Also, tail-biting
provides an equal error protection for all bits compared to the conventional approach where the first few
input bits to the encoder are more protected since only a subset of transitions are allowed for the first few
bits, so we use Tail biting convolution encoder.

Advantages:

= This type of coding saving carrier wave resources especially in OFDM system.

= Overcomes the problem of the added cost of transmitting extra termination bits experienced by
trellis terminations.

» Itavoids the rate loss.

Disadvantages:

= Decoding latency is increased due to the fact that initial and final states are required to correctly
start tracing back.
= Receiver complexity is increased.

2.2.3. Rate Matcher

Rate matcher is one of the important blocks in our NPDSCH transmitter chain, it exists at the middle of
the chain to match the number of bits in transport block to the number of bits that can be transmitted to a
given allocation in the resource block.

It also controls the rate of the chain, since the tail bit encoder rate is 1/3 and by using this block, we can
increase the rate or decrease it according to DCI and channel quality information.

This block is also used for interleaving which is very important in communication system based on
encoding techniques to decrease the bit error rate.

2.2.4. Scrambler

Scrambler is an important block in communication systems which used to randomize the input stream of
data and generate an output stream of data with the same length of the input. It is used to eliminate long
run of zeros or ones to avoid both idle and reset cases and helps in clock recovery and having no DC
component. Also, changing in the scrambling codes helps in security.
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2.2.5. Modulation Mapper

Modulation is a process in which the incoming data stream is modulated onto a carrier, the modulation
process involves switching the amplitude, frequency, or phase of sinusoidal carrier in some fashion in
accordance with the incoming data, there are three basic modulation schemes known as ASK, FSK and

PSK. In NPDSCH, we use QPSK modulation scheme.

2.2.6. Resource Element Mapper

The resource element mapper maps :

= Incoming QPSK symbols from modulator (data)

= Narrowband Reference Signals (NRS)

= Narrowband Primary Synchronization Signals

(NPSS)

e Resource element mapper's main function is to take the
output (Complex-Valued) symbols of the modulation Frequency
mapper & NRS & NPSS and assign them to the proper
subcarriers allocated for the NB-loT bandwidth.

¢ NRS stands for Narrow-band Reference Signals that acts

{{7 One Radio Frame = 10 ms —————

1 ms

|
h—Suhﬁ’amc —l

Slot 0

Slot 1

S[Ot 2 | sesbn ssas sesnns

‘4— 180 kHz —)‘

as pilots, which help in channel estimation process to get

an estimate for the channel and equalize the effect of this

channel. These pilots found inside each Sub-frame except
two Sub-frames NPSS and NSSS Sub-frame.

¢ NRS is transmitted with data symbols at the transmitter

12 Subcarriers

and is used for estimating the channel performance in the
downlink NB-10T system at the receiver. NRS symbols
are inserted into the specifically assigned subcarriers at
every NB-1oT downlink slot. On each content of the
resource grid which consists of NRS, an inverse discrete
Fourier transform (IDFT) process is executed for

N

Resource
Block

»
>

converting it into a time-domain reference sequence with
the addition of CP.

e The NPSS helps UE to synchronize downlink to an NB-IoT cell.

Time

Af = 15KIIz

Figure 17: Physical Resource Block

These are transmitted in certain slots based on an 80-ms repetition interval. NPSS is designed to

allow devices to use a unified synchronization algorithm during initial acquisition without knowing

the NB-10T deployment mode (In-band, Guard-band or stand-alone). This is achieved by avoiding

collision with REs used by LTE as much as possible.

e According to 3GPP, there are specific equations to get out the values of these pilots and other
equations to get the Location of these NRS signals and synchronization signals.
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2.2.7. IFFT

OFDM (Orthogonal Frequency Division Multiplexing) is a multicarrier modulation technique that uses 'n'
number of orthogonal sub-carriers to become easier to separate out the information contained in each of
these sub-carriers if they're orthogonal, at the receiver.

They're called sub-carriers because of the fact that a given bandwidth (B) is split into 'n" number of
frequencies and each of these frequencies act as individual carriers.

Multiplexing is made possible by this technique. In fact, this technique converts a frequency selective
fading channel into 'n' individual number of narrow band flat fading channels (Frequency Flat Fading
channel is one whose signal bandwidth is less than the coherence bandwidth (bandwidth over which the
channel’s frequency response essentially remains constant) as in figure 18. No distortion occurs in flat
fading channel. However, frequency selective fading channel is one whose signal bandwidth is much
greater than the coherence bandwidth and hence different frequency components get attenuated/distorted
by different amounts, hence aptly called frequency selective fading).

1.4

12}
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Figure 18: Multi-carrier System

Since 'n' number of sub-carriers are involved, it would necessitate the requirement of 'n' number of
modulators (oscillators) as in figure 19. This would in-turn, increase the cost of design and the device
size. Hence, alternatives were looked upon.

It was found that if complex exponential signals were used as carriers, the function of 'n' modulators
could be replaced completely by a single IFFT operation at the transmitter(By mathematical
manipulation).lt's easier to design a single IFFT DSP chip than to design 'n' number of modulators.
Hence, IFFT is used in OFDM transmitters.
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Figure 19: Simple Analog OFDM System Implementation

The concepts used in the simple analog OFDM implementation can be extended to the digital domain
by using a combination of Fast Fourier Transform (FFT) and Inverse Fast Fourier Transform (IFFT)
digital signal processing. These transforms are important from the OFDM perspective because they
can be viewed as mapping digitally modulated input data (data symbols) onto orthogonal subcarriers,
as shown in figure 21.

In OFDM system, the input bits are grouped and mapped to source data symbols that are a complex
number representing the modulation constellation point (e.g. QPSK). These complex source symbols
are treated by the transmitter as though they are in the frequency-domain and are the inputs to an IFFT
block that transforms the data into the time-domain. The IFFT takes in N source symbols at a time
where N is the number of subcarriers in the system. Each of these N input symbols has a symbol
period of T seconds. Recall that the output of the IFFT is N orthogonal sinusoids. These orthogonal
sinusoids each have a different frequency and the lowest frequency is DC.

Frequency Domain Time-Domain Freguency-Domain
Sum of Sinusoids QAM

—— e r——

[¥] Q
HHEE sl ]H S
.oc.]_b III II"ﬁllI 1I I,. L L
8| @ - 1 LIE R BN ]
Mapping QAM source data ontc Summation of all Recover mapped
M orthogonal subcarriers M subcarrier sinusoids QAM source data

Figure 20: Simplified OFDM System Block Diagram
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Figure 21: Symbols Mapping by IFFT

Cyclic Prefix (CP)

One of the primary reasons for using OFDM as a modulation format within LTE (and many other
wireless systems for that matter) is its resilience to multipath delays and spread. However it is still
necessary to implement methods of adding resilience to the system. This helps overcome the inter-symbol
interference (ISI) that results from this.

In areas where inter-symbol interference is expected, it can be avoided by inserting a guard period into the
timing at the beginning of each data symbol. It is then possible to copy a section from the end of the
symbol to the beginning. This is known as the cyclic prefix, CP. The receiver can then sample the
waveform at the optimum time and avoid any inter-symbol interference caused by reflections that are
delayed by times up to the length of the cyclic prefix, CP.

The length of the cyclic prefix, CP is important. If it is not long enough then it will not counteract the
multipath reflection delay spread. If it is too long, then it will reduce the data throughput capacity. For
LTE, the standard length of the cyclic prefix has been chosen to be 4.69 us. This enables the system to
accommodate path variations of up to 1.4 km. With the symbol length in LTE set to 66.7 ps.

The symbol length is defined by the fact that for OFDM systems the symbol length is equal to the
reciprocal of the carrier spacing so that orthogonality is achieved. With a carrier spacing of 15 kHz, this
gives the symbol length of 66.7 s

=<
-

Figure 22: Cyclic Prefix
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3.1.

Chapter Three

3. Standard Specifications and Assumptions

CRC

According to Release 14, Denote the input bits to the CRC computation by a,,a;,a,,a;,...,a,_;, and the
parity bits by py, p;, P2, P3.---» PL_1 ,then we attached the CRC bits to the data bits by,b;,b,,bs,...,bg 4
,where A is the size of the input sequence and L is the number of parity bits and B = A+ L.

Qg ,ay eyl Po Py Pr-1 bO ’ bl ’ "'!bA+L—1
yP1g e Pr—

Figure 23: Parity bits added to input bits

The parity bits are generated by one of the following cyclic generator polynomials:

gcrcea(D) = [D?* + DB + D8 + D + D¥ + D! + D + D’ + D® + D° + D* + D*® + D + 1], which is
added after each code block

gcrezee(D) = [D? + D?® + D® + D® + D + 1], which is added only when code block segmentation is
applied

gcreis(D) = [D + D2 + D° + 1], which is added to the Master Information Block

gcres(D) = [D8 + D7 + D* + D3 + D + 1], which is added to the control signal to transmit Channel
Quality Indicator (CQI) information to the uplink channels like (PUCCH and PUSCH) by the
Downlink Control Information (DCI) and (MIB).

Since we are adopting NB-1OT physical downlink shared channel, so max TBS = 2536 and the max value
before using segmentation is Z = 6144, so we will not use segmentation so we choose gcrc24a(D)

gCRC24A(D) - [D24+ D23+ D18+ D17+ Dl4+ D11+ D10+ D7+ D6+ D5+ D4+ D3+ D + 1]

The design is consisting of 24 LFSR that describes the above generator polynomial.

mput

g &)
¥

.

Figure 24: CRC Linear Feedback Shift Registers
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3.2. Encoder

The tail-biting convolutional encoding is consisting of an LFSR and the initialization comes from the last
6 bits of data, at each clock cycle one bit enter the block and three bits comes out from the block, so this
means that the rate = 1/3, the XOR of the output streams is as shown in Figure 25.

Cy
¥ 3l b o D s D »| D s D »| D
/L J\ /L d\” Gy = 133 (octal)
»1) >+ »1) > >
4 Y 4 ) 4 d}\.”G =171 (octal)
L. o—>
| y  d” G, =165 (octal
:-+s :\-{-5 :é—S :é—) & : ( )

Figure 25: XORing of encoder's output streams

The encoder output streamsd” , d and d® correspond to the first, second and third parity streams,
respectively as shown in Figure 25.

The polynomial of the output and its weights:
GO=[1011011],
G0=1+2+8+16=133(octal)
G1=[1111001],
Gl1=1+8+16+32+64=171(octal)
G2=[1110101],

G2=1+4+16+ 32+ 64 =165(octal)

The rate of the encoder is denoted by R = k/n. Here k=1 and n=3 so R=1/3.

18



3.3.

Rate Matcher

The rate matching for convolutional coded transport channels and control information consists of

interleaving the three-bit streams, d,(co), d,(cl)and d,(f)followed by the collection of bits and the generation
of a circular buffer as depicted in Figure 26.

) L))
di? s Wi
[ ub-block L
interleaver -
virlual circular
buffer
i i) ) ) g
di Sub-block Vil Bit W, Bit selection
Interleaver 71 collection and pruning

di? Sub-block WY
» interleaver

h 4

Figure 26: Rate Matcher stages

Rate matcher stages: -

1. Sub-block interleavers

In this stage inputs from tail bit encoder which are d,(co), d,(cl)and d,((z)are interleaved according to

specific sub-block interleaving scheme to generate outputs which are v(o), v,gl)and v,gz)

The sub-block interleaving scheme: -

The bits input to the block interleaver are denoted by d(()i), df), ...... ,dl()i)_lwhere D is the number of
bits “D = TBS + 247, The output bit sequence from the block interleaver is derived as follows:

1.

2.

Assign Ceippiock = 32 to the number of columns of the matrix, the columns of the matrix are
numbered from 0,1, 2....., C&oppiock — 1 from left to right.
The number of rows of the matrix will be RSS,p10ck: SUCh that D < RS piock X Cospbiock » SINCE

the number matrix elements have to be equal to the maximum possible number of bits, therefore
cc _ 2536+24 _
subblock — 32 = 80.

The rows of rectangular matrix are numbered 0, 1, 2,...,R5S, ., . — 1 from top to bottom.

If (Rgucbblock X Cscucbblock) > D, then N, = (RsCIfbblock X C&hpiock — D) dummy bits are padded
such that y, =<NULL > fork=0,1,..., Np- 1.

Then, yy, 4k = d,(ci), fork=0, 1,..., D - 1, and the bit sequence y,, is written into
the (REhbiock X CSppiock ) Matrix row by row starting with bit yo in column 0 of row 0:
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cc
[ Yo Y1 Y2 ycsubblock_1 ]
cc cc cc
| stubblock stubblock+1 ycsubblock+2 yzcsubblock 1 |
cc cc J
|- subblock 1)xcsubblock y(Rsubblock_1)Xcsubblock+1 y(Rsubblock 1)Xcsubblock+2 y(RsubblockXCsubblock 1)

4. Perform the inter-column permutation for the matrix based on pattern (P(j)) JE(0,1-CE6, 1o cr—1)
that is shown in table 1, where P(j) is the original column position of the j-th permuted column.

After permutation of the columns, the inter-column permuted(RES, piock X Céchpiock ) MAtrix is

equal to:
Ir Ye(0) Ype(1) Ye@ yP(Cfifbblock_l) -I
cc cc cc cc
I yP(O)"'Csubblock yp(l)"'csubblock yP(Z)"'Csubblock yP(Csubblock_1)+csubblock I
cc cc cc cc J
|~yp(o)"'(Rsubblack 1)XCS‘u.bblock yp(1)+(Rsubblock_l)xcsubblack yp(2)+(Rsubblock_1)Xcsubblock yp(csubblock 1)+(Rsubblock 1)XCSubblOCk

5. The output of the block interleaver is the bit sequence read out column by column from the inter-
column permuted (RES, piock X CESbiock ) Matrix.

The bits after sub-block interleaving are denoted byv ", v", v, ... v,(;) 1» Where v}

corresponds t0 Y, (o), i 10 ¥p(gypcec .- and Kp = (R&pbiock X Coubbrock)

Number of columns Inter-column permutation pattern
e, < P(0),P1),..P(C*S,..-T)>

subbiock sihbiock

=1,17,9,25,5,21,13,29, 3,19, 11, 27, 7, 23, 15, 31,
0. 16,8.24 4 20,12, 28 2,158, 10.26. 6,22 14 30=

32

Figure 27: inter-column permutation pattern for sub-block interleaver

2. Bitcollection

The circular buffer of length K, = 3K; is generated as follows:

we = v fork=0,..., Ky — 1
Wi e =000 fork=0,..., Ky —1
WZKn+k —UIEZ) fOI’k:O,, Kn —1
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3. Bit selection and data transmission
Denoting by E the rate matching output sequence length, the rate matching output bit sequence is
e, k=0,1,.,E—1.
Setk=0andj=0
while {k < E}
if Wjmoak, #< NULL >
€k = Wjimod Kk,
k=k+1
end if
j=j*l

end while

3.4. Scrambler

According to 3GPP Narrowband LTE standard release 14, Scrambler implementation is based on pseudo
random sequence that generated from two 31-bit linear feedback shift register (LFSR) and XOR gates.
The two sequences of the two LFSRs get XORed and the output is called a Gold sequence.

The sequence of each LFSR is configure by the following polynomials:

e x,(n)=1+D3+D°
e x,(n)=1+D3+D?+D*+D°
In order to get the required output each LFSR must be initialized so

e x;(n) will be initialized as follow:
x,(0) =1, x;(n) = 0 wheren = 1,2,3, ... ... ,30

e x,(n) will be initialized as follow:
30 )
Cinie = Z xp(0) * 2!

i=0
n
Cinit = Nryrr * 2'* + npmod2 * 23 + lf] x 29 + NgEU

Then to work properly there is an initial 1600 shift cycles done to induce more randomness for the initial
state of the two LFSRs, so N, = 1600 then the two outputs of the LFSRs get XORed to generate the gold
sequence c(n) so the output gold sequence is given by:
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c(n) = (x1 m+N)+x,(n+ NC))modZ
x;(n+31) = (x1 n+3)+x, (n))modZ
x,(n+31) = (xz(n +3)+x,(n+2)+x,(n+1)+ xz(n))modz

Gold sequence
c(n)

i

w1 |

Figure 28: Gold sequence generation

3.5. Modulation Mapper

According to 3GPP Narrowband LTE standard release 14 there are two main schemes of modulation for
NB-loT, QPSK and BPSK, both are supported for uplink and only QPSK is supported for downlink so we
will use QPSK only. QPSK is a modulation scheme that maps every two bits to one of four symbols on
the constellation (complex-valued modulation symbol S = 1 + jQ) as shown in the figure below.

bi, bix | Q
1 1
00 /7 /3
1 -1
01 /7 /7
-1 1
10 v /2
-1 -1
11 /7 /7
Figure 29: QPSK modulation mapping
Q
10 00
@ ®
I
11 . . 01

Figure 30: QPSK Constellation
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3.6. Resource Element Mapper

3.6.1. NRS Generation

NRS value depends on three variables [, ns, and m so that the value
of NRS changes according to any variation of these parameters.

l: indicates the number of symbols that contain the NRS and it
is equal 5,6

ns: indicates the number of the recieved slot its range [0,9]
m=0,1,..,2NB%PL —1 | for narrow band,
NA*DPL = 1 gs there is only one resource block

Thereforem = 0,1

=
(=

O, N WA U O O

0

123456 012334

Huan EEmE

Figure 31: Sub-frame (two slots) of the radio frame

1 1
NRS values equation : 1, (m) = ﬁ(l —2¢(2m)) +jﬁ (1-2c2m+1))

Where C refers to the pseudo random sequence generation defined by a length-31 Gold Sequence:

c(n) = (x1 (n+N.) +x,(n+ NC)) mod?2

x;(n+31) = (x1 n+3)+x (n))modZ

x,(n+31) = (x,(n 4 3) + x,(n + 2) + x,(n + 1) + x,(n) )mod2

The initialization of the first m — sequence is given by :
x(0)=1 and x,n)=0,n=12,..,30

The initialization of the second m — sequence is given by :

Cinie = 21°(7(ng + 1) + 1+ D(2NF" + 1) + 2N + N,

where N, = 1600 , N., =1 for normal cyclic prefix
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3.6.2. Narrowband Reference Signals Location (NRS index)

k =6m+ (v + vspife) mod 6

l=Nwp—2, Nomp—1 =56 ineachslot

k:refers to the place of a pilot to be in which row,ranged from 0 to 11 as row refers to the sub

— carrier
l:refers to the symbol number,ranged from 0 to 6

Nslg,’;nb: refers to the number of symbols in one slot for downlink and equal to 7

_ {0 if l=5
V=13 ifi=6
Ushift = Nis" mod 6
m=0,1,..,2NB3XPL _ 1 for narrow band NJ#*PL = 1 as there is only one resource block

som=0,1

3.6.3. Narrowband Primary Synchronization Signals (NPSS)

The base sequence in frequency domain d;(n) is defined as follows

.mun(n+1)

dn)=s0).e’ 11t , u=5, n=01,..,10
The code cover in time domain S(1) is defined as follows

s(:10)={1,1,1,1,-1,-1,1,1,1,-1,1}

Subframe = 1 ms (14 OFDM Symbols Subframe = 1 ms (14 OFDM Symbols

12 Subcarner
12 Subcarner

Frame = 10 ms AN

Figure 32: Mapping of NPSS in the frame
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3.6.4. Data Rate Calculation for NPDSCH

e For any NPDSCH (actual rate)

7 OFDM = 12 subcarriers x 2 (QPSK)
Max. Rate = - = 336 Kbps
0.5 ms (slot time)

o Usefuldatarate

=  Forour TBS =960 , coding 1/3 - 9603 =2880 , QPSK -

1440 symbols
Since each slot can transmit [(7 * 12) — 4 (pilot symbols)] = 80 symbols

1440
Therefore we need ceil[ 0 ] = 18 slots = 9 subframes

Data Rate = 960 =96 Kb
ata ae_9ms+1ms_ ps

= ForTBS =296 , coding 1/3 - 296+3 =888 , QPSK — 444 symbols
Since each slot can transmit [(7 * 12) — 4 (pilot symbols)] = 80 symbols

444
Therefore we need ceil [W] = 6 slots = 3 subframes

296
Data Rate = —— = 98.666 Kbps
3ms

» For Max.TBS = 2536 , coding 1/3 - 2536+*3=7608 , QPSK —

3804 symbols

Since each slot can transmit [(7 = 12) — 4 (pilot symbols)] = 80 symbols
3

804
Therefore we need ceil [ 80 ] = 48 slots = 24 subframes

Data Rate = 2536 =93.926 Kb
At = S ams+3ms ps
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3.7. IFFT &CP

LTE supports different channel bandwidths and as a result a different number of resource blocks can be
supported. Where the resource block is the smallest unit of resources that can be allocated to a user. The
resource block is 180 kHz wide in frequency and 1 slot long in time. In frequency, resource blocks are 12
x 15 kHz, where 12 is the number of the subcarriers where each one is 15 kHz spacing. In NB-1OT we
have only one resource block because the targeted devices is not expected to operate with huge data rates
asinthe LTE.

As in DL we use only QPSK and we have a sub-frame of length 0.5ms which consists of 7 OFDM
symbols each with 12 sub-carrier, this constrained the data rate to be 336 Kbps which is not huge as in
LTE which may reach 1Gbps in DL and 500 Mbps in UL.

As we have only 12 subcarriers in NB-10T so we choose the IFFT size to be 16-point to reduce power,
area and latency as it is the main goal of the NB-10T, In the 16-point first 12 subcarriers are carrying data
and the last four are padded zeroes which act as a guard band for the transmitted data.

In LTE there is two types of cyclic prefix, normal cyclic prefix where this configuration has 7 OFDM
symbol within the resource block and extended cyclic prefix which has 6 OFDM symbol, NB-IOT
(downlink) (Release 14) only supports the normal cyclic prefix where OFDM symbol duration is 66.7 s
and a CP of 5.02 ys for first symbol and 4.67 ps for rest of OFDM symbols. So the OFDM symbol length
for first OFDM symbol is 71.18 ps and the remaining 6 symbols are 71.39 which leads us to the total
length of the slot (resource block) which is 0.5 ms.

We implemented the | and Q to be 16-bit for each, to fit the range of numbers we deal with, and we notice
that the last 4 bits of each 16 bits of the IFFT output is redundant, so we can consider the 2 DACs (next
block after IFFT) are 12-bit, one for | and the other for Q.
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41. CRC

4.1.1. Block Diagram

CRC_En—»
TBS

CLK ———»

—

data —

Chapter Four

4. Design Implementation

——» CRC out
., encoder _init

———» CRC _valid

Figure 33: CRC top level

Data

Encoder_init 6
X

CRC_out 24
¥

CRC
shift CRC_valid
FSM

TBS 12
CRC_en

4.1.2. Interface Table

Figure 34: CRC Architecture

Port Direction| Width Description
clk input 1 bit System clk
rst_n input 1 bit Block reset
data input 1 bit serial input data its size is TBS
CRC_En input 1 bit X\r/:l(e;? ;ﬁehggik;iieiﬁfs\;\glim Itlov\\;\(/)c;[(k, always high while the block is working
TBS input | 12 bits | The length of data, comes from the upper layer, its max value is 2536
CRC_out | output | 24 bits | the CRC bit comes out when valid is heigh, its name in the code is mem_elem
CRC_valid | output | 1hbit [ itrepresents the data is ready in the CRC and it becomes high for one clk cycle
Encode_init | output | 6 bits the last 6 bits in the CRC bit we out this bit in parallel to the encoder

Table 1: Port description of CRC
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4.1.3. Operation

»  First, initialize the register with zero values.

» Second, we have the equation of LFSR so we designed the shift register as described in chapter 3.

» Third, shift the data by TBS

»  Fourth, send the bits found in the reg to the RAM to shift them after the data, and the last 6 bit of

output is also sent to the encoder to initialize its registers

41.4. FSM

This state that the crc
will be on it until its
enable comes

CRC _valid=0

The fsm inter this

state for one clk cycle
to make the valid high
for one clk cycl

Count_done=1

CRC_valid=0

SO Shift=1

All the function of the crcis

CRC_valid=1
maked in this state, as it shift the
Shift=0 data in LFSR foe number of clk
cycles=tbs
State Table
Current State Status signal Next State Control Signals
CRC valid=0, Shift=0
IDLE If (CRC_en==1) S0 -
CRC_valid=0, Shift=1
S0 If (count_done==1) St -
s1 (Next Cycle) IDLE CRC_valid=1, Shift=0

Table 2: State Table of CRC FSM
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4.1.5. Simulation results

1) Comparing our MATLAB function with the built-in function
Here we generate the data stream and calculate its CRC values then compare this bit with the output

of the built-in function

The generated CRC from the code

J U LU Uuy

2 . . .
0 5 10 15 25
8 The built in CRC from matlab
1 J u J_|_|7J_|_|_|_|7 _
0 L .
1t
2 . . .
0 5 10 15 20 25

Figure 35: Generated & built-in MATLAB functions comparison of CRC

2) Comparing MATLAB with RTL

As shown in the figure below, when the CRC_valid is high so the data in mem_elem is the correct CRC
bits (the first signal), and y signal contain the CRC bits that generated from MATLAB so they are the
same.

" mem elem 230 SRRSO 01010000000 111101110010110010101141 | ouiuionitootouioniototin  f |

> Wy[230] 011110111001011001010111
|

Figure 36: Correct CRC bits in RTL as MATLAB

Finaly we generate multiple test cases to cover all the corner cases in matlab and compare it with
verilog code outputs
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4.1.6. Synthesis Results

Internal Switching Leakage Total

Power Group Power Power Power Power ( % )  Rttrs
io pad 0.0000 0.0000 0.0000 0.0000 0.00%)

memory 0.0000 0.0000 0.0000 0.0000 ( 0.00%)

black box 0.0000 0.0000 0.0000 0.0000 ( 0.00%)

clock network 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
register 3.2732e-03 1.1063e-04 1.5928e+05 3.5431e-03 ( 6.00%)
sequential 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
combinational 8.2236e-04 5.4405e-02 2.5316ée+05 5.5480e-02 ( 94.00%)

Total 4.0955e-03 mwW 5.4515e-02 mwW 4.1244e+05 pW 5.9023e-02 mwW

1
Figure 37: CRC Power report

Library(s) Used:

scmetro_ tsmc cl013g rvt tt 1p2v 25c (File: /home/IC/tsmc_fb cl01l3g sc/
aci/sc-m/synopsys/scmetro tsmc cl013g rvt tt 1pZ2v 25c.db)

Number of ports: 35
Number of nets: 160
Number of cells: 155
Number of combinational cells: 125
Number of sequential cells: 30
Number of macros/black boxes: 0
Number of buf/inwv: 82
Number of references: 17
Combinational area: 1153.165987
Buf/Inv area: 820.159884
Noncombinaticonal area: T76.621990
Macro/Black Box area: 0.000000
Net Interconnect area: 42000.212341
Total cell area: 1929.787977
Total area: 43930.000319
1

Figure 38: CRC Area report
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clock clk (rise edge) 0.00 0.00
clock network delay (ideal) 1.00 1.00
mem elem reg[22]/CK (DFFRQXI1M) 0.00 1.00 r
mem elem reg[22]/Q (DEFRQXI1M) 0.48 1.48 r
U99/Y (CLKINVXZM) 0.47 1.95 £
Ul00/Y (CLKINVX40M) 4,05 6.0l r
mem elem[22] (out) 0.00 6.01 r
data arrival time 6.01
clock clk (rise edge) 520.00 520.00
clock network delay (ideal) 1.00 521.00
clock uncertainty -1.00 520.00
output external delay -26.00 494.00
data required time 494,00
data required time 494.00
data arrival time -6.01
slack (MET) 487.99

Figure 39: Timing_max (setup time) report of CRC

4.1.7. Latency

The number of clock cycles from the enable signal to the valid signal to be high = TBS
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4.2.

Encoder

4.2.1. Block Diagram

data .
Encoder_En

encod_init 6, >

8BS ——
CLk ——>

CRC_valid ’

out1
out2

out3
encod_valid

4.2.2. Interface Table

Figure 40: Tail-bit convolutional encoder top level

Port Direction Width Description
CLK input 1 bit System clock
rst_n input 1 bit Block reset
data input 1 bit Serial input data its size is TBS comes from the serializer
When its high the encoder will work, can work for one clock
Encoder_En input 1 bit cycle or more but it should be high after the crc_valid signal
is high
Encoder initial | inout 6 bits The last 6 bits in the CRC bit we take this bit in parallel to
- P the encoder, they are ready when crc_valid is high
TBS input 12 bits The length of data comes from the upper layer; its max
value is 2536
CRC valid input 1 bit it represents the data is ready in the CRC and it becomes
h high for one clock cycle
Outl output 1 bit The first encoded output (G1)
Out2 output 1 bit The second encoded output (G2).
Out3 output 1 bit The third encoded output (G3).
. . Valid signal becomes high when the data is ready to come
Encoder_valid output L bit out, becomes high after 1 clock from the encoder_en

Table 3: Port description table of Tail-bit Conv. encoder
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outl

out2
Data Out3
encoder m
5 shift encoder_valid
Encoder _init ' ESM =
6 zero \
TBS ({2
\
Encoder_en
CRC valid
Figure 41: tail-bit conv. encoder architecture
4.2.3. FSM
This state that the
encoder will be on
And waiting until
CRC_valid comes
IDLE
CRC_valid=1
Counter_done=1
S2
After the CRC_valid signal
is high so the CRC bits is
State for shifting the ready so this stat is to
bits and still raise the initialize the register
valid signal high for Encoder_en=1
number of clk cycles
equal tbs-1
S1

State for starting the
shifting of the bits
and raise the valid




Current State Status signal Next State Control Signals

Shift=0

IDLE If (cre_valid==1) S0 Zero=0
encoder_valid =0

Shift=0

If (encoder en==1
( - ) S1 Zero=1

SO

encoder_valid=0

Shift=1

Next Cycl
(Next Cycle) S2 Zero=0

S1

encoder_valid=0

Shift=1

S2 If (count_done==1) IDLE Zero =0;
encoder_valid =1

Table 4: State Table of the encoder's FSM

4.2.4. Operation

e First, initialize the register with last 6 bits of data

e Second, shift the data by the number of the bits equal TBS and raising the valid signal
high.

e Third, the data enter serially so each clock cycle one bit entered and three bits comes out
until all data out from encoder
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4.2.5. Simulation results

1) Comparing MATLAB with built in

Here we generate the data stream and calculate three encoder output streams values then compare this
stream with the output of the built-in function then print it in a file, and this is the output of the

comparison in MATLAB

The generated first encoder output from the code

AN i)

1} 5 10 15 20 25 30 35
: The built in of the first encoder output from matlab
0 L 4
A+

0 5 10 15 20 25 30 35

Figure 43: Generated & built-in first encoder output stream

The generated second encoder output from the code

J L LTI T

0 5 10 15 20 25 30 35

The built in of the second encoder output from matlab

J U L L T

0 5 10 15 20 25 30 35

Figure 42: Generated & built-in second encoder output stream

, U UL U]

J U UL WU

1 e
{

The generated third encoder output fr, ,_, _ \

0 5 10 15 20 25 30 35

The built in of the third encoder output from matlab

0 5 10 15 20 25 30 35

Figure 44: Generated & built-in third encoder output stream
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2) Comparing matlab with verilog

The figure below shows that the block started to generate the three outputs and assert the encoder_valid
high after one clock cycle from the encoder_en as expected

X

[
i
i
I
H

er_initial[5:0] | 000001
= encoder_en

¥ crc_valid

]
I

5|
o

> W tbs[11:0]
8 outl
8 out2

8 out3

]
]
[IniE
o;
I

8 encoder_valid

Figure 45: Encoder output streams and valid signal

As the data output is serial, so we collect outl in string_outl and out2 in string_out2 and out3 in
string_out3 and compare when the encoder_valid signal comes low the string_out with the data
generated from MATLAB, so we compare string_outl with y1 and so on.

18 encoder_valid _i-_.

W y1[2559:0] e166ecaebebfblc4bae 3 elfiecacheffhlcdbacll 99fedfic0faladd
& string_out1[2559:0] ] e166ecaebebfblc e 3 p 3 el66ecaehe6fhi0 |
W y2[2559:0] c47279d358c12af0a¢ 2981889 5£2e44b12bc695c472790 |, 85fecafc6686d
% string_out2[2559:0] c47279 8c1: a 3 p 3 5£2e44h12be6950 |

W y3[2559:0] 28e4978abd15705de121b55596a077e2175df50€929251d2216] 284978abd15705de12d0 /| 15feaddf3a3cTs

W string_out3[2559:0] | 28¢ ¢ b 22169 / 3 p 3 . 28e4978abd15705de1]
| I

Figure 46: Comparing MATLAB and RTL results

Finaly we generate multiple test cases to cover all the corner cases in matlab and compare it with
verilog code outputs
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4.2.6. Synthesis Results

Library(s) Used:

scmetro_tsmc _clO0l3g rvt_tt lpav_25c (File:

Shome/IC/tamc_fb_cl0l3g_sc/

aci/sc-m/aynopays/scmetro_tamc cl0l3g rvt tt 1p2v_25c.db)
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Buf/Inv area:
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Figure 47: Encoder Area report

Switching
Power

Leakage
Power

Total
Power { E

io_pad
MEMOLY
black box

clock_network

register
sequential

combinational

0.0000
0.0000
0.0000
0.0000
2.5140e-03
0.0000
2.4745e-04

0.0000
0.0000
0.0000
0.0000
1.565%6e-04
0.0000
3.0875e-03
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0.0000
0.0000
0.0000
1.2314e+05
0.0000
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Figure 48: Encoder power report
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Point Incr Fath
clock CLE {rise edge) 0,00 0,00
clock network delay (ideal) 1.00 1.00
input external delay 26.00 27.00 r
tha[3] (in) 0.17 27.17 ¢
T1l/sY (CLEBUFXZM) 0.43 27.80 ¢
FO_encoder/tbhs[3] (encoder_ f£sm) a.00 27.60 ¢
Fl_encoder/U52/Y (OR2ZH1M) 0.44 2.04
FO_encoder/US0/Y (AND2X1M) 0.44 2.42 ¢
FO_encoder,/U43/Y (RAND2X1M) 0.44 28.92 r
FO_encoder/U46/Y (RAND2XIM) 0.44 29.35 r
FO_encoder/U44/Y (AND2X1M) 0.44 29.79 r
FO_encoder/U42/Y (AND2X1M) 0.44 30.23 ¢
FO_encoder/T40/Y (AND2X1M) 0.44 30.86 r
FO_encoder/U35/Y (CLEEOR2HZM) 0.35 3l1.02 £
FO_encoder/US54/%Y (ENOR2X1M) 0.24 3l.36 ¢
FO_encoder/US55/Y (HMAND4BX1M) 0.47 31.83 £
FO_encoder/U14/Y (HOR4XK4M) 0.48 32.2% r
FO_encoder/U19/Y (MOR2X1M) 0.24 32.53 £
FO_encodercs/UlS/Y (BUFXK1O0M) 0.28 32.82 £
FO_encoder/U17/Y (MOR2ZXK1M) 0.44 33.26 r
Fl_encoder/Ula/Y (CLEBUFXEM) 0.53 33.7%
FO_encoder/U25/Y (RO22X1M) 0.27 34.05 ¢
FO_encoder/count_reg[0] /D (DFFRQX4M) 0.00 34.05 ¢
data arriwval time 34.05
clock CTLE {(rise edge) S520.00 S20.00
clock network delay (ideal) 1.00 521.00
clock uncertainty —1.00 S520.00
FO_encoder/count_reg[0] /CK (DEFFROH4M) a.a0 520.00
library sSetup time -0.22 515.78
data reguired time 51%.78
data required time S19.78
data arriwval time -34.05
slack (MET) 455.73

Figure 49: Encoder Timing_max (setup time) report

4.2.7. Latency

The number of clock cycles from the enable signal to the valid signal to be high =1
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4.3.

We have designed the rate matcher block through two designs which are slightly different in some

Rate Matcher

features, hardware and algorithm.

The Second Design is more optimized and improved than the first design.

4.3.1. Block Diagram

rm_clk

rm_rst_n

[ S SR—

data_hits(12)

rm_enable

rm_enable_Id

out_control(2)

|5 I5 \5
=y o =y
S |= P top_rm
sp_done v r v -
initialize
sp_enable
count_signal s to p
data_bits_in_mixed_row(6) /
7 >
mixed_row(7) )
T Te 2 2 (8 (8 g & |z |2
Fle e el o |2 |5 |3
rm_fsm /e 12 2|3 |5 2 |2 |E |€
3 — — — —_ ) P —
AERERER N AN R
3 ot — o —
data_end vy 3 ) ; : N
bit_sel done rm lalid
output_done
mixed_row(7) bit_sel done
= +~—|  reg_file_and_bit_selection
initialize R data_lout
bit_sel_en
— » data |end
output_ready
T A

out_enable 7

Figure 50: Rate Matcher main architecture
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4.3.2. Interface Table

Port Direction | Width | Description

rm_clk Input 1 bit Operating clock.

rm_rst_n Input 1 bit Reset the whole block.

rm_enable_Id | Input 1 bit Enable block to read input stream (Valid from tail biting encoder)

In_do Input 1 bit First input stream which is dO output from the tail biting convolution
encoder.

In_d1 Input 1 bit Second input stream which is d1 output from the tail biting
convolution encoder.

In_d2 Input 1 bit Third input stream which is d2 output from the tail biting convolution
encoder.

data_bits Input 12 bits Upper layer parameter to determine transport block size in addition
to 24 bits of CRC.

out_enable Input 1 bit Signal that enables output stream to get out

out_control Input 2 bits Determine if output stream will be 24 bits =» 2°b11

20 bits =» 2’b01

data_out Output 1 bit Output bit stream from the block.

rm_valid Output 1 bit Valid output enables for the next block to start reading the RM
output.

data_end Output 1 bit Indicates that all data bits are got out and the block is waiting for
new input stream.

bit_sel_done | Output 1 bit Indicates that the selection of 24 bits or 20 bits is done and the block
is ready to get out the output data

4.3.3. General Steps of Operation

Table 5: Rate Matcher Interface Table

1. Serial to parallel and interleaving
In this step, input stream from tail bit encoder is registered in 32-bit register according to look-up
table defined in the standard to allow interleaving of input bits.

2. Bit collection
Every 32 bits which are interleaved and registered is then send to written in a register file (80*32)
So, we have 3 register files for 3 input streams
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Maximum TBS is 2536 bits in addition to 24 bits CRC, then maximum depth*width of register file is
80*32 = 2560.

3. Bit selection
In this step, we select data bits from the register file column by column and get rid of dummy bits
which were padded before in the register file to complete the empty places in each register file.
NOTE => the difference between the first design and the second one is mainly based on this step and
how to optimize it.

4. Output stage

In this step, output is ready to get out and wait for enable signal, also control signal is important here to

inform the block about number of bits needed to get out “24 bits or 20 bits” according to demand of the

system.

4.3.4. First design

We will talk briefly about the first design and its idea of operation then; we will go to the second design
as it is the final design we have reached and the more optimized and efficient design.

80x32
Register file 1
= o o
= s =3
@ I I
= )] a)
_. 3 o
Q. f+4] =]
> o =
® =}
| rm valid
80x32 |data_out
Register file 2 Circular Buffer data_end
7680

80x32
Register file 3

Figure 51: lllustrative architecture of first design

4.3.4.1. Operation

1. After bit collection stage, when all data bits are saved in the register files and the input
streams from the encoder have been finished, bit selection stage starts.

2. Datais selected from the first register file bit by bit each clock cycle column by column.

3. The first bit is selected from the row which includes both data bits and dummy bits and we
differentiate between them using the null register which we have designed in the first stage of
the rate matcher block, In short, the null register is 32 bits register corresponds to the mixed
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80

row in each register file “the row which includes both data bits and dummy bits”, if any bit of
the 32 bits is “1” therefore there is a data bit in the corresponding index and if any bit of the
32 bits is “0” therefore there is a dummy bit in the corresponding index and we will not
select it. Look at figure 53.

After the selection from the register file, we repeat the previous steps with register file 2 then
3 and all selected bits are saved in the circular buffer from the least significant bit to the most
one.

When output enable becomes high =» rm_valid gets high and data started to get out
according to the value of out_control

Output data is 24 serial bits stream or 20 bits only, this according to the LTE narrow band loT
resource block which demands 12 QPSK symbols in the first 5 OFDM symbols and 10 QPSK
symbols with 2 reference signals symbols in OFDM symbol 6 and 7. Look at figure 52

32

| Skl = 015 mis
'y I‘—-i

All bits are

dummy

X0

= A i @ R e

—L. mixed_row q
All bits are .,. h
|
|
- i

Chwe PEB

data bits 1o

wll

Jwi] e @ imiliess Tl ]

L Even indexed slot, e = il ciy O d indewed slot, 1 .[_
r* e ™

Oine subdramie

Figure 53: Register File Implementation

Figure 52: Resource Allocation

Table 5.1.4-2 Inter-column permutation pattern for sub-block interleaver

Number of columns Inter-column permutation pattern
cc cc
Csubbin(‘k <P(0) P(l) """ P(C;ubbiork - ]') >
32 <1,17,9,25,5,21,13,29, 3,19, 11, 27,7, 23, 15, 31,
0,16,8,24,4,20,12, 28,2, 18, 10,26, 6,22, 14, 30 >

Figure 54: The used Permutation look-up table
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4.3.4.2.

Disadvantages of the design

The large latency
Latency of design #1 = (TBS + 24) + (3*(TBS+24))
=>» The first term is during the input bits stream which we can’t deal with.
=>» The second term is due to the bit selection from the register files and saving data bits
in the large circular buffer from 3 register files.

The large area and power
=>» The circular buffer is a large register consists of 7680 flip flops in addition to the 3
register files, so we have about 15k flip flops in the design.
=> Also, number of LUTSs is large appears after synthesizing this block.

4.3.5. Second design

4.3.5.1.

Idea of optimization

We have a problem from the first design regarding the large latency appears in bit selection
stage in addition to the large area represented in the large circular.

We also discovered that the IFFT block “the last block in our system’s chain” needs about
137 clock cycles to operate on 1 OFDM symbol only and during these clock cycles all blocks
in the chain are halted waited for IFFT to finish.

So, we can benefit from this by selecting and registering the output bits either 24 or 20 bits
from the register files in small registers for a maximum 30 clock cycles instead of the large
circular buffer and wait for IFFT to finish then enable signal becomes high to get out the
output then registering the data bits again in small registers and wait and so on.

Register Files

24
-, .,
No
output 00
20 bits o1 Out_reg 24 en && out_enable
2bits | Data out
20 |
- .,
Out_control(2) Out_reg_24_en && out_enable

Figure 55: lllustrative architecture of second design
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4.3.5.2. Operation

1) Thes_to_p module

[ Counter 1 J
sp_out0

In_doO J v

[ s [ Null register ]

sp_out3
sp_outl

md | s to p

[ k

sp_outd

sp_out2

In_d2 fe——

m clk sp_out5 [

rm rst n

Counter 2 1

Figure 56: Serial-to-parallel module

Data input streams are registered in 6 registers (2 for each stream, one for the first row in the
register file which is the mixed row including data bits and dummy bits)
=>» Sp_out0, sp_outl and sp_out2 are for the mixed row using counter 1 counts from 0
to the number of data bits in the mixed row
=>» Sp_out0, sp_outl and sp_out2 are for the rest below rows in the register files using
counter 2 counts from 0 to 32 until data input streams are finished
Registering data input bits is based on the look-up table.
At the same time of counter 1 counting, the bit of the corresponding location in null register
becomes 1.
At the beginning address is equal to the position of the mixed row then it is incremented.
When write enable is high, we wrote in the register files.
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2) Register files and bit selection module

// Tdx_1_0 \ [— 3 -] Reg_files and bit_selection
: le | conv Idx 24
Idx_0_0 N
- = l‘egAJ‘l‘ 24 ‘ l
Idx 1 1 o Out reg 24 —
¢ output 00 T
Idx 0 1 20 bits
= regArr 1 01 Out_Idx 24 Out _reg 24 en && out_enable
e n Idx 20 Data out
Idx 1 2 | 20 | b
]
-
ldx 02, regArr 2 Out_reg_20 — —_—

Out_control(2) Out_Idx 20 Out_reg 24 en && out_enable

Figure 57: Register files and bit selection module

1. After the input data are completely registered in the register files and we ready to select data bits,
we wait until out_control signal changes its value to 01 =» select bits and save them in the 24-bit
registers or 11 =>» select bits and save them in the 20-bits register.

2. The block then is halted until out_enable becomes high for 1 clock cycle then rm_valid becomes
high and data_out stream gets data out either from the 24-bit register or 20-bit register according
to:

i. Out_reg_24 en =» data is got out from 24-bit register.
ii.Out_reg_20_en =» data is got out from 20-bit register.

3. Each reqgister file “regArr, regArr 1 and regArr 2" has index for column and index for rows
which are incremented during selection of bits

4, 1dx_0_0, ldx_0 1 and Idx_0_2 =>» each starts from the mixed row until row 79.

ldx_1 0, ldx_1,1and ldx_1,2 =» each starts from column 0 to column 31.

6. When the first register file indices reach their last positions “idx_0 0 =» 79, ldx_1_0 =» 31, conv
register changes it’s value to “01” and selection from the second register file starts, when the
second register file indices reach their last positions, conv changes it’s value to “11” then to “10
after the third register file indices reach their last positions and by this all data has been selected.

7. bit_sel_en =» to enable the step of selection of data bits and get rid of null bits by the help of null
register and register data bits in the 24- or 20-bits registers.

8. bit_sel_done =» when the step of bit selection is finished.

9. Output_ready =>» from rate matcher finite state machine to be ready for output stage when output
enable becomes high.

10. Output_done =>» when all either 24 or 20 bits are got out.

11. Data_end =» signal sent to finite state machine when all data in the register files have got out to
go to IDLE state to be ready for a new input stream.

o
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3) The Finite State Machine

In this state . output
data bits are got out
after that output_done
ignal becomes 1

In this state . we wait
until rm_en signal
becomes 1 and the rate
matcher block starts to
O

In this state . we select .
the data bits from the 3 (sp_done) & & (bit_sel_done) & &
(!data_end)

register files and
registered them in 24-
bits register or 20 bit
register and wait for
output enable signal to
go to output state

output_done=0

BIT SELECTION

(sp_done) & & (!bit_sel done) & &
(!data_end)

mm_enable_Ild =0

In this state , we
calculate the position of

5 the mixed row in each
: rm_enable_ld =1 register file and the

mumber of data bits in

In this state _ we read this row

the input bits streams
from the encoder and

In this state , we read
the number of input
data bits from the upper

m_enable ld =1

ﬁ?;?;:i.ii: pracess layer and then mowve to
then wrote them in the the next state
register files
In this state . we are
I;ifgﬂior input bits Tm_enable 1ld =0
Figure 58: Rate Matcher State Diagram
Current state Next state Description of the current state
IDLE e INITIALIZATION = ifrm_en=1 Waiting for the rate matcher block to operate or a new

e IDLE=ifrm_en=0 input stream is available.

Reading data_bits which is the number of data input

INITIALIZATION |e CALCULATIONS bits > TBS + 24.

Calculating:-
CALCULATIONS |« READY e The position of the mixed row in the register files.
e The number of data bits in the mixed row.
READY ¢ S TO P=»rm enable Id=1 The block is ready for input streams from tail bit
e READY = rm_enable Id=0 convolutional encoder.
e BIT _SELECTION =» rm_enable_Id = | Convert the input streams from serial input to 32
S TO P 0 parallel bits registers, registered according to look-up

e S TO_P=>»rm_enable Id=1 table then saved in the register files.

e BIT_SELECTION =» (sp_done) &&
(Ihit_selection_done) && (!data_end) Selecting data bits from the register files and waiting

BIT_SELECTION e OUTPUT = (sp_done) && for the output enable.

(bit_selection_done) && (!data_end) | Getting rid of the dummy bits during selection.
e |IDLE = data end=1

OUTPUT = (101) | BIT_SELECTION =» output_done =1 Data_bits are got out.

Table 6: Rate Matcher State Table
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4.3.5.3. Enhancements and improvements in the second design: -

1. The small latency
Compared to the first design latency here is very small.
Latency of design #2 = (TBS + 24) + (24 or 25)

2. The small area and power
As the absence of the large buffer allow us to have a maximum of 7k flip flips not 15k used in the
register files also there is a large decrease in the number of LUTS.

4.3.6. Simulation results

We generate a simple MATLAB code define the algorithm of the rate matcher for convolutional encoding
and generate a random bit stream “d0, d1 and d2”, then we compared the output from our generated code
with the built-in function “lteRateMatcherConvolutional” and the result was that the two outputs are
identical and our generated algorithm is correct.

Rate_Matcher_Testm +

2 -
3= TBS_CRC_bits =160;

4 — E = TBS_CRC_bits*3;

5

€ = d0 = randi ([0 11,1,TBS_CRC_bits);

7= dl = randi([0 11,1,TBS_CRC_bits);

8 = d2 = randi ([0 11,1,TBS_CRC_bits);

S

10 — [Sub_Block 0,Sub_Block 1,Sub Block 2,e] = Rate_Matcher(TBS_CRC_bits,E,dO,dl,d2);

11

32 = in = [d0'; dl1'; d2'1;

I3 = outlen = E;

14 — out = lteRateMatchConvolutional (in,outlen) ;

35

16 — sum = 0;

s B7 i for x = 1l:1:outlen

18— if(out(x) == e(x))

Bt sum = sum + 1;
20 = end
27 — end
22
23— if ( sum == outlen )
24 — disp('Correct RateMatcher oOut')
25 — else
26— disp('Incorrect RateMatcher Out')
23 = end v
Command Window ®

Correct RateMatcher Out
fx >>

Figure 59: comparison between MATLAB built in and our code
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RTL simulations

We have tested 2 different streams, the first input stream was 360 bits from the encoder and compared the
output bits by the output bits from the MATLAB, after all data bits have got out and the block returned to
IDLE state, we have tested another input stream which was 160 bits and applied the previous steps again.

1+ 101111111111000000011001

Figure 61: first 24 bits in MATLAB

1+ 01110011101101000110

Figure 63: first 20 bits in MATLAB

Final Results
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Figure 64: RTL final simulation results
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Figure 62: first 20 bits in RTL

Second input stream
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Waveforms

As shown in the figure below, when active low reset becomes “0”, the whole returns to IDLE state and
we start reading input when encoder valid becomes high.

s rm_rst_n
» W current_state[2:0]

i nexdt_state[2:0]

Figure 65: states transition from reset to input read

Reading 360 bits in serial from tail bit convolutional encoder through 3-bit streams in_dO0, in_d1 and
in_d2 when rm_enable_Id is high.

& rm_clk
s rm_rst_n
& rm_enable_|d
4 rm_en

» W data_Dbits[11:0]
& in_d0
4 in_d1

# in_d2

Figure 66: Input stream reading

When out_control changes for 1 clock cycle to “11”, this means that we will select 24 bits and be ready
for out_enable to become high for output stage.

Figure 67: Bit selection and out_control new value



When out_enable becomes high, rm_valid becomes high and data is got out serially.

» W out_control[1:0]

¥ out_enable
la rm_valid
g data_end

g data_out

Figure 68: Output state

At the end of the last output stream data_end flag becomes high indicates that all data in the register files
are got out and the rate matcher block will return to IDLE state for a new input stream.

# rm_clk

> W current_

> W next_sta

> W out_control[1:0]
+ out_enable

e rm_valid

e data_end

g data_out

Figure 69: Last output data
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4.3.7. Synthesis Results
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Figure 70: Rate Matcher Area report

Zell Internal Power = B835.2437 uw (100%)

Net Switching Powsr = 2.0234 uwW (0%)
Total Dynamic Power = 837.2671 uW (100%)
Cell Leakage Powsr = 50.6565 uwW

Internal Switching Leakage Total

Powsr Group Power Power Power Power { % )
io_pad 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
MEMory 0.0000 0.0000 0.0000 0.0000 ¢( 0.00%)
black box 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
clock network 0.0000 0.0000 0.0000 0.0000 ¢ 0.00%)
register 0.8345 2.8419=-04 3.5450e+07 0.8746 ( 94.26%)
sequential 0.0000 0.0000 0.0000 0.0000 ¢ 0.00%)
combinational 3.006le-04 1.7352e-03 5.1246e+07 5.3286e-02 5.74%)
Total 0.8352 mW 2.0234e-03 mW 95.0657e+07 pW 0.9279 mW
1

Figure 71: Rate Matcher Power report
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clock CLE (rise edge) 520.00 520.00

clock network delay (ideal) 0.50 S520.50
clock uncertainty -0.50 520.00
U3/out_reg 20 reg[le]/CE (DFFROXZM) 0.00 520.00 r
library setup time -0.10 51%.590
data reguired time 51%.50
data required time 51%.90
data arrival tims -38.49
slack (MET) 481.41

Figure 72: Rate Matcher Timing_max (setup time) report
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4.4, Scrambler

4.4.1. Block Diagram

4.4.2. Interface Table

ck ~mti
ns_4msb
rst n ; —
nf Isb
scr_enable :
> Scrambler  cellid
scr_enable load
— — » scr_out
scr_data_in scr_out valid

Figure 73: Scrambler Block Diagram

Port Direction | Width Description
clk Input 1 bit | System clock.
rst_n Input 1 bit | Block reset.
scr_enable Input 1 bit | Block enable
scr_enable_load Input 1 bit | Enable block by valid out of rate matcher to start reading the input bit stream.
scr_data_in Input 1 bit | Input bit stream coming from rate matcher.
rnti Input 16 bit | Radio Network Temporary ID given from upper layer.
ns_4msb Input 4 bit | First slot number 4msb given from upper layer.
nf_lIsb Input 1 bit | First system frame number LSB given from upper layer.
cell_id Input 9 bit | Physical layer cell identity given from upper layer.
scr_out Output 1 bit | Output bit scrambled by the gold sequence.
ser_out_valid Output 1 bit Signal high with the output bit for the next block to know that is a valid

output to read.

Table 7: Interface table of scrambler
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rnti 16
4msb / reg_init_enabl
ns_4msl| .
- ! / Unit to get scr_out_valid
nf_lsb initial values FSM init_shift_enable
cell_id 9 ,/ l— , xor_input_enable
= =
'5 l 15 Gold sequence
clk * > <(n) scr_out
—

st | b |
—_—

scr_enable ;
—_—

scr_enable_load l
—_—

scr_data_in

Figure 74: Scrambler architecture

4.4.3. Operation

There is a finite state machine controlling the states which the scrambler will be work in it so:

e After reset, the scrambler goes to an initialization state to assert the initial values of the LFSRs
using the upper layer parameters.

o After LFSRs initialization is done, shift state is enabled to start the 1600 of shifting to have the
gold sequence ready and that take 1600 clock cycles.

o After the 1600 cycle of shifting, the block is waiting in its state for a valid input coming from rate
matcher to start reading the input.

e Then when the valid become high the block start reading the input and XORing it with the gold
sequence generated by the two LFSRs to generate the output.

scr_enable=0 reg_init_done=0 init_shift_done=0

IDLE INITIAL

INIT_SHIFT

reg_init_enable =0
init_shift_enable =1
xor_input_enable =0

scr_enable=1 reg_init_done=1

reg_init_enable =0
init_shift_enable =0
xor_input_enable =0

reg_init_enable =1
init_shift_enable =0
Xor_input_enable =0

init_shift_done=1

scr_enable_load=0

WAIT_DATA

reg_init_enable =0
init_shift_enable =0
xor_input_enable =0

OPERATE_DATA

scr_enable_load=1

scr_enable_load=0

reg_init_enable =0
init_shift_enable =0
xor_input_enable =1

scr_enable_load=1

Figure 75: Scrambler FSM
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4.4.4. Challenges

o First challenge was calculating the initial value of x2 as there is more than one multiplication but
it was noticed that all multiplication are by number of base 2 so it can just performed using shift
and concatenation only.

e Second challenge is the large number of input ports because of upper layer parameters used in x2
initial value calculation so as an optimization not all bits were taken as input for some parameters
as for first system frame number ny it is consists of 10 bits but only LSB bit is used in the design
as it’s the result of ngmod2, and for the first slot number it consists of 5 bits but only 4 MSBs is

used in the design as they are the result of |/, |.

4.45. Future work:

We can optimize in the number of cycles for the initial shift state and instead of using 1600 cycle we can
use only 1 clock cycle and that is done by calculating the indices of the bits in the LFSR we need to XOR
together to get the value of each bit in the LFSR after 1600 cycle using the following equations:

x;(n+31) = (x,(n + 3) + x;,(n))mod2
x,(n+31) = (xz(n +3)+x,(n+2)+x,(n+1)+ xz(n))modZ

So we substitute n = 1600 and then get the indices for XORing for each bit in LFSR so the indices will
be from 0 to 31.

This method will be apply only on x, as the initial value before shift changes according to the upper
layer parameters but x; have a constant initial value so we can calculate its value after 1600 cycle and
write it every time we need to initialize it.
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4.4.6. Simulation results

1.5 T T T T T T T T T T T T T T T T T T T T T T T

123 456 78 9101112131415161718192021222324 25

Figure 76: MATLAB output for scrambler NcelllD = 65535, nf =1, ns =0

B835.235688 us

e cli th

# rst_n_tb

l err anahla th

s scr_enable_load_th

data_in_tb

@ scr_out_th

¥ ns_dmsb_

Figure 77: RTL output for scrambler NcelllD = 65535, nf=1, ns =0
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4.4.7. Synthesis Results

Library(s) Used:

scmetro tsme cl0l3g rvt ss 1p08v 125¢c (File:

Numkber of ports: =)
Number of nets: 3226
Number of cells: 257
Number of combkinational cells: 177
Number of segquential cells: T3
Number of macros/black boxes: L]
Number of buf/inwv: 35
Number of references: 41
Combinational area: 1459.108026
Buf/Inv aresa: 237.693400
Noncombinational area: 2083.935694
Macro/Black Box area: C0.000000
Net Interconnect area: 106400.536774
Total cell area: 3543.043715
Total area: 109543 ,.580453
1

Figure 78: Scrambler area report

clock CLE (rise edge) 520.00 520.00
clock network delay (ideal) 1.00 521.00
clock uncertainty -1.00 520.00
x1 reg[3]/CK (DFFRQX2M) 0.00 520.00 ¢
library setup time -0.16 519.84
data required time 519.84
data required time 519.84
data arrival time -36.33
slack (MET) 483.51

Figure 79: Scrambler Timing_max (setup time) report
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Library(s) Used:

scmetro_tsmc_cl013g_rvt_ss 1p08v_125c (File: /home/IC/tsmc_fb cl0l3g sc/aci/sc—m/synopsys/scmetn

Cperating Conditions: scmetro_tsme cl013g rvt_ss_ 1p08v_125c Library: scmetro_tsme cl0l3g rvt_ss_l1p
Wire Load Model Mode: top

Design Wire Load Model Library

scrambler tsmcl3 wl30 scmetro_tsme cl0l3g rvt ss 1p08w 125c

Glokal Cperating Voltage = 1.08
Power—specific unit information :
Voltage Units = 1V
Capacitance Units = 1.000000pf
Time Units = lns
Dynamic Powsr Units = 1mW (derived from V,C,T units)
Leakage Power Units = 1pW

Cell Internal Powsr = 5.2215 uw (73%)

Net Switching Power = 1.9514 uwW (27%)
Total Dynamic Power = 7.1729 uWw  (100%)
Cell ILeakagse Power = 1.59401 uwW

Internal Switching Leakage Total

Power Group Power Power Power Power ( % ) Bttrs
ioc_pad 0.0000 0.0000 0.0000 0.0000 0.00%)
MEMory 0.0000 0.0000 0.0000 0.0000 0.00%)
black box 0.0000 0.0000 o.0000 0.0000 0.00%)
clock network 0.0000 Q.0000 Q.0000 0.0000 0.00%)
register 5.0197=-03 5.1565%=-04 S.E654=+05 €.501%=-03 ( 71.325%)
sequential 0.0000 0.0000 0.0000 0.0000 0.00%)
combinational 2.0178=-04 1.4357e-03 §.7355e+03 2.6111e-03 ( 2B.653%)
Total 5.2215=-03 mwW 1.95142-03 mW 1.5401e+06 pwW $.1130=-03 mwW

Figure 80: Scrambler power report
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4.5.  Modulation Mapper

4.5.1. Block Diagram

ck
] mod i
rst n —
— Modulation mod_q
mod_enable Mapper :
— mod valid
data_in ‘ "

Figure 81: Modulation Mapper Block Diagram

4.5.2. Interface Table

Port Direction | Width Description
clk Input 1 bit | System clock.
rst_n Input 1 bit | Block reset.
mod_enable Input 1 bit :Enr;etjtilte)il;hsetrl;;or:# by the valid out of scrambler to start reading the
data_in Input 1 bit | Input bit stream coming from scrambler.
mod_i Output 16 bit | Real component of the output symbol.
mod_q Output 16 bit | Imaginary component of the output symbol.

Signal high with the output symbol for the next block to know that

mod_valid Output L bit is a valid output to read.

Table 8: Modulator interface table
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4.5.3. Operation

As we use QPSK modulation scheme so the block maps each two bits to their corresponding symbol so it
takes 2 clock cycles to generate one symbol to the next block, the symbol consists of 16-bits the most 5
bits for integer and the fraction part is 11 bits so for

+1 —
. /\/7 = 0000010110101000

-1 —
/\/f =1111101001011000

We design the modulation mapper with two approaches:

» The first approach was introduced using the information of the incoming “tbs” from upper layer :

e The first incoming bit is stored in a 1-bit register “temp”, when the second input bit comes,
the multiplexing takes place and generate the corresponding symbol.

e Similarly, the third bit is stored and compared along with the fourth bit, and so on.

o Generally, in the odd clock cycles, the incoming bit is stored. In the even clock cycles, the
stored bit is compared along with the incoming bit in this even cycle to generate the output
symbol.

e That was achieved by a counter which counts till the upcoming “tbs” and by using the
condition that if the LSB of the counter is one then it is an odd cycle, so it’s expected to store
the bit for one more cycle, otherwise it is an even cycle, so it’s expected to have an output
symbol.

e Since each 2 bits are mapped to the corresponding symbol, therefore it takes 2 clock cycles to
generate one symbol to the next block.

» The second approach was introduced without using the information of the incoming “tbs” from upper
layer:

But using a bit “is_odd” which toggles every clock cycle:

o Ifitis low: then the incoming bit is stored.
e Ifitis high: then the incoming bit is compared along with the previous one to get
multiplexed to generate the output symbol.

At the end we use the second approach as we didn’t use the 12-bit counter of the ths and use 1-bit toggle
every cycle only.

As a conclusion the first bit is used to generate the real part of the symbol (1) and the second bit is used to
generate the imaginary part of the symbol (Q) as shown in the figure below.

0000010110101000 0000010110101000

mod i

XOAT

1111101001011000 1111101001011000

0

First bit ) second bit (1)

Figure 82: Modulation Mapper symbol generation
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4.5.4. Simulation results

We tested the four cases of the QPSK modulator and all pass in MATLAB and RTL simulation so there is
an example for one of the cases.

For input stream: “1 0”

¥ 1stn_tb
s mod_enable_tb

# data_in tb

¥ mod i_tb[150] ‘ 0000000000100000 | 1111101001011000 | | 0000010110101000 | 1111101001011000

¥ mod_g_tb[150] | 000000000 300000 | 0000010110101000 | 1111101001011000  /  0000010110101000 | 1111101001011000

& mod._valid_tb . ’ _ | - _":

Figure 83: Modulation Mapper RTL output

MCD T = 1111101001011000
MCoD Q@ = 0000010110101000

Figure 84: Modulation Mapper MATLAB output

4.5.5. Synthesis results

scmetro tsmc cl0l3g rvit tt lp2v 25c (File:

Number of ports: 37
Number of nets: 174
Number of cells: 165
Number of combinational cells: 134
Number of seguential cells: 35
Number of macros/black boxes: (0
Number of buf/inwv: 97
Number of references: 23
Combinational area: 1229.651488
Buf/Inv aresa: S74.307581
Noncombinational area: B0E6.035492
Macro/Black Box area: 0.000000
Net Interconnect area: 45080.227336
Total cell area: 2035.65%90979
Total area: 47115.5918335
1

Figure 85: Modulation Mapper area report
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Design

Wire Load Model

Library

modulator

tsmcl3_wl30 scmetro_tsmc_cl0l3g_rvt_ss_1p08v_125c

Global Operating Voltages = 1.08

Powsr—-specific unit information :
Voltage Units = 1V
Capacitance Units = 1.000000p£f

Time Units = lns
Dynamic Power Units = 1mW (derived from V,C,T units)
Leakage Powsr Units = 1pW
Cell Internal Powsr = 4,2220 uw (10%)
Net Switching Power = 36.5875 uW (90%)
Total Dynamic Powsr = 41.209%5 uWw (100%)
Cell Leakage Power = 457.3477 nwW
Internal Switching Leakage Total
Power Group Power Power Power Power { % )  Attrs
io pad 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
memory 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
black_box 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
clock_network 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
register 3.6694e-03 9.8991e-05 1.6922e+05 3.5376e-03 ( 9.45%)
sequential 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
combinational 5.5264=-04 3.6888=-02 2.8813e+05 3.772%e-02 ( 90.55%)
Total 4.2220e-03 mW 3.6587e-02 mW 4.5735e+05 pwW 4.1667e-02 mW
1
Figure 86: Modulation Mapper power report
modulator tsmcl3_wl30 scmetro_tsmc cl0l3g_rvt_ss_l1p08v_125c
Point Incr Path
clock CLE (rise edge) 0.00 0.00
clock network delay (idesal) 1.00 1.00
mod_valid reg/CE (DFFROXZM) 0.00 1.00 ¢
de_valid_reng (DFFRQX2M) 0.45 1.45 r
Ug7/Y (CLEINVXZM) 0.18 1.63 £
UBE/Y (INVHLM) 0.35 1.98 r
U84/Y (CLEINVXZM) 0.41 2.39 f
U85/Y (CLEINVX40M) 4.01 6.40 r
mod_valid (out) 0.00 6.40 r
data arrival tims 6.40
clock CLE (rise =dgs) 520.00 520.00
clock network delay (idesal) 1.00 521.00
clock uncertainty -1.00 520.00
output external delay —-26.00 494.00
data regquired time 494.00
data regquired time 494.00
data arrival tims -6.40
slack (MET) 487.60

Figure 87: Modulation mapper Timing_max (setup time) report
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4.6.

Resource Element Mapper

4.6.1. NRS Generation

4.6.1.1. Block Diagram
nrs_i_outl
L nrs_q_outl
rst_n nrs_i_out2
nrs_en NRS nrs_q_out2,
n_cell_id Generation nrs_i_out3 ,
toggle nrs nrs_q_out3,
e dons” B
nrs_q_outd
Figure 88: Block Interface of NRS generation
4.6.1.2. Interface Table
Port Type | width Description
clk Input 1 bit System clock
rst_n Input 1 bit Block reset
nrs_enable Input 1 bit Block enable
subfrz;rgse_rem Input 1 bit | Comes from element mapper indicating that a sub-frame is done
toggle_nrs Input 1 bit | Comes from element mapper to decide which part of the pilots memory will be read
n_cell_id Input | 9 bits | Physical layer cell identity given from upper layer
nrs_i_outl Output | 16 bits | In-phase output symbol of the narrow band reference signal
nrs_g_outl Output | 16 bits | Quadrature-phase output symbol of the narrow band reference signal
nrs_i_out2 Output | 16 bits | In-phase output symbol of the narrow band reference signal
nrs_g_out2 Output | 16 bits | Quadrature-phase output symbol of the narrow band reference signal
nrs_i_out3 Output | 16 bits | In-phase output symbol of the narrow band reference signal
nrs_g_out3 Output | 16 bits | Quadrature-phase output symbol of the narrow band reference signal
nrs_i_out4 Output | 16 bits | In-phase output symbol of the narrow band reference signal
nrs_g_out4 Output | 16 bits | Quadrature-phase output symbol of the narrow band reference signal

Table 9: Interface Table of NRS generation
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4.6.1.3. Operation 1

10

9 u ||
Each slot includes 4 pilot symbols as shown in fig.89, we want to have f

the reference signals of a complete sub-frame at a time. 6 [ | | W
5

This was achieved by repeating the (31-bit X2 LFSR) 4 times as shown : H u
infig.91 : 5
X2 _1:gives NRS of firstslot & L =5 1

0 [ | |

X2 2:gives NRS of firstslot & L =6
Similarly for X2_3 & X2_4 for the second slot

0 1234560 12345G%6
Figure 89: Two slots of the frame

All these 4 LFSRs are initialized in parallel whenever the nrs_enable becomes
high according to the standard initialization equation.

Then shift takes place in the X1 LFSR and in the X2 LFSRs according to equation (4) and is done for
1600 cycles. This can be noted in INITIAL SHIFT state in the FSM. Then the LSB of X2 is xored
with the LSB of X1 to get the gold sequence as shown in fig.90

X1 LFSR

|

ﬂﬂ( @[

X2 LFSR
Figure 90: The two LFSRs of the NRS values

Here comes the role of the 4-bit registers (c_ n_1,c n 2,¢_n_3, c_n_4) which store the four output
bits from the generated sequence due to xoring X1 with (X2_1, X2 2, X2 3, X2_4) respectively as

shown in fig.91.

After storing in the 4-bit registers is done, we go into a state which waits the subframe_rem_done
signal from the element mapper module, then we go into muxing state which uses each 2 bits of the 4-
bit registers as selection lines to generate the 16-bit symbol. Otherwise, we wait in this state.

X2_4 Xz 1
c_m_43 | c_n_1
X1l I i
o_n_3 ? o_m_2
x2_3 x2_2

Figure 91: The 4-bit registers & LFSRs configuration
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e The generated symbols are stored in a register file “pilots” to store the pilots of the whole
subframe and using the “toggle nrs” signal we can select the pilots of any of the two slots.

o A signal “toggle nrs” comes from element mapper to decide which part of the pilots memory will
be read depending on the slot (first or last 4 locations of pilots memory).

o All the previous steps are to be repeated once a signal “subframe rem_done” becomes high
which comes from the element mapper.

nrs_i_outl | nrs_g_outl

nrs_i_out2 | nrs_g_out2
toggle nrs=0 —=

nrs_i_out3 | nrs_g_out3

nrs_i_outd | nrs_g_outd

nrs_i_outl | nrs_g_outl

nrs_i_out2 nrs_q_out2
toggle nrs=1 _

nrs_i_out3 | nrs_g_out3

nrs_i_outd | nrs_g_outd

Figure 92: Pilots memory elements

46.1.4. FSM

A finite state machine is needed to organize the steps of generating the pilots, an illustrative summarized
diagram of the controller status & control signals are shown in the below figure

initialize X
initial_shift :
xor_and_wait . NRS
mux_and_store R Generation
) nrs_enable
FSM initialization_done

) initial_shift_done Initial values
) xoring_done Calculations
) mux_and_store_done &
3 Counters

mux_and_store_done

Figure 93: illustrative diagram of datapath & controller of NRS values
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reg_init_enable =0
init_shift_enable =0
xor_store_enable=0
mux_store_enable =0

reg_init_enable =0
init_shift_enable =0
xor_store_enable=0
mux_store_enable =0

nrs_enable=0

IDLE

reg_init_done=0

INITIAL

nrs_enable=1

reg_init_done=1

init_shift_done=0

INITIALSHIFT

mux_sfore_done=1

MUXING

subframe_rem_done

subframe_counter !=0

reg_init_enable =1
init_shift_enable =0
xor_store_enable=0
mux_store_enable=0

scr_enable_load=0

HLT MUXING

&&

xor_store_done=1

reg_init_enable =0
init_shift_enable =1
xor_store_enable=0
mux_store_enable=0

init_shift_done=1

STORE

reg_init_enable =0

subframe_counter==0

reg_init_enable =0
init_shift_enable =0
xor_store_enable=0
mux_store_enable =0

OR

Figure 94: NRS_Generation FSM State Diagram

init_shift_enable =0
xor_store_enable=1
mux_store_enable=0

Current State Condition (Status) Next State Output (Control)
IDLE NRS Generation block is INITIAL Initializing the LFSRs is
enabled enabled
INITIAL Initializing the LFSRs isdone | INITIAL_SHIFT | 'Mtial 1600 shift cycles counter
is enabled
INITIAL SHIET Initial 1600 ?hlft cycles counter STORE XORII\_IG & storing in 4-bit
- is done registers are enabled
STORE XORIN(_B & storing in 4-bit HLT MUXING XORII_\IG & storlpg in 4-bit
registers are done - registers are disabled
A subframe is done AND we are
not in the first subframe
HLT_MUXING OR MUXING -
We are in the first subframe
Muxing each 2-bits & Storing in
. IDLE -
the pilots memory are done
MUXING
Muxing each 2-bits & Storing in Muxing & Storing in the pilots
. MUXING .
the pilots memory are not done memory is enabled

Table 10: State Table of NRS Generation FSM
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4.6.2. NRS Location

4.6.2.1. Block Diagram

clk | index1 4-
rstn index2 ,

| NRS g
mapper_en Index index3
n_cell id index4

Figure 95: Interface Diagram of NRS Index

4.6.2.2. Interface Table

Port Direction | Width Description
clk Input 1 bit System clock
rst_n Input 1 bit Block reset
mapper_en | Input 1 bit Block enable
n_cell_id | Input 9 bits | Physical layer cell identity given from upper layer
index1 Output 4 bits | Determines the location of a pilot to be in which row, ranged from

0 to 11 where the row refers to the subcarrier

index2 Output 4 bits | Determines the location of a pilot to be in which row, ranged from
0 to 11 where the row refers to the subcarrier

index3 Output 4 bits | Determines the location of a pilot to be in which row, ranged from
0 to 11 where the row refers to the subcarrier

index4 Output 4 bits | Determines the location of a pilot to be in which row, ranged from
0 to 11 where the row refers to the subcarrier

Table 11: Interface Table of NRS Index

4.6.2.3. Operation

» Since the algorism of the code that generate the index contains complex operations like multiplication
and mod of constant value, so we replace them with the equivalent values.
o First: generate the mod operation for all the expected values of the Ncell and save it in a memory
(we will have 6 output values as we make mod6)
e Second: generate the values of the index0, index1, index2 and index3 from their equations in
MATLAB so each output of the mode operation has its own 4 index values.

o So when the Ncell enter the design we will find the mode output from a memory inside, then this
mode value have the 4 values of the index which is the output of the design.
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4.6.3. NPSS

4.6.3.1. Block Diagram
clk i_npss
—_———¥
rst_n npss
- = NPSS iL,
npss_en npss_valid
—— F————————»
Figure 96: Interface Diagram of NPSS
4.6.3.2. Interface Table
Port Direction Width Description
clk Input 1 bit System clock
rst_n Input 1 bit Block reset
npss_en Input 1 bit Block enable comes from element mapper module
i_npss Output 16 bits Narrowband Primary Synchronization signal input in-phase
symbol from the NPSS module
g_npss Output 16 bits Narrowband Primary Synchronization signal input quadrature-
phase symbol from the NPSS module
npss_valid | Output 1 bit Valid signal with output NPSS symbol
Table 12: Interface Table of NPSS
4.6.3.3. Operation

e The idea is that the equation contains exponential operation, so it is calculated using MATLAB
and then replaced with a ROM in RTL containing the values.

e When the enable signal is given to the block, it starts to read all the values in the ROM at every
two clock cycles to enter the resource element mapper with the same rate like modulator
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4.6.4. Element Mapper
46.4.1. Interface Table

Port Type | Width Description

clk Input 1 bit System clock

rst_n Input | 1 bit Block reset

mapper_en | Input | 1 bit Block enable

mod_valid Input | 1bit | Valid signal with output symbol sent by modulator

mod_i Input 1 16 bits | 1_yhase input symbol from the modulator

mod_g Input | 16 bits | Quadrature-phase input symbol from the modulator

nrs_i_outl Input 1 16 pits In-phase input symbol from the NRS generation

nrs_g_outl Input | 16 pits Quadrature-phase input symbol from the NRS generation

nrs_i_out2 | "PUl | 16 bits | In-phase input symbol of the narrow band reference signal

nrs_g_out2 | MPUt | 16 bits | Quadrature-phase input symbol from the NRS generation

nrs_i_out3 | ""PUt | 16 hits | In-phase input symbol from the NRS generation

nrs_g_out3 | "MPUt | 16 bits | Quadrature-phase input symbol from the NRS generation

nrs_i_out4 | MPUt | 16 bits | In-phase input symbol from the NRS generation

nrs_q_out4 Input 1 16 pits Quadrature-phase input symbol from the NRS generation

index1 Input | 4 bits | Determines the location of a pilot to be in which row, ranged from 0 to 11 where the row refers to
the subcarrier

index2 Input | 4 bits | Determines the location of a pilot to be in which row, ranged from 0 to 11 where the row refers to
the subcarrier

index3 Input | 4 bits | Determines the location of a pilot to be in which row, ranged from 0 to 11 where the row refers to
the subcarrier

index4 Input | 4 bits | Determines the location of a pilot to be in which row, ranged from 0 to 11 where the row refers to
the subcarrier

i_npss Input | 16 bits | Narrowband Primary Synchronization signal input in-phase symbol from the NPSS module

g_npss Input | 16 bits | Narrowband Primary Synchronization signal input quadrature-phase symbol from the NPSS
module

ifft_valid Input | 1bit | Valid signal sent from the IFFT block

ifft_ready Input | 1 bit Sent from IFFT to indicates it is ready to receive the next OFDM symbol

rm ctrl en | MPut | 1bit Control signal sent from the system’s FSM to make the block send rm_ctrl signal to rate matcher

rm data Input | 1 bit Control signal sent from the system’s FSM to resource element mapper to make the rate matcher

out en start sending data
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rem_stop Input | 1bit | Control signal sent from the system’s FSM when the whole operation is done to stop the IFFT
block

rm_ctrl Output | 1 bit Control signal sent to rate matcher to send 20 or 24 bits

rm_data_out | Output | 1 bit Control signal sent to rate matcher and FSM to make rate matcher start sending data

i_out Output | 16 bits | In-phase output QPSK symbol sent to IFFT

g_out Output | 16 bits | Quadrature-phase output QPSK symbol sent to IFFT

hlt_npss Output | 1 bit | Signal sent to FSM to stop sending bits until NPSS is done

npss_en Output | 1 bit | Signal sent to enable the NPSS module

toggle_nrs Output | 1 bit | Signal sent to NRS generation module to decide which part of the pilots memory will be read
depending on the slot (first or last 4 locations)

Subframe Output | 1 bit Signal sent to NRS generation indicating that a sub-frame is done to generate the new pilot

rem_done symbols for the next subframe

Ifft_enable | Output | 1 bit Signal sent to enable the IFFT one cycle before sending the symbols

load

ifft_stop Output | 1 bit Sent to ifft when the rem_stop signal reaches from the FSM

Table 13: Interface Table of Element Mapper
4.6.4.2. Operation

The element mapper module is considered the brain of the resource allocation in NB-10T LTE. It
takes the responsibility of the actual mapping of data or pilots or synchronization, also it has
status/control signals from/to the system’s finite state machine, rate matcher, and IFFT.

It is mainly composed of memories and different counters to help in the mapping process and
here is a brief description of some of these counters

e Counting Sub-carriers (Frequency domain) :

= |t counts the rows of the NB-loT physical resource block (PRB).

= Each two clock cycles, a QPSK symbol is stored inside a memory and the counter resets
automatically.

= Incase of NRS, the counter counts are reduced by 2.

e Counting OFDM Symbols (Time domain) :

= |t counts the columns of the NB-10T physical resource block (PRB).

= |t counts the 7 OFDM symbols whether these symbols represents data symbols from the
modulator (first 5 OFDM symbols) or pilot symbols from NRS generation & Index modules (last
2 OFDM symbols) or synchronization symbols from NPSS.
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= When one slot is done, toggle a bit is sent to NRS generation module to select the pilot symbols
for this slot.

Slot Counter :

= |tis needed to know the slot number which will be used to map the NPSS symbols in their
locations and also to send a signal indicates that the subframe is done for NRS generation module
to exit from the state of “HLT MUXING” and store the new pilots.

Output Counter :

= When the IFFT block sends “ifft ready” signal, the “ifft_enable load” will be sent to IFFT and is
high for one clock cycle, so in order to send the 16 QPSK symbols we need a signal to be high for
16 clock cycles “load_ifft”, this counter counts these 16 output cycles.

=  For the first QPSK symbol, the IFFT doesn’t send “ifft ready”, so when the first symbol is ready
it will be sent directly and the signal “first symbol ready” is high when the first column is done.

NPSS Counter and others ..

71



4.6.5. Resource Element Mapper TOP LEVEL

4.6.5.1. Block Interface
clk
rst n iout
nrs_enable
n cell id 9 9.out 16
mapper_en Resource rm_ctrl
>
mod_valid Element i data_out
mod | 16 Mapper
— .
pp ifft_enable load
mod q 16
ifft_ready hlt_npss
rm_ctrl_en
rm_data_out_en
Figure 97: Block Interface of Resource Element Mapper
4.6.5.2. Architecture
nrs_enable nrs_i_outl 16 .
» nrsiqiout]_ |_0Ut 16
Subframe nrs_i_out2
_—
rem_done nrs_q_out2 q_out 16
toggle nrs G NRS_ nrs_i_out3
—_———¥
eneratlon nrsiqiout?) rm_ctr| 2
. nrs_i_outd
9 n_cell_id hit npss
nrs_q out4 —
index1 4 toggle nrs
——»
index? Element
NRS index3 Mapper npss_en
mapper_en Index
index4
i npss 16 Subfrzme
npss_en rem_done
- npss
NPSS — lid dat t
mapper_en npss_vali rm_data ou
maod_valid .
mod > ifft_enable load
mod:q ! _—
ifft_ready 16 g ifft_stop
ifft_valid 16 -
rem_stop
rm_ctrl_en REM Top

rm_data_out_en

Figure 98: Top Level of Resource Element Mapper

72




4.6.5.3. Interface Table
Port Direction | Width Description
clk Input 1 bit System clock
rst_n Input 1 bit Block reset
nrs_enable Input 1 bit NRS Generation module enable enable
mapper_en Input 1 bit Block enable (for NRS index & Element mapper) modules
n_cell_id Input 9 bits Physical layer cell identity given from upper layer
mod_valid Input 1 bit Valid from modulator block accompanied with the sent symbol
rm_ctrl_en Input 1 bit From FSM to make the block send rm_ctrl signal to rate matcher
rm_data_out_en | Input 1 bit From FSM to make the block send rm_data_out signal to rate matcher
mod_i Input 16 bits | In-phase input QPSK symbol from modulator
mod_q Input 16 bits | Quadrature-phase input QPSK symbol from modulator
ifft_ready Input 1 bit Ready signal from IFFT (ready to receive a symbol)
ifft_valid Input 1 bit Valid signal sent from the IFFT block
rem_stop Input 1 bit Control signal sent from the system’s FSM when the whole operation is
done to stop the IFFT block
i_out Output 16 bits | In-phase output QPSK symbol to IFFT
g_out Output 16 bits | Quadrature-phase output QPSK symbol to IFFT
hlt_npss Output 1 bit Signal sent to FSM to stop sending bits until NPSS is done
rm_ctrl Output 2 bits Control signal sent to rate matcher to know whether sent 20 or 24 bits
rm_data_out Output 1 bit To rate matcher and FSM to make rate matcher start sending data
ifft_enable_load | Output 1 bit Signal sent to the FSM to enable the IFFT to be ready to receive them
ifft_stop Output 1 bit Sent to ifft when the rem_stop signal reaches from the FSM

Table 14: Interface Table of REM top level
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4.6.5.4. Complete Frame Scenario

At first, the incoming QPSK symbols from the modulator are stored in a memory element, since each
symbol is formed after 2 clock cycles, therefore the OFDM symbol takes 24 clock cycles to be stored.

o After one cycle, the OFDM symbol is stored in another memory waiting for the “ifft ready” to send
the In-phase & Quadrature symbols. This operation lasts for the first 5 OFDM symbols in the first
slot.

e The last 2 OFDM symbols includes NRS symbols (pilots) and only 10 QPSK symbols from
modulator to complete these OFDM symbols.

e The previous operation lasts for the first 10 slots (from 0 to 9).
e Inslots 10 & 11, NPSS symbols are mapped with no pilots.
e Inslots 12 to 19, the same mapping of QPSK symbols & NRS symbols takes place.

o From the system’s FSM, this block uses three status signals as an input :

= rm_ctrl_en : the resource element mapper sends the number of bits configuration “rm_ctrl”
(24 or 20 bits) to the Rate Matcher for one clock cycle.

» rm_data_out_en : the signal “rm_data out” is sent to the Rate Matcher in one of the
following cases :
a) When “rm_data out en” is high and “ifft ready” is high
b) When “rm_data out en” is high and (we’re mapping the first two OFDM symbols)

= rem_stop : to stop the IFFT block when the whole operation is done

e To the system’s FSM, this block sends three control signals as an output :

= hlt_npss : to stop sending data from modulator until NPSS is mapped.

= jfft_enable_load : to enable the IFFT to be ready to receive the outcoming symbols from
REM.

= rm_data_out : to make rate matcher start sending data bits according the bit-configuration.

» Block Latency : 1625 clock cycles
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4.6.6. Simulation results of NRS Generation

First, we compared our function to the MATLAB built-in function and it results in identical pilots values
at cell id = 300 & sub-frame number 3.

| NRS_Testm | NRS_built_in.m | MNRS_generation.m ‘I + |
1-— clear; clc;
A= N_SubFrame = 3|
si|l= N cell id = 300;
4
5 — x.NNCelllID = N _cell id; % Physical layer cell identity
6 — ®%x.NBRefP = 1; % Number of NRS antenna ports

Command Window
New to MATLAB? See resources for Getting Started.

Built in function
0.7071 + 0.707141

0.7071 — 0.70711
-0.7071 + 0.70711
-0.7071 + 0.707141i

0.7071 — 0.70711
-0.7071 + 0.70711i

0.7071 + 0.70711

0.7071 + 0.707141

Oour function

0.7071 + 0.707141

0.7071 — 0.70711
-0.7071 + 0.707141i
-0.7071 + 0.70711i

0.7071 - 0.70711
-0.7071 + 0.70711

0.7071 + 0.707141

0.7071 + 0.707141

Correct NRS Out
Jx >>

Figure 99: MATLAB comparison of NRS values at cell_id=300 & subframe=3

After that, the RTL was tested using the same parameters (cell id = 300 & sub-frame number 3) and it is
clear that at slot 6 (subframe 3) the pilots sign is identical to that generated from Matlab.

+ 9 count_slot 5d6 5 | | is | i 1z
s nrs_i_outl 16D 1111110115 0000001011010100 10000001011010100
nrs_q_outl 16b0000001011,.. 1111111011010100 "0000001011010100 ) 1111111011010100

. nrs_i_out2 16DITTIITIOTEN 0000001011010100 10000001011010100 1111111011010100

nrs_q_out2 IGDILTIIONE 1111111011010100 | ) 0000001011010100

nrs_i_out3 16DEIITIHOTES 1111111011010100 ! ) 0000001011010100
nrs_q_out3 1600000001030 1111111011010100 ] 0000001011010100

/- nrs_i_out4 16011100 1111111011010100 | 000000 1011010100

/. nrs_q_out4 16b1111111008. | 1111111011010100 l‘OOOOOO 1011010100

Figure 100: RTL results of NRS values at cell_id=300 & subframe=3
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Finally, a whole frame (10 sub-frames) is tested to check its pilots values, we used our MATLAB
function to verify our RTL using automated test-bench.

Tcl Console x Messages Log
Q == = I B E @
!
. # run all
| subframe 0 slot 1 is OF
E subframe 0 slot 2 is OR
| subframe 1 =lot 1 is ORK
| subframs 1 =lot 2 is ORK
E subframs 2 slot 1 i= CK
\ subframe 2 slot 2 is OR
| subframe 3 slot 1 is CE
E subframe 3 slot 2 is CE
| subframe 4 slot 1 is OR
| subframe 4 slot 2 is OR
E subframe 5 =lot 1 i= OF
| subframe 5 =lot 2 i= OR
| subframe & =lot 1 is OK
E subframs & =lot 2 is OK
\ subframe 7 slot 1 is OR
| subframe 7 slot 2 is CRE
E subframe 8 slot 1 is CE
| subframe 8 slot 2 is OE
| subframe 9 slot 1 is OR
E subframe S =lot 2 is ORK
, run: Time (=s): cpu = 00:00:13 ; elapsed =
xsim: Time (=): cpu = 00:00:14 ; =slapssd =
<
[

Figure 101: Testing a wholre frame pilots using automated testbench

4.6.7. Simulation results of NRS Index

We compared the MATLAB function with the generated values from RTL at the same cell ID and it is
noticeable that the indices are identical

- | NRS_index_generation.m | + |
*1 = clc; clear;

2

3= N Cell I1d=300;

4

Command Window

Indices for N Cell Id = 300
0

Figure 102: RTL results of NRS indices at cell_id=300

6
3
9
Figure 103: Matlab results of NRS indices at cell_id=300
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4.6.8. Simulation results of the TOP module

In the figure below, we can notice that the output QPSK data symbols from the modulator are mapped
and delivered to the IFFT when it requests that symbol

836 us [B40 us
s clk t |
# 15t_n_th
« nirs_enable_tb

s mapper_en_tb |

» W mod_i_tb[15:0] a3bl 0000 | fell b9a7 | 4a19 | 70£3 | 9ce? | 7340 | 01ad | 7726 | 93a0 | 0552

» W mod_q_tb[15:0] 4359 0000 | 03ae B690 | 3640 | aBaB | 1287 | d7£9 | eab ) 4£b6 ) 4537 | 393h

s mod_valid_th

I % g_out_tb[15:0]
_

0000

0
0a50

ooon

|
Figure 104: Output of the REM is the QPSK symbols requested by the IFFT

In the figure below, a whole frame (20x7x12 = 1680 QPSK symbols) is tested using automated test-bench
and all test cases passed which includes (Data, Pilots, and Synchronization)

Tel Console Messages

aQ =z = I B E @

FAILED v Match Case Whole Words £ Phrase not found

TEST CASE 1676 PRASSED at 12169820000

TE3T CASE 1677 BRSSED at 12170340000

TEST CASE 1678 PASSED at 12

TEST CASE 167% PRSSED at 12171380000

g3 40 T e N I TR S MMoxry  (MB) : peak = 2572.500 ; gain = 0.000

Figure 105: Test cases for a complete frame using automated testbench
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4.6.9. Synthesis Results

clock CLE (rise edge) S20.00 S20.00
clock network delay (ideal) Q.00 S20.00
clock uncertainty -5.20 514,80
U_nrs_generatinn!xz_&_reg{2?]fCK [DEFROXZH) Q.00 514.80 ¢
library setup time Q.17 514.97
data reguired time S514.97
data reguired time S514.97
data arrival time -15.81
slack (MET) 499 .17

Figure 106: Timing_max (setup time) report of REM

AR AR AN AN N AN AN AN N A KA AN AN AR EANENENRNENKE

Report : area

Design : rem top

Version: E-2015.08&

Date : Sun Jul 10 23:23:37 2022

e Y
Library(s) Used:

scmetro_tsme cl0l3g rwt_tt_ lp2v 25c (File: /home/IC/tamc flk cl0l3g sc/aci/sc-m/synopsys/scmetro tamc_cl0l3g rvt_tt lp2w_25c.db)

Humber of ports: EET

Nurker of nets: loo032

Humber of cells: 29815

Hurker of combinational cells: 7405

Humber of segquential cells: 1453

Number of macros/black boxes: a

Number of buf/finv: 1922

Humber of references: 7

Corbinational arsa: §7395.493560

Buf/Inv area: 12513.02792¢

Honcombinational area: 33153.320753

Macro/Black Box arsa: 0.000000

Het Interconnect area: 3559196.347626

Total cell arsa: 105548.514313

Total area: 3694745.161939

1

Figure 107: Area report of REM
: : : { Internal Switching Leakage Total

Power Group Power Power Power Power [ % } Lttrs
io_pad 0.0000 0.0000 0.0000 0.0000 { 0.00%)
MEMDTY 0.0000 0.0000 0.0000 0.0000 { 0.00%)
black box 0.0000 0.0000 0.0000 0.0000 { 0.00%)
clock network 0.0000 0.0000 0.0000 0.0000 { 0.00%)
register 0.851% 1.5714e-03 8.2711le+06 0.6613 [ 52.55%)
sequential 0.0000 0.0000 0.0000 0.0000 { 0.00%)
combpinational 5.858538e-03 3.2426e-02 1.4545e+07 5.2858e-02 { T.41%)
Total 0.6575 miW 3.3995e-02 nW 2.2817e+07 pW 0.7147 nW
1

Figure 108: Power report of REM
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47. IFFT &CP

IFFT is an algorithm used to compute IDFT to convert signals from frequency domain to time domain.
IDFT is a useful operation but computing it directly from its definition is not a practical method, so we go
to IFFT which rapidly computes the operation by breaking IDFT into smaller IDFTs (dived and conquer
algorithm). Which decreases the complexity of computing from O(N?) of IDFT to O(N logzN) of IFFT
where N is the data size.

IFFT equation X, = % N-d x,e/?™ /N ywherek = 0,...,N — 1,

The most common algorithm of IFFT is the Cooley—Tukey algorithm, where radix-2 is the simplest form
of the algorithm which is used in this thesis, there are two forms in radix-2 which are decimation in time
(DIT) and decimation in frequency(DIF). For DIT the input is bit reversed while the output is a natural
order. While DIF the input is in natural order while the output is bit reversed order, and the DIF butterfly
is slightly different from DIT where in DIF the complex multiplication takes place after the add-subtract
operation. But both requires N log,N operation to compute the DFT. Both algorithms can done in-place
and both need to perform bit reversal at some place during the computation, the below figures show the
two forms, in our thesis we choose DIT algorithm.

x(0) X(0)

x(1)
N XK
-1 -1
x(4) ><><><>< L& X(1)
x(5) % q % >1< W X(3)
o NN S
w W’ !

x(7) iy 1 X(7)

X(2)

Figure 109: Decimation in Frequency
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x[0]e - O O O O . X[O]
we S

X[4] oo .vv. .'. X[1]
S NN/

Figure 110: Decimation in Time

The most common architecture to implement the IFFT is Memory-based architecture and pipeline
architecture we will take single-delay feedback (SDF) as an example of the pipeline architecture, here is a
comparison between them.

Point of Comparison Memory-based SDF
Complex multipliers 1 3
Complex Adders 2 8
RAM Size (Depth) 16 15
latency(cycles) 34 16

Table 15: Comparison between Memory-based and SDF architectures

This comparison based on 16-point IFFT radix-2.
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Memory-based architecture

In NB-10T the target devices are intended to operate for a long time, so we want to implement a design
has a long-life battery with low power consumption, so we choose Memory-based architecture to be
implemented due its small area which will reflect in power consumption unlike the single-delay feedback
architecture which consume more power.

This architecture consists of four single port RAMs, seven multiplexers, two adders, one multiplier, one

ROM, and one controller. The four single-port RAMs are used for buffering the computational data. The
multiplexers are responsible for switching the data flow between the storage and arithmetic components.
The adder and multiplier execute the computation of the two-point IFFT.

The ROM stores the twiddle factors. The addend and augend of the left adder can be changed by
controlling the Ch signal. For example, if Ch=0, then the adder executes. However, if Ch=1, then the
adder executes. The controller, which is not shown in Figure 111, generates the controlling signals for the
multiplexers and the four RAMs, eventually, the output is shift right by 16 as the IFFT equation stated.

I]‘Ipul 3 3 Ché | Y
Chs,5 017 5,50 1
Address
f f r 1
Addr DI Addr DI Addr DI Addr DI
RAM A RAMB RAMC RAMD
WEN DO WEN DO WEN DO WEN DO
WEN { i ! 1
/ Y i ¥y
Ch3 g Chd
—-
: + | Butterfly
: . Compultation Chs
'Ch ' Element
l I
ROM : !
| | |
Chl 0 Chg_;\_gl_/

Figure 111: Memory-based Architecture
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The signal flow graph explains the operation of the proposed memory-based FFT processor as shown in

Figure 112,

At first 8 cycles the first 8 frequency domain signals are stored in memory banks A & C, then in each
cycle a frequency domain signal is added and subtracted from the corresponding signal which is stored
previously in the memory banks, this will lead to get out 2 signals each cycle, so the second 8 cycles will

generate 16 output signal from the first stage where the last 8 signals are multiplied with their

corresponding twiddle factor as shown in the signal flow graph which is follow the DIT butterfly
algorithm. The process is going on with divide and conquer algorithm so in the second stage the upper 8
signals operated separately from the low 8 signals and so on until x[0] is got out in the cycle number 34

and the rest of the output will get out continuously until x[15] is got out at cycle humber 48.

0] - I[" Aw J‘T / 40 %C L Ao E X[0]
) »@l \ \ _@ \/ s E *0 - X[2]
o) ..@ *@\ ﬂ) —ﬂ R w! " X
wt] —els M " g & "o $0 - X14]
xf5] 1 Iu @ 1J|' §+ Wy 5 z'.Jl i ;'+ Vg X[5]
{67 I.s B3) ; 4 §+ w3 ::9 A(D) s 51] ‘k_“ ) X(6)
7] I Di3) \ ‘71| \, \_4__ Wi (571) s J| ‘_ W}t L D(Z) “_- (7]
(8] >0 . X[8]
(9] DN s 43 e X[9]
x[10] = X[10]
x[11] =39 46-= X[11]
x[12] m : e X[12
«13] :32 @ 39. — = = e R X[13]
x[14] 31 B wn —»0 . . X[14]
x[15] 2Pty " xqis)
Legend: - - - -

In "y |out
- i

: Data In is written into the address k of the memory V at the ith clock and the data of the address k of the memory V is read to Out at the jth clock.

Figure 112: Signal Flow Graph for 16-point FFT

As there are nearly 16 control signals for {Ch, Ch1, Ch2, Ch3, Ch4, Ch5, Ch6, Address A/B/C/D,
Write_enable A/B/C/D, Address for ROM} each vary in each cycle from the 48 working cycles so we
have nearly 768 different values for the control signals which will not be a good idea to write them value
by value in the FSM of the IFFT.
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So we write the required value in a text file, then by a PYTHON we write a script to read this text file to
generate an automated Verilog code, so any required modification we just change in the text file and re-

run the PYTHON script to generate the modified Verilog code.

transition logic output logic
input Sl:\lll.‘ memory (\E“pm
ﬂ*\ . S, vV ,
> Em) VB S B o 6FR)
I/_:. 4 2 L
TXI g oy

Figure 113: Automation

4.7.1. Block Interface

N

CLE ——»
RST ——»

EN

Data_in——<—»

Stop —

IFFT

CP

7/_).. Data_out

— Valid

——  »|FFT_read

Figure 114: IFFT & CP Block Diagram
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Stop

En

Datain ——»

4.7.2. Interfaces Table

Port Direction Width Description
CLK Input 1-bit System clock
RST Input 1-bit Asynchronous negative reset
EN Input 1-bit | Enable signal to operate the IFFT, it’s connected from the REM
Data_in Input 32-bit It’s concatenation of the I and Q of the input data from the
REM, first 16 bits are the I while the last 16 bits are the Q
Stop Input 1-bit It’s the signal which indicate that there no more data, so the
valid will be zero after extracting the current OFDM symbo
Data_out output 32-hit It’s concatenation of the I and Q of the output data from the
REM, first 16 bits are the | while the last 16 bits are the Q
Valid output 1-bit It’s the signal which indicates that the output data is valid to be
read by the DAC
IFFT _read output 1-bit To read a new data from the REM.
Table 16: Block Interfaces
Architecture

A
stop_valid buffer_sel ez
~ IFFT Data out ——»| Bafatn

IFFT

’—» IFFT Data out

Read FSM

wir_En

_t

get_in

stop_valid —b‘

Valid FSM

buffer_sel

‘ Write FSM
|

Ipuffer_sel

IFFT Data out —»| ™

Buffer 2

Dats_out

3

Buffer 1
[ Data_out
——— 8 \
}~—> Addrsss
. » |
buffer_sel
- ——
— > P
%—) Address |
— s s
flor_s

—» Data out from chain

> Valid

Figure 115: IFFT & CP Architecture
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4.7.3. Blocks Description

The IFFT block which takes the input data and convert it to time domain with the pre-mentioned
Memory-based architectures which is controlled by a FSM that is embedded in the IFFT block.

The write FSM is responsible for writing the output data from IFFT in the two buffers with an ordered
manner.

The Read FSM is responsible for read the data from the buffer with their pre-arranged manner, and
implicitly it’s the block which add the cyclic prefix as it get the end of the data at the start of the OFDM
symbol and then extract data in sequence.

The Valid FSM is responsible for indicating the output data validity, to be read by the next block which is
the DAC.

The Output buffers are implemented for two reasons, first to reorder the output data as they are got out
with a bit reversal order as we use DIT algorithm (input are ordered while the output is bit reversed),
second reason to add the cyclic prefix as the data will be buffered so we can copy the end of the data to be
get out as a prefix for the OFDM symbol.

4.7.4. Operation

First “EN” signal is triggered to be high then the data is get in from the next cycle of “EN” triggering
until the 16 symbol enter the IFFT block, as mentioned before the first 8 cycles of the operation the IFFT
is only storing the symbols in RAM A and RAM B, then from the 9" cycle the addition, subtraction and
multiplication are applied on the data, till reach the 34" cycle at which the data are get out from the IFFT
sample by sample, at the same time the “get _in” signal is triggered to activate the WRITE FSM to start
write the data in the output bufferl.

Till now the “valid” signal is still zero, and the data is stored in output buffer 1, then new data are coming
after 137 cycles from the first data (we will clarify why 137 cycle below), the “IFFT read” is the signal
which is responsible for claiming new data, then the new data take the same process as the previous data,
while the stored data are getting out from the upper output buffer by the control of the READ FSM, and
now the valid signal is activated to indicate that the output data is valid to be read.

The data in buffer 1 are read out in 137 cycles as follow, first 9 cycles are cyclic prefix while the next 128
cycles are useful data, the 2" input data are stored in the output buffer 2 when they are processed by the
IFFT block this storing is done within the 137 cycles of read the data in buffer 1, and the process go on as
described, one buffer is storing while the other is extracting the data, they work alternately.

“buffer sel” signal plays a vital role in alternate between reading and writing in the output buffers, this
signal is generated from the READ FSM through an internal counter.

Eventually, when the data in the chain are read a “stop” signal will be activated from the system FSM, so
the IFFT extract the last OFDM symbol then the “valid” is deactivated.
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Figure 116 describes the time line of the expected system output.

71.36 s 71.36 us
r N Y
15t OFDM Symbol 2" OFDM Symbol 34 OFDM Symbol ] eoe0o o
\ AN AN
0 33 48 137 170 185 274 307 322 411 444 459
A 3 4 4
I I [ I o 00 o0
New_data Buff1is Buff1is New_data Buff 2 is Buff2 is New_data Buff1is Buff1is New_data Buff 2 is Buff2 is
storing full & storing full & storing full & storing full

Buff 1 isextracting Buff 2 isextracting Buff 1 isextracting

Figure 116: IFFT & CP time-line

The reason why we choose 137, is to achieve the cyclic prefix time which is determined in the standard,

and here is a clarification.
Assume ‘X’ is repeated samples of the cyclic prefix, and ‘y’ is repeated samples of the data.
According to the standard, cyclic prefix duration is 4.69 ps while data duration is 66.67 s

x 469
x+16y  4.69 + 66.67

To obtain these durations, we use the above equation, and by trial and error we get that

Xx=9,wheny=8

This means that the total number of cycles to send an OFDM symbol is 9+16*8 = 137 cycle, the first 9
cycles is for cyclic prefix and the last 128 cycles is for data, so we’ll copy the tail of the OFDM symbol to

the beginning of it, as shown in Figure 117.

137 cycles 1 cycle 8 cycles 8 cycles 8 cycles
— >

[OFDMSymboI ] = [l][ CPx(15) ][ x(0) ] sece [ x(14) ][ x(15)

l

W ®

Figure 117: OFDM Symbol's 137 cycles
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4.75. Clock Determination

As the IFFT is the last block in the chain, so it’s the bottleneck which determine the output rate, so to
achieve the OFDM symbol duration according to the standard which is 71.36s.

137 * Toy, = 71.36us
fClk =192MHz

We operate the whole chain with this frequency and depend on halting some blocks by the system FSM if
these blocks can operate with higher frequency.

4.7.6. Future Work

In this thesis we present the IFFT and CP design which extracts the data and stands for 8 cycles for each
sample, which is not a practical situation especially from the communication wise, so it’s recommended
to implement 128-point IFFT instead of 16-point, by insert the data in 12 symbols to IFFT (as it is the
allocated number of subcarriers according to the standard) and the other symbols are padded with zero,
then copy the last 9 samples of the 128 output samples from the IFFT as a cyclic prefix, it’s the ideal
situation so the design is ready to get out as a real product.
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4.7.7. Simulation Results

Before presenting the simulation and results, we should first present the verification procedure which
facilitate the way to simulations and get accurate results.

1- We generate random complex numbers using MATLAB and export these numbers in two formats
fixed point format and floating point format, all the generated input are combinations of £1/sqrt(2)
because our modulation scheme is QPSK, as shown in Figures 118, 119.

| generated_input_fixed - Notepad
File Edit Format View Help
bBBBBBlBlJBlBl 11818188_11111121881811 11e1e1ee_111111e1ee1el18e111111e18e1e11e8_111111e18018118ee620001811812180_11111181001211881111110182181180_2R2e8E12112101808200201011010120_20288e12112181821111118188

1111112120121108111111910910110¢_Peeeeele112101091111119109101102_11111101201211 1e12100_seeeeelellelelecesseselelleleles_cereeelelleleleelllllleleelellee_l11111e1e0101100111111210810110e_1111110le21011001111112108
11111121801211081111115100101163_11111121201211006020021811212102_11111101201011281111110108161108_11111191801011621111119108181180_c020021211212102062080111012120_11111101081611081111118108121120_00802012112121821111112188

*x

1111118180181 11818196_11111181801811 11818196_pP680818118181 1818188_1111110188101 1918180_1111118109181 £118181680_1111118109181 £11810186_11111101681811861111118188
eeererlellalel 11elelee_111111e1ee1211 11e1elee_geeeerlellelel: le12102_ceeepelelleleleelllllleleslolles eeeeelzlleleloalllllleleelellee 1111110100101 ellelelee_eeeecelelleleleelllllielee
82000010110101000000001211818108_1111118100181191111110100101108_a0000210114101000020001011210103_30020219112191081111110106101120_11111191051411030020201011918180_11111101001011081111118182181120_11111191981811821111112108
eeoeop1ell8l1el 11010188_1111 91111119109181188_2ee0818110181 ele1ee_11111101201 1e1e0101180_goRoRel121101 e1101e1e0_geesee181121 e1101018_1111118188181. e11
111111e1ee1e11ee111111e1e0101102_111111e101€11 11210100_ceeeorlellelelerllllllelenleller_sepeeelallele: 1e1e100_cepepelelleleleelllllleleelellee 111111010818l @11010100_00eere1211 e11
11111181861211091111119108141168_ga020919119101082680021211910100_20s20010118101080900001011218168_000a0a19119101001111110168101100_00900012112181026800201011918180_1111110108181 ©11610166_6680801811 811
£2020101101010011111101091011088_1111 91111118108181188_111111€1801011 ele1ee_11111101201 19102181188 _ 121101 111leleelelles_lilllleleelel e11010120_08es e11
2202021118101 11010160_11111121201211091111116108161102_11111101801011 le1e1ee_ceoeeelellald 1212120_20000012110121020020201211010100_0002212112121020000001011010120_20eeeelalieleleallllllieled
88860616110161 11816168_11111181861811 11816166_11111161861611 1212102_20080819118181681111119102101180_8080818112121091111118160101180_20200919110121580808801011010100_11111151881011820200801011
eeoeop1e11810l 1e18€_1111 11¢1e10e_geeee1112121601111119162101186_11111121e81 10102101180_ 1e1 111leleelelles_lilllleleelel ellelelee_lllllleleelelleellllllelee
52620010110101091111116105161163_11111121601811001111110100101108_805202101121010811111191021511063_3002021011010: 1618180_1111119108181 11012180_11111101001011081111118182121130_00302010112101835800201011

11111181861211091111110105151168_ga020919119101058680021211212108_11111191861911681111119198181188_1111110180101188111111816¢101180_aeaesa1118121886620001011018180_11111181601011881111112188181188_11111191991011886800201811
1111112121011 11010108_1111 11e1e108_11111101201011 elelee_111111e1e01 19100101180 _1111110100101 e1101€180_1111110108181. e11010120_00eo e11
11111181201211000000001211812103_0a020010110101002080021011210108_11111101261011681111110102151163_111111012010110805285801211012120_00000012112121621111112108191186_1111118108181 011010186_1111118188181

8282081011810 11818188_11111181881811 11818188_11111191201911091111119108181108_s0eaea19118191821111110104191100_eesese18112181021111119100181180_seeeeale11181881111118102181100_11111191081811820008801011
11111121201211000000001211212108_0o0oe010110101001111110100101100_g0eeee1112101091111110102101108_11111101001 e12100_ 121101 e11010100 1elle1elee1llllleleelellee 1111119100101 e11
11111181801211691111110105161163_0a020010110101002580021011212100_00020210118101081111110108151163_11111101201011001111110160101180_00000012112121030020201011010180_20200212112121001111118102121130_00202010112181831111112100
828808101101010900999001211219108_pape0n19119191081111110100101108_2eseen19118101681111119198101188_11111101291011081111118188101186_gesese1811818: e11912180_geeena1a11a1e: e11919188_111111010810118€1111118188
£202010110101001111110100101108_1111 11e1e1ee_111111e1e010119111111e162101108_11111101001 10100101180_ X 121100_111l1leleglelleellllllelee
82000010110101091111110108141103_11111121201911023530021211212100_a0000219118101081111119198101108_s0020210112101081111110108101120_11111191051411030020201211018180_11111101001011981111112188181130_11111191981611800800201011
82980819110101091111110109191188_11111181891811081111110100101188_11111191801911081111110108181188_11111101291011080880801211012100_11111101081911821111119188191180_11111101001011080808801011010120_11111191081911881111118180

eepeealel1810l: 1e1ee_l11111212e1¢1100111111010010110¢_rseseealelleleleallllllelenalelle_seeeeelolleleleellllllelenlellee_11111101001011021111110102101100_coseeelzlleleleallllllelealellee_11111101601011080000001011
11111121821211081111115100101163_2580010110191001111118100101108_20820210112181 1218108_1111110160161 1018120_20808212112181081111118162191160_2020821811618 £11012180_1111118128101. 11
1111118180181 11218188_11111181881811

11218188_11111191801011081111118108181188_11111101881911900020601811010160_20809819118181881111118168191100_g0e08810110181920800801011019180_11111181081911820208801011
1111112120121100000002121121¢102_seeeealelleleleneeaenelllelelea_seseenlellelelenllllllelenlelloe_censeelolleleleelllllleleelellee_cesenelellelaleseeeeeelellelalee_11111101e01011001111112102121100_11111191001011220800001011
20020010119101091111115100101163_2520010110191001111116100101102_11111101601011081111110166101108_20920219110101020020801011012180_11111161001511021111118108101120_2520001211218;

011010100_0800001811 a11
eeoeop1ell8l1el 11010188_1111 11010100_11111191201911021111110189181102 101101 19100101120 ¢ 121101 ellelelee_lllllleleelelleelllllleleelellee_eeseselelleleleellllllelee
1111112120101 11elelee_11111121221211 11e1e1ee_geeeerlellelel: le1e1ee_l1111leleelel lelelee_lllllleleelelleelllllleleelellee eeeeeelelleleleglllilleleelellee lllllleleelelleellllllelee
82500810110101090000001211819108_8a0a0019119101081111110100101108_11111191841611021111110198181168_s60a0a19119101681111118166101180_11111191051411886620201011919180_26800212119101080800001011010130_00a00010112181981111118180
£2920010110101092090001911210102_02020919119191091111110100101100_11111191201911091111110109191102_1111110101 010100_ 121101 111le1eelelles_lllllleleelelleelllllleleelellee_111111e1eelelleeeseecelell
1111112100121 11010100_11111121281211 11010102_20220212118181: lelz102 ceecealelleleleellllllelealelles 11111101001011021111110102121120 11111101001011021111112102121100 0002012112121020200001011
52680810110101090000001211818108_8a020919119191081111110108101108_11111181841811 1818182 _1111119188101 1912180_20000919110121586820801211010100_e0e0a812112181020000091911010180_11111101081011881111118188
1111118180101 11010108_1111 11e1e108_geseerlellelel: ele1ee_11111191201 19100101180 191100_1111118188181 e11010188_1111118188181. e11

20020010119101002080521211612108_11111161261211091111118108101168_11111101601011581111110168181108_11111121801011020825201611012180_11111161001511021111118100101120_2520001211218; £11810180_1111118188101. 811
11111181801811081111118100161168_8E080010110181081111116108101168_11111101601011660880261811218188_11111191801611681111119166181180_11111161881611001111118106181126_26800612112181580200601011010160_11111191081011626800801611
2e020010119101000000001911010100_ERS0010110191008000001011019100_poRee10110101001111119100181108_ 181181 212180_111111109101; 11012100, 181181 1110180_1111118109101
11111121201211002680521211012103_ae000010110151000020021211212103_20a20210118101621111110162151108_26028219116181621111110108181180_1111118108101

211012180_0020021211818" #11010180_sae020101121212281111112188
11111101801811082086021211219100_8eREER18118181 11818188_11111101801811 1918188_1111118188181 1918180_11111161991811801111118166191120_8960E12118191821111119182181120_11111181681911820880881011
20020910119101081111110100101100_2e0eeq10119191081111110109101100_2e0ee010119191021111110109101180_ 101181 e10100_ 101181 e11e12180_ 121181 e11010100_1111112108101101111110188

2020010119101081111115100101163_se080010110151001111110100101108_20220210118101521111110108151108_11111191801011621111118108181180_11111181051011621111118162181125_11111101081511060800261011010120_11111181681011821111112188
11111181801811081111119109161168_pEeeee1e110191098000021811819108_111111010010110811111101661091198_Peeeee19110101881111119108181180_2eseee18118191001111119100181120_g0ee0e12112181881111118188181106_11111191081011820800801811
11111121201211002000001211012108_PEeS0010110191001111110100191100_poRee10110101001111119100181108_ 181181 18180191100 181181 11112100101180_ 181181 e11e10180_oo0o:

11111121221211081111115100101163_e000010110191001111110100101102_20820210112101081111110166191108_2002821911018: 1018120_1111115100161 211012120_0200212112121021111118108121120_11111191681011821111112188
11111181801811081111118100161188_11111181861211098000021811819168_111111012019118811111101681091106_peeeee19110101660880201211012120_00se0e]18110101000820801011012180_80000a12118191000600201011010188_11111191681811881111118188
eepeenlellelelealllllleleelelles_seseealellalel 11212102_11111121201011 1e1e10e_11111101e@1e1 le1elee_l1ll1leleelelleelllllleleelellee_ceeeeelelleleleeerenselellelele_l11111101001011000200001011
11111121801211002680081211012163_11111121261211001111110108101102_11111101201011281111110108151108_11111191801011620080201211012180_11111121051011021111112162101125_11111101001611060800201011010120_11111191681811821111112188
11111181801811081111119109161168_Seeeee1e110191008000021811810168_11111101001011881111110168191106_seeese19119101821111119108181180_geeees]8110191086820801011012120_80000a12118191081111118188191186_11111191681811881111118188

Fiqure 118: Generated Input (fixed)

| generated input float - Notepad
File Edit Format View Help

2.70711+2.787111  -2.78711+0.707111  -@.70711-2.707111 -2.78711+2.72711i -0.70711-2.787111 @.78711+2.72711i @.7@711-2.787111  -2.78711+8.727111
-2.79711-8.707111  2.70711-2.707111  -@.79711:0.707111  ©.70711:0.707111 ©.78711-2.787111 -2.70711-0.707111 -@.78711-2.707111 ©.70711-2.787111 -@.78711:0.787111 -2.78711:8.787111 -0.78711-8.707111 @.78711:
-2.7¢711-2.707111  -2.78711+2.727111  -0.70711-2.707111  -2.70711-2.7¢711i @.78711:2.707111 -2.70711-2.7¢711i @.78711-2.707111 @.78711-2.787111 @.7@711-2.787111 -2.78711+8.787111 -0.78711-2.707111 @.7871l-
-2.79711+2.707111  -2.78711+2.727111  @.7¢711+2.707111 -2.78711+2.72711i -0.78711:2.707111 -2.70711+2.7¢711i -2.72711-2.7@711i -2.78711-2.77111 -2.7¢711+2.707111 @.7e711+0.7e7111 e.7e711-2.7e711i e.7e711
2.70711+2.787111  -2.78711+2.707111 @.7e711+0.787111 e.7e711-@.7e711i @.78711-2.7e7111 -2.78711+@.7@7111 @.70711-2.7e7111 -2.78711+@.7@7111 0.70711+2.7¢7111 @.78711+2.787111 -8.70711-2.787111 -2.7871l:@.
2.70711+2.787111  -2.7e711-2.797111 e.7e711+0.78711i e.7e711-@.7e711i  -2.7e711+0.78711i -2.7e711-8.707111 -@.7@711-2.707111 @.7¢711-8.707111 -@.7@711+2.787111 @.7e711-0.707111 -@.7@711-2.78711i -@.7871l:
2.70711+2.787111  -2.78711-2.707111  @.7@711+0.787111  -2.7e711-8.707111 @.7e711+0.787111 @.7e711+2.7@7111 -2.7@711+0.787111 -2.7¢711-0.707111 e.7e711+0.78711i e.7e71l-2.7e711i e.7e711-¢.7e711i -2.7e71l-@.
-2.7e711-8.707111  -2.7871148.78711i @.7e711-2.77111  @.78711:@.787111 @.78711-2.787111 -2.78711:@.787111 @.78711+:0.787111 -2.7e711-e.787111 -@.7e711-e.7¢7111 -e.78711-8.78711i @.7e711:@.77111i -@.78711:
-2.7e711-8.707111  @.78711:@.787111 e.7e711:0.7@7111 e.7e711-2.7e711i @.7711:0.78711i -2.7@711:@.7@7111 ©.70711:0.70711i @.78711:0.787111 -0.70711-2.70711i -2.7@711-2.7e711i @.70711+0.70711i @.7e711-8.7
2.78711-2.787111  -2.78711-8.707111  -@.7e711:@.70711i -8.7711-2.78711i @.7e711-2.707111i -8.78711:2.78711i @.7e711:@.707111 @.70711:@.707111 -@.7e711:@.7€7111 @.70711-e.707111 -@.7e711:@.78711i -@.78711-
2.70711+2.787111  -2.78711-2.707111  -@.7e711:2.707111 ©.78711:0.707111 @.7e711:0.787111 e.7e711:@.7e711i e.7e711-2.7e711i -2.7e711:@.7e711i -8.78711-2.787111 -e.7e711-e.707111 -@.7e711-2.78711i -@.78711:
8.70711+2.787111  -.78711+@.707111 -@.7€7114€.707111 ©.78711-8.787111 ©.78711-8.787111 @.78711+@.7€7111 -8.78711+8.787111 -2.78711+0.787111 -@.70711-8.7€7111 @.78711-e.787111 -@.7@711-8.7€711i -@.787114
8.70711+2.787111  -.78711+@.707111 ©.70711-8.787111 -2.78711-8.787111 @.78711-8.787111 -2.78711+@.787111 -@.7€711-8.787111 @.78711-.787111 -@.70711-8.7€7111 @.78711+0.787111 -@.78711-8.7€7111 @.78711-€
.70711-8.787111  -0.78711-8.787111 @.78711-8.78711i  e|.7e711+@.7e7111 -£.70711:8.787111 -0.78711-8.787111 ©.78711+8.707111 -0.70711-.7e7111 -2.7@711-8.7€711i -.78711-8.787111 @.7671140.787111 @.78711+
-8.7¢711-8.787111  @.78711+@.787111  -@.7€711-8.787111i -2.78711-8.787111 @.78711+6.787111i -2.78711-8.787111 -@.78711+8.787111 -8.78711-8.7e711i -8.78711-2.78711i -8.78711+8.787111 -8.78711+8.7€711i -2.78]
-2.7€711+€.767111  -2.7871148.787111  -0,78711+8.787111 -€.76711-@.76711i -8.78711+8.707111 -8.78711+e.787111 @.78711#8.707111 e€.76711-€.7e711i ©.78711-8.787111i -8.76711-8.78711i .7871148.787111  @.7711
-2.7€711+6.767111  @.78711+@,787111  -@.7€711-6.767111  -9.7871148.78711i @.7€711-6.77111 -8.7871148.787111i -0,78711+8.787111 ©.7871148.78711i ©.78711+€.7€7111 -e.78711-8.78711i -0.78711-8.78711i @.78711%
8.70711+8.787111  -,78711+@.787111  -@.7€711-8.707111 ©.78711-8.787111 e.7e711-8.787111 e.7e711-8.7e711i -e.7e711+e.787111 e.7e711+@.7e7111 e.7e711+9.7e711i -8.78711-0.7e7111 -8.7e711-2.787111 e.78711+@.
-2.7¢711+8.787111  @.7e711-e.7e7111  e.7e711-8.787111 -@.7e711+e.7e7111 e.7e711+8.787111 e.7@711-e.7e7111  -@.78711+8.787111 -@.78711+0.787111 -.7@711+8.787111 @.78711+0.787111 @.78711-8.787111 @.78711+@.
-2.7€711-6.767111  @.78711+@,787111  @.7e711-8.787111 -8.7e711-e,787111 e.7e711+e.787111 e.7e711-0.7e711i €.7711-8.78711i @.78711-8.787111 9.70711-8.787111 -2,78711-8.787111 -8.70711+8.787111 @.78711+8.7
8.78711+8.787111  @.78711-e.7e7111  @.78711-e.7e7111 -8.78711-e.787111 @.78711+0.787111 8.78711+0.787111 -8.78711-e.787111 -8.78711-8.787111 -e.7e711-8.787111i -e.78711+8.787111 -@.7@711+8.787111 -8.78711-
©.78711-2.787111  -0.78711+8.787111  -@.7e711-8.787111  -8.78711-8.78711i e.7e711-8.787111 e.78711-8.787111 -e.7@711-8.78711i @.78711+8.787111 -8.78711+8.787111 @.76711+8.787111 e@.78711+8.787111 -0.78711-¢
8.78711-8.787111  -0.78711+8.787111  @.78711-8.787111 @.78711-e.787111 -8.78711+8.787111 -0.78711-8.787111 -8.78711+8.787111 @.78711-8.787111 @.78711+8.787111 -0.78711+8.787111 @.78711+8.787111 -0.78711+
©.78711-2.787111  -e.78711-8.787111  -@.7e711-8.787111  -8.78711+8.787111  -8.78711-8.787111  -8.78711+@.7e7111 -8.78711-2.787111 -0.78711+8.787111 e@.78711+2.787111 -e.7e711-8.787111 -e.7e711+8.787111 -a8.7@7
8.78711+8.787111  -0.78711-8.787111  @.78711-8.787111i e@.78711-e.787111 -e.78711-8.787111i @.78711-8.787111i -e.78711+8.787111i -e.78711-8.787111 -e.7@711+8.787111 -8.78711-8.78711i @.78711-8.787111 @.78711+
-8.78711-8.787111  @.78711-8.787111  @.78711+8.787111 -0.78711+8.787111 @.78711-8.787111 @.78711+8.787111 -e.78711+8.787111i e.78711-8.787111 e.78711+e.7e7111 8.78711+8.787111 @.78711+8.787111 -8.78711-8.7
-8.78711+8.787111  -2.78711+8.787111  -8.78711-8.787111  -8.78711+@.787111 @.78711-8.787111 8.78711+8.787111 -8.78711+8.787111 8.78711-8.78711i e.78711+8.787111 e.7e711+8.787111 e.7e711-8.787111 e.78711-@.
-8.78711+8.787111  @.78711+8.787111  @.78711-8.787111 @.78711-e.787111 @.78711+0.787111 -8.78711-8.787111 -8.78711+8.787111i -0.76711+8.787111 -8.78711+8.787111 @.78711-8.787111 -8.78711+8.787111 @.78711+
©.78711-2.787111  @.78711-8.7e7111  -8.78711-8.787111 @.78711+@.787111 -8.78711-8.787111i @.78711+2.787111 @.78711+0.787111 -8.78711+2.787111 @.78711+0.787111 8.78711-8.787111 @.78711+8.787111 @.7e711-8.7¢
8.78711+8.787111  -0.78711+8.787111  -@.78711-8.787111 @.78711-8.787111  @.78711+8.787111 -0.78711-8.787111 @.78711-8.787111i -0.78711+8.787111 -8.78711+8.787111 @.76711+8.787111 @.78711+8.787111 -0.78711+
-8.78711+8.787111  -2.78711+8.787111  @.7e711+8.787111  -8.78711+8.787111  -8.78711-8.7e7111 8.78711-8.787111  -8.78711-8.787111 8.78711+8.787111 @.78711+8.787111 @.76711+8.787111 -8.78711+8.787111 @.78711-¢
8.78711+2.787111  @.78711-@.7e7111  -8.78711-8.787111i e@.78711-e.787111 -e.78711+8.787111i @.78711+@.7@7111 e.78711-e.787111 -8.78711-8.7@7111i e.78711-e.7e7111 -@.78711+@.787111 -e.7e711-8.787111 -@.78711-¢
8.78711+2.787111  @.78711-8.787111  -8.78711-8.787111i -0.78711+8.787111 @.78711-8.787111i -0.78711-8.787111 -8.78711+8.787111 @.78711+8.787111 @.78711+8.787111 -0.78711+8.787111 e@.78711+8.787111 @.78711-8.
-8.76711+8.787111  -8.78711+8.787111  ©.76711+8.787111  .76711-6.787111 -8.78711-8.787111 -8.78711-8.787111 ©.78711+8.787111 ©.78711-8.787111 ©.78711+8.78711i @.78711-8.78711i @.76711-8.787111 -8.78711-8.
8.78711+8.787111  8.78711-8.767111  -8.78711+8.787111  -£.76711+8.787111 ©.78711+6.787111 8.78711+8.787111 -8.78711-8.787111i 8.78711+8.787111 0.76711+8.787111 -8.78711-8.787111 -8.78711+8.787111 -8.78711-€
-8.76711+8.787111  -8.78711+8.787111  ©.76711+8.787111  -8.78711-8.787111  ©.78711-8.787111  -8.78711+8.787111  -0.78711+8.787111 -8.78711-8.76711i ©.78711-8.787111 ©.78711+8.787111 0.78711+8.787111 -8.787114
8.78711+8.787111  -.76711-8.787111  -0.76711-8.707111  -8.78711+8.78711i -0.78711-8.787111  ©.78711+8.78711i -0.78711+8.787111 ©.78711-8.78711i ©.78711+8.787111 ©.76711-8.787111 ©.78711-8.787111  -8.78711+
-8.76711-8.787111  ©.76711-8.787111  -@.76711+2.787111  -8.78711-8.787111 -0.78711-8.787111 ©.78711+8.787111 -0.78711+8.787111 ©.78711-8.787111 ©.78711+2.787111 -8.78711+8.787111 ©.78711+2.787111 @.78711-¢€
8.70711+2.787111  ©.78711+0.767111  ©.76711-6.767111  ©.78711+8.787111 -0.76711+8.767111 ©.76711+8.787111 -0.76711+0.767111 -2.78711+8.787111 0.76711+9.767111 ©.76711+8.787111 ©.78711-8.787111 -8.78711-8.7
-8.76711+2.787111  €.76711+0.787111  @.78711-8.787111 @.78711-8.787111  -8.78711+8.787111 @.78711+8.7@7111 ©.76711-0.787111 ©.76711+8.787111 ©.78711+2.787111 ©.76711+8.767111 ©.78711-8.767111 -8.76711+8.7¢
-8.76711+2.787111  ©.76711+8.787111  -@.76711+2.787111  -8.78711+8.787111 -0.78711-8.787111 ©.78711-8.787111 -0.78711+8.787111 ©.78711+8.787111 -0.78711-8.787111 -8.78711+2.7¢711i ©.78711-8.787111 @.78711-
8.78711-2.787111  @.7e711-8.7e7111  0.78711-2.787111 @.78711+2.787111 @.78711+2.787111 @.7¢711+0.767111 -2.78711-2.787111 @.7¢711-0.787111 -2.78711+8.787111 -9.78711-8.787111 2.78711+2.787111 -8.78711:.7
2.78711-2.787111  @.7e711-@.7e7111  @.78711-0.787111 -2.78711-8.787111  -2.78711-8.787111 -2.78711+0.707111 -@.78711-2.707111 ©.70711+0.707111 -@.78711+2.787111 @.78711-8.787111 -@.7@711+2.787111 -@.78711:
-8.70711-8.707111  €.78711+0.707111  -@.7e711-8.707111 @.78711-8.787111 @.78711-2.787111 @.78711-8.7@7111 -8.78711+0.787111 -2.78711-8.787111 -@.78711:+8.787111 ©.78711-0.787111 -@.7@711+8.787111 -@.78711-
-8.70711+8.707111  €.76711-8.787111  @.78711-8.787111 @.78711-8.7@7111 0.76711-0.787111 ©.78711+8.787111 2.78711+2.787111 -9.78711:8.787111 -0.70711+0.787111 -8.78711-8.787111 @.70711+0.787111 @.78711+0.7
-8.7¢711-8.707111  @.78711-8.787111  @.78711-2.787111 @.78711+@.7@7111 -8.78711+0.787111 @.78711-8.7e7111 -8.78711-2.787111 e.7e711-8.7@7111 -8.78711-8.787111 -2.78711-8.787111 -@.7@711-8.787111 -@.78711-
-2.79711-2.707111  -2.78711+2.727111  -0.70711-8.707111  @.78711+2.727111 @.7@711+2.707111 ©.78711-0.707111 -@.7@711-2.787111 -2.78711-8.727111 @.7@711-2.787111 @.78711-e.787111 -@.7@711-2.787111 -@.7871l:
2.70711-2.787111  @.72711+.7e7111  -2.7@711+0.787111 -2.78711+0.707111 -@.7@711-2.707111 ©.78711+0.707111 -@.7@711+2.707111 -2.78711-8.787111 @.7@711-2.787111 -2.78711-2.787111 @.7@711+2.787111 @.78711+
-2.79711+2.707111  -2.78711-2.727111  -0.70711-8.707111  -2.70711+2.7¢711i  -2.72711-2.7@7111 -2.70711+0.77111 -2.7¢711-0.707111 -2.7@711-2.787111 -2.7711-8.787111 @.7@711-2.787111 @.7¢711-2.707111 @.7871

©.78711+0.787111  -2.70711-2.7¢7111  ©.78711-0.787111 @.78711+2.787111 @.7¢711-2.787111 -2.78711-2.787111 -0.7€711-8.787111i -8.78711+2.78711i @.76711-8.787111 -8.78711-2.7¢711i @.78711-¢

x

-2.70711-0.787111  @.78711-2.7@7111  -2.70711+0.707111  -2.7e711

Figure 119: Generated Input (float)
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2- We take the generated input which is in fixed format to a Python script so it generates a Verilog code
that can be inserted in the testbench as in Figure 120.

[ IFFT_and_CP_top_tb.v 1 I

//test cass 224
SendData(

9 //test case
SendData(

//test cass
SendData(

//test case
SendData(

f/test case
SendData(

test case 989
SendData{

test case 990
SendData {

//test case 991
SendData{

f/test cass 282
SendData(

//test cass 983
SendData(

//test case 994
SendData(

//test case 955
SendData(

test nase 996

Figure 120: Generated Test-bench fragment

3- We also generate the expected output from the IFFT in a text file in floating point format as shown in
Figure 121, here there is no need to generate the fixed format.

) IFFT_expected float - Motepad
File Edit Format View Help

fp.e2sses+e.239281  .834579+8.137731  -e.17678+81  -€.835887+8.892031 ©.P625-8.150891  €.12136+8.8317621 B+R.1767E1  -.825583-2.8712911  @.15889+2.114281  -0.15629+0.262¢331 ©-2.176781  ©.42505-8.80364131

8.836612-8.8366121 -8.815519-8.8414871 -8.838388-8.8883881 ©.1935+8.88429521 -8.38178+81 -8.825834-8.175921 ©.17678-8.176781 ©.17369+8.8984511 -8.21339+8.213391 8.852131+8.8262421 -8.26517-8.8883881 -
-2.825888+0.18751 -8.22218+8.119131 -2.888388-0.265171 -2.13258+8.8588591 -8.8625-8.202671 ©.856141+2.8234551 -2.088388-2.0883881 -8.13258+2.8971791 -2.158893-2.18751 ©.20879028-0.207511 ©.888388-2.288388
2.2625-2.158891 2.15453+2.400161 -2.17678+0.176781 -8.20751-2.8971791 -2.15089+@.239281 2.997179-8.176481 -8.35355+@.176781 ©.823455-2. 154531 -2.2625-2.@258881 2.258859-2.8617761 2+el 2.11913+2,133791
2.888338+0.176781 2.8842952-2.125851 ©.288388+0.176781 2.078019+9.130221 2+9.213391 -9.32334-2.2780191 ©+2.8883881 2.12585-2.388291 2.088388+2.176781 2.932316+9.2374661 ©.26517-@. 176781 ©8.210369+2.333
£.15889-2.86251  ©.846227+0.186691  -P.PEE338-0.8883881  ©.17434+0.128641  .625+0.8258881  -€.17555-.8183961  0.PES38E+P.08833B1  0.14581-0.234681  0.@25838+2.8E251  0.46874+0.186691  -€.B8E3EE+0.265171  0.83
-€.1875-.9258881  ©.16919-9.829531  ©.88E33340.6883881  -2.22218-0.8233551  €.27589+8.114281  -P.PE@EME-2.222181  ©.@88385+@.265171  -€.82953-2.119131 €.1375-0.150891  .16919+0.PE61411  €.2651748.265171 0.88
-8.17678-8.213391 8.842616-8.8875341 -8.888388+81 8.878819+8.111191 -8.21339-8.1251 -8.11119+8.114631 -8.17678-8.265171 ©.12585-8.8426161 -8.17678+8.8366121 -8.256-8.258851 8.26517-8.176781 8.818369-8
-8.21339-8.176781 9.1935-8.8926841 ©.17678+0.08883881 -2.14952+2.8782191 -8.851777+8.2366121 -2.885381+2.215451 -8.26517-8.353551 -8.863354+8.125851 ©.236612-2.176781 -2.18512-9.12871 2+2.8883881 -8.87
-2.9625+2.239281 -2.8036413-2. 195881 -2.288388+01 -8.893238-2. 159681 ©.22411-2. 150891 -2.271291-@.8722831 2.888388-0.176781 ©.26273-0.892031 ©.8525+8.114281 ©.89203-9.195081 ©.888388+2. 176781 8.2334+0
-2.1875+2.8258881 2.24807-2.8566261 -2.288385+0.0883881 -2.918306+8. 305421 -8.15089-2. 364281 2.284747-2.8859551 2.26517+@.0883881 2.10669-0. 10791 2.1875+0.150891 2.e17@98+2, 270011 ©.988388-2.0883881 -
-2.21339+0.8883881  ©.15515+0.8258341  -0.933388+0.8E838%1  0.936258+8.194431 e+el  -0.27795-2.8521311 e.17678+e1  ©.1132-9.1%@@Si  ©.P36612+8.8EE38331  B.1832+8.188351  -P.@E833%-0.883388i  @.19391+0.8787361
-2.B25888+0.86251  -B.BRE7908+E.207511  @-0.176781  0.894262+.8795581  ©.BG25+.150851  0.82953+.111841  -8.17678+01 ©.875232+0.8222471 -0.15889-8.86251 €.22218-8.119131 @-8.176781  @.42e9+0.318571  -0.86
-8.8625-8.364281 8.878883+8.8346791 ©-8.8883881 8.15968-8.186691 -8.899112-8.158891 8.19588+8.121361 ©-8.265171 ©.83203+8.8183861 ©.8625+8.8187231 ©.878883-8.196291 8.17678+8.8883881 -8.871291-8. 18669
-8.851777+8.8366121 ©.12585-2.0250341 -8.35355-8.09883881 8.21545-8.2469811 -9.888388-2.8517771 2.878219+8.8521311 -9.288388+01 -8.992684+8.250851 -8.32178-8.213391 -8.837466-2.188351 2+2.8883881 -8.17
2.925888+0.150891 -9.0844194+0, 281241 -@8.17678+2.8883881 -0.31857+0.8441941 ©.8625-98.239281 -2.844194+0.378221 -2.17678-2.265171 -2.11792+0.8441941 ©.15289+9. 2258881 -2.244194-9.141871 @+8.265171 -0.07
-2.11428+0.114281 2.845382+9.8514771 -2.288388+0.176781 -2.11184-2.2661411 ©.15889+2.0258881 -2.24292+@.186781 2.26517+e1 -2.28751+@.222181 -9.23928+8.239281 -@.18557-2.139871 -2.288388-0.176781 2.e23
-2.21339+0.381781  -£.11115-8.8789191  ©.888385+0i  0.853205+.8633541  ©.851777+8.@8E38B1  -@.256+8.0374661  0.35355-0.8E83881  -0.15295+0.2728691  ©.835612+0.517771 ©.1473-2.0193691  -0.833388+@i  0.830184-8
-2.20267-8.156851  ©.839045-8.892831  ©.@E8338+6.176781  ©.@36413-8.181631  -P.PE25+8.239281  ©.14501-8.159681  0.888383+0.353551  -8.15968+8.174331  -2.32767-0.82588E1  €.17434+.80364131  -p.@ssazEeRl  -2.892
8.8625-8.8258881 -8.22218-8.8735231 ©.17678-8.176781 ©.833888+8.222181 -8.15889-8.239281 8.866141+8.311781 8+8i -8.48855+8.829531 -8.8625-8.158891 ©.8887988-8.264871 8+81 -8.18325-8.88879881 -8.8258
-8.8625-2.8258881 ©.22825-8.133791 -9.238388-2.9883881 2.34718+8.132581 -2.925888-2.26251 8.36355+8.154531 -8.888388+8. 265171 -2.89547+2.132581 2.9625-2.158891 2.936912+0.0971791 ©.088388+9.2883881 e.
2.9625+2.31251 -2.24413-2.117921 2-2.2883881 ©.879598-2.169191 -2.225888+@.150891 2.10154-2.318571 2+9.8883881 8.822247+2. 2808061 -8.8625-@.31251 ©.282515-2.8222471 2-2.2883881 2.31857-8.169191 -e.1
2.21339-2.0517771 -2.885301-2. 148521 e+2.e883881 2.16762-2.175921 2.e51777+@.e883881 -2.12512+2.2999661 -2.088388-0.176781 2.e22801-0.2414071 -2.236612-2.301781 2.17369-2.0728691 2.17678+@.0883881 -e.
£.851777+0.8383881  ©.B98451-8.8183691  -@.35355-9.8883831  .887532-2.276741  ©.21335-.1251  ©.P842952-0.125851  @.26517+1  -@.@46981-9.B352581  ©.39178+8.6EE3831  -9.30334-€.8788191  @.17678-e.888388i  @.258
-2.27589-8.86251  -0.PEE7988+.421941  @-0.176781  ©.2959-0.8588591  -0.818723+0.202671  ©.82953+0.@4215a1 e+l  £.964533-2.8971781  ©.899112+8.86251  0.22218+9.8441541  +8.176781  -8.0398738-8.154531 @.3842
8.125-8.8883881 -8.856872-8.214241 ©.17678+8.8883881 -8.17369-8.8728691 8.836612+8.8517771 ©.8820626-8.166411 -8.888388+81 8.18512+8.8999661 -8.125-8.8883881 -8.884893-8.8569221 8+8.8883881 8.885301-8
-2.11428+0.150891 -8.220823+8.133791 ©.283388+2.8883881 -2.3855-0.28028061 2.925388+8. 114281 ©.832738-2.154531 -2.238383+0.8883881 2.83812+8.169191 -8.23928+9.8258881 -2.864933-0.8971791 -0.038388-2.28838
-2.17678-0.1251 2.9092684-2.8875341 @+2.176781 1@3-8.@521311 -2.288388+0.338391 -2.21545+9.114631 2.088388+9.0883881 -8.3185+2.@258341 -2.17678+0.1251 ©.1207-2.258851 -2.17678+2.176781 -2.084869+0.01
-2.999112-9.2991121 -8.2e58738-0.154531 2.26517+@1 -@.13379-2.257581 ©.23928+0.06251 ©.14846-2.2971791 @.es8388+e1 2.958859-2.88758251 ©.27589+0.275891 -8.33251-2.0588591 -@.0g8388+01 ©.e97179-0.25758
©.8625+0.158391  -.15859-9.892031  €+8.176781  ©.15963-.8859551  -8.15885+8.18751 B.089113-8.159681 @+e.176781  ©.05203-0.8566261  -9.BE25+B.B2588E1  0.B4B7S3+0.@P364131  €.17678+01  -0.871291+8.8493241 -8
£.23528+2.275891  -0.18557+8.111841  @+@.176781 -8.15816-0.829531 -2.158E9+@.239281  -€.14725-8.119131 @+B1 -.26487+8.0087981 ©.11428-2.8991121  ©.845482-8.8234551 -B.17678+B1  ©.31178+6.8661311 -€.825
-8.836612+8.8883881 ©.11119-8.8645631 8-8.176781 8.18512+8.188351 8.17678-8.176781 8.256+8.146591 -8.888388+8.265171 8.885381-8.8521311 ©.21339+8.8883881 -8.1478+8.329731 8+e1 -8.1935+8.8258341 8.17
2.9625+2. 158891 -2.858859-9.2441941 ©.283388+2.8883881 2.0844194-9.286811 2.15883+8.239281 2.13379-8.8441941 ©.26517-2.2883881 ©.244194+2.578151 -8.8625+2.8258881 -8.15453-9.2441941 ©.888388+2.0883881

2.2625+2.158891 -2.16575+2.159681 ©.988388-2.@883881 -2.21783+@.181631 2.15889+2.239281 -2.42685-9.88364131 -8.26517-2.0883881 2.19629-2.174341 -2.8625+2.8255881 2.825588-2.@712911 ©.288388+2. 265171 -
2.11428+9.150891 2.20751-0.0971791 2+2.176781 -8.297179+2.111841 2.999112-2.18751 2.11184-2.0588591 2.35355+@.176781 -8.15453+8,207511 ©.23928+9.0258881 -2.11913+@.133791 2+2.176781 2.13379-2.0234551
£.125-¢.2883381  -.15174+9.125851  -P.PEE338+6.176781 -2.19369-8.8313921  -P.PEE38E+@.176781  -2.22891+0.873191 -8.17678-8.8883821 ©.P37366-8.8498981  -€.125-9.@833881  ©.e11578-9.8374661 e.26517+B1 -e.8
©.8625+0.0253881  -0.15968+8.1@6691  @+RL  -.18163-2.121361 ©.32767-2.135721  ©.8B36413-8.183861  ©.17678+B.176781 ©.17334-8.8346791 -0.0625+6.158891  ©.71291+0.186591 @@l  €.14501-8.217831  €.2026748.4
8.825888+8.86251 -8.1524-8.8493441 e+81 -8.18669-8.385421 8.8625+8.8258881 8.14622+8.8566261 -8.17678-8.176781 8.818306+8. 18791 ©.15889-8.86251 -8.11277+8.8859551 -8.17678+8.176781 -8.18669-8.289751

2-2.8883881 ©.32384-8.88530211 ©.17678+8.265171 -2.12585-2.8252341 2.26517+8.301781 -8.832316-2.105121 -9.888388+@.353551 -8.918369-8.2155191 ©-2.2883881 -2.898451+0.173691 2-9.8383881 8.837466-2.18835
2.9625+2.06251 -@.15453-2.186781 2.26517+0.176781 -2.13258+0.8661411 ©.15289+2.158891 -2.297179+0.139871 -@.26517+2.353551 -2.13258-0.222181 -8.2625-8.@6251 -@.858859+2. 275161 -2.@88388-0.176781 -2.13
-2.925888+0.18751 2.866141+@. 257581 -2.288385+0.0883881 -2.14846+@. 02150831 -2.2625+2.150891 2.2087928+2.02758251 -2.288388-2. 0883881 2.0858738+0,38551 -2.15289-8.18751 -8.82953+8.257581 -8.26517-9.0883
e-8.301781  .15174-8.281891  ©.17678+81  ©.20382+8.8984511  -9.e82385-0.161611  ©.22891-9.8B3@E91  ©.BEE385+@.@8E3881  0.00BES436+.8323161 B-8.@517771  -€.811578+8.8157271 e+l  ©.13537-8.303341  -P.@8833E
©.15689-2.86251  -.8835413-8.174341  -p.@83338-0.8EE3821  ©.32908-9.248971  ©.3125+8.82588%1  -.871251+0.131631  ©.9E8338+0.8233881  -€.854917-8,186421  B.P25838+6.@E251  B.P9293-9.e358451  -.e83388-.BE38EL
-8.17678+8.8883881 -8.818369-8.161261 -8.888388-8.176781 8.18835+8.8757861 -8.888388+8.1251 -8.12585-8.151741 8+8.8883881 -8.852131-8.8286681 -8.17678+8.8883881 -8.878819-8.228911 -8.26517+8. 176781 8.
-8.42678-0.09366121 -8.825834-2.31851 ©.17678+2.0883881 2.17369-8.8521311 -8.088388+8. 176781 ©.852131+2.21031 -2.288388+01 -8.18512+8.8250341 ©.873223+2.213391 -2.18835-2.8198841 2+0.8883881 -8.885381+
-2.988388-8.176781 ©.18835-9.@374661 -@.@88388-8.353551 2.11463+9.28311 2-8.213391 2.215519+9.2103691 ©+2.2883881 -2.887534+0.8706371 -9.238388-2. 176781 ©.925034+2.125851 -8.26517+81 2.946981-9. 246491
-2.088388-9.213391 -2.910369+2.0521311 -2.988388-0. 2883881 -2.15174+.221531 -2.125-2.301781 -2.12585-2.188351 2.17678+@.176781 -2.1612¢ .22061 -2.988388+0. 2366121 -2.278019-2.9155191 -9.888388-0.26517
©.17678-2.213391  ©.8ES301+8.236191  P+p.@833381  -0.@842952-8.P875341  -B.@36612-2.1251

©.18512+8.1311  ©.888388-8.176781  -9.898451+8.8463811 8.17678+0.8366121  -8.17369-9.8228811 @-8.8883881
-8.15889-0.18751 -8.858859+8. 488551 -8.26517-8.265171  -8.11913-0.133791  2.8625+8.8258881  ©.13379-9.882@881  -9.@88383+0.0883881  @.11184+8.85288591 8.825888+8. 18751  -8.15453+8.8266131
-8.23922-0.86251  ©.84419449.8454821  B-8.265171  9.866141+8.119131  -8.15889+0.8991121  ©.844194.8.242921  B+8.265171  -.22218-8.111241 -0.11428+8.BE251  ©.844194-8.185571

-8.832316-8.2
.883388-9.8883881
-9.35355+0,0883881  -B.82953-8.2875

Figure 121: Expected Output (float)
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4- Then we write a testbench which generates the output data when valid is high in a text file, which for
sure in fixed format as we deal with a digital system, then this file is passed to a MATLAB script to

convert it to a floating format.

5- Eventually, we pass the file which generated from the testbench (generated output file) and the
expected file which is generated from MATLAB (expected output file) and compare them to see the
final results. (We will present the results at the end of this section).

Waveforms

Figure 122 below shows that “EN” is activated then input data are read by the IFFT, at the same time the
2" puffer is extracting the data (as discussed before).

The “valid” signal is activated with the beginning of the OFDM symbol.

The highlighted samples are the cyclic prefix which is 9 cycles (1 cycle for x(14) and 8 cycles for x(15))
then the data are extracted in arranged sequence from x(0) to x(15).

87.240000 us

4 n_rst_tb

4 En_ib

8 valid_tb

Figure 122: IFFT output to clarify the CP

Figure 123 below shows that the cyclic prefix duration is 4.69s as stated in the standard.

Q W @ @ X « K M * 2 e

9z 94 us 96 us 100 us 102 us 10

-.4 ESETEL ‘-----.

s e e e e e s

Figure 123: CP duration
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Figure 124 shows the OFDM symbol duration is 71.3 which is expected as we operate the system with
frequency 1.92MHz and extract the output in 137 cycles.

155.800000 us

0 us 1. 140 us 1
i (A A A

4 n_rst_to

[ [ [ 0 |

Figure 124: IFFT output to clarify the OFDM duration

Figure 125 shows the “Data_out” is extracted without any bubbles (in continues manner), first 9 cycles
are the cyclic prefix while the last 128 cycles are the useful data, each is extracted in 8 cycles.

o i R R 680 u
Emp_ltr‘wftb[i:'] 0]
ata_out_tb[31:0]

Figure 125: IFFT output to clarify the continuity of the output

Figure 126 shows IFFT operation for 20 OFDM symbols.

Also a “stop” signal is activated at the end of the last OFDM symbol, and it’s shown that when the
OFDM symbol completely extracted the valid signal is deactivated.

1,55% 44UUUU us

& n_rst_tb
4 En_tb

& stop_tb

> W Data_in_tb[31:0]
ut_tb[31:0]

e valid_tb

Figure 126: IFFT output for 20 OFDM symbols



Results

And finally the comparison file, as we see the expected output is nearly equals the generated output, they
are not exactly equal each other’s due to two reasons:

1- Quantization error as we only represent the data in 16 bits (for either real part or imaginary part).

2- Truncation of multiplication output which is expected to be 32 bits as we multiply 16 bits with each
other, but we have a limited RAMSs with 16 bits width, which force us to truncate the data to be 16 bits.

If we increase the length of the represented data bits we will consume more power as larger multiplier and
adders are needed and also we will need more area as the RAMSs will be wider, but our goal from the
beginning is to get the minimum power and area as possible.

“] final_output - Notepad - X
File Edit Format View Help

OFDM %8
Generated_Output: -8.17676-8.213871 9.841992-8.8878911 -9.888367  €.877148+8.118351 -9.21387-8.1251  -8.11133+8.114261 -8.17676-8.265631 @.125-8.8429691 -8.17676+8.8361331 -@.25684-8.258981 @.26465-8.176761
Expected Output: -8.17678-8.213391  9.842616-8.8875341 -9.888388+01  9.878019+2.111191  -2.21339-2.1251  -8.11119+8.114631 -B.17678-8.265171  8.12505-8.8426161 -B.17678+2.8366121 -2.256-8.250851 0.26517-0.17

OFDM #3
Generated_Output: -8.21387-8.176761 @.19336-8.8927731  @.17676+2.8878911  -0.14863+8.8771481 -0.852734+8.8361331 -0.885938+.214841 -@.26563-8.353521 -@.863477+8.1251 @.836133-8.176761 -0.18547-8.121891 e+
Expected_output: -8.21339-8,176781  9.1935-8.8926241  @.17672+8.8223881  -9.14852+8.8728191  -8.851777+8.8366121  -8,.8E5381+8,.215451  -8,.26517-8,353551  -B.8E3354+8.125851 @.836612-8.176781  -9.18512-8.12871 e+

OFDM #18
Generated_Output: -9.8625+48.239261  -9.8839063-8.195311  -9.888367  -8.89375-8.16@161 9.22363-2.151371  -8.872266-2.8783131 @.887891-2.176761 0.2627-8.8927731 @.@625+D.114261 @.891797-8.195311  0.887891+0.1767
Expected Output: -e.e@625+8,239281 -8,8836413-8, 195881 -8.883388+81  -9.693238-0,159681  @.22411-€.156891 -@.871291-8.87@@831 ©.EE388-,176781 @.26273-8.892031 ©.8625+8.114281 ©.89203-0.195881  .08B833E+A.

OFDM #11
Generated_Output: -8.1875+8.8253911 @.24385-8.8576171 -8.@8BB67+2.8878911  -8.@18555+8.384691 -8.15137-8.364261 ©.983934-8.8859381  @.26465+8.8878911 ©.1B645-9.18341 @.1875+8,1583%1 @.@16602+9.269531 @.8E7R
Expected_Output: -8.1875+2.8258881  9.24887-8.8566261 -9,028328+0,0283881  -9.918386+0,305421  -9,15829-8,364281  ©.884747-8.8859551  8,26517+8.8223881  ©.18669-8.18791  8.1875+8.158891  ©.817898+0.270011 @.88%

OFDH #12
Generated_output: -8.21387+2.8878911  8.1543+8.8244141 -2.8EEE67+8.8878911 @.835156+8.193361 @-8.88@976561 -8.27832-8.8527341 @.17676 @.11328-8.188661  ©.836133+8.B878911 @.18262+8.18751 -0.BEBB67-0.88B8671
Expected_output: -8.21339+8,8283881  @,15512+8.8258341 -8,822328+8,8283881  9.936252+8,194431 e@+8l -8.27795-8.8521311 @.17672+81  8.11342-8.128851 ©.836612+8.8223221 ©.1832+8.188351 -9.@22322-9.8223281 @

OFDH #13
cenergted_Output: -9.826367+48.8615231  -9.8887891+48.287831  @-0.176761  @.89375+2.8791821  @.861523+2.158391  ©.829297+8.111331 -8.17676 ©.875195+2.8214841 -8.15137-8.86251 @.22168-8.128121 @-8.176761 0.4199
Expected_output: -8.825888+8.86251 -8.8087988+8.287511  @-8.176781 9.894262+8.8795981 @.8625+8.158891 ©.82953+8.111841 -@.17678+B1 @.875232+8.8222471 -@.15@89-8.86251 ©.22218-8.119131 9-2.176781 9.4289

OFDM #14
Generated_output: -8.8625-8.364261 @.869336+8.834181 @-2.88BB671 6.15918-8.187421 -0.699689-8.151371 @.19434+8.121891 ©-8.265631 ©.091797+2.8175781 @.@625+8.8187421 @.869336-8.196291 0.17676+0.8878911 -
Expected Output: -2.8625-2.364281  2.978083+0.8346791  @-0.8883881  @.15963-8.186691 -9.899112-9.158891 @.19588+42.121361 @-8.265171 @.09203+2.0183861 ©.8625+D.8187231 @.078083-8.196291  0.17678+0.0883881

OFDM #15
cenergted_output: -8.852734+8.8361331  @.125-9.8253911  -9.35352-9.8888671  ©.21484-9.8478521  -9.888867-9.8527341  ©.877148+8.8517581  -9.@88867 -9.892773+.251 -9.30176-8.213871  -9.e33086-0.188481  e+p.@87891i
Expected_output: -e.851777+8.8366121  @.12585-8.8258341 -8.35355-0.8883881  @.21545-8.8469811  -8.888388-8.8517771 ©.878819+8.8521311 -9.8EE383+B1  -@.892634+9.258851 -B.30178-8.213391 -0.837466-0.188351 e+

OFDH #1&
Generated_Output: @.925391+2.158391  -9.844922+48.281251  -9.17676+2.0878911  -2.31152+2.8439451  @.861523-8.239261  -0.844922+8.377931 -@.17676-8.265631 -0.11816+2.8439451 0.15039+2.8253911 -0.944922-0.18161 @
Expected_output: @.825888+8.158891 -8.844194+8, 281241 -8.17678+2.8883881  -9.31857+9.8441941  9.8625-8.239281 -8.844194+8.378221 -8.17678-8.265171 -8.11792+8.8441941 ©.15889+8.8258881 -0.844194-8.141871 @

OFDM #17
Generated_Output: -8.11426+8.114261  ©.844922+8.8587811  -9.88BB67+8.176761  -8.1123-8.8664861 ©.15839+8.8253911 -8.24316+2.186521 @.26465 -8.20801+8.221681 -@.23926+9,238281 -@.1B555-8.148631 -0.88BE67-0.17
Expected_oOutput: -8.11428+48,114281  9,845482+40,8514771 -9.888388+2,176781  -9.11184-0.8661411  @.15089+2.8258881  -9.24292+9.186781 @.26517+@1 -2.20751+2,222181 -8.23928+8.239281 -@.18557-0.139871 -0.888388

OFDH #18
cenergted_output: -8.21387+8.301761  -9.11133-9.8781251 @.887891 @.857617+2.86251 @.851758+2.8878911  -9.25684+8.8371891 ©.35352-9.8888671  -0.15332+0.8722661  ©.836133+8.8517581  @.14746-8.0107421  -0.@88867
Expected_output: -@.21339+8.301781 -8,11119-8.8788191  @.888388+81 @.858285+8.8633541 @.851777+0.8883881 -@.256+8.8374661  @,35355-8.8883881 -@.15295+8.8728691 ©.836612+8.8517771 @.1478-0.8183691 -0.88838
OFDH #13

cenergted_output: -9.28313-8.151371  @.839963-9.8927731  9.887891+42.176761  9.8929297-9.182621  -9.8625+42,238281  ©.14453-8.168161  ©.88789148.353521  -0.16816+8.173831 -0.32813-8.8263671  ©.17383+0.00292971 -0.0
expected_output: -e.28267-2.158891  @.939845-9.892031  9.828388+0.176781  9.8036413-9.181631  -9.8625+8,239281  ©.14581-8,159681  ©.888388+8,353551  -.15968+8.174341  -8.32767-8.8258881  @.17434+0.00364131 -0.0

Figure 127: Final Comparison File
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4.7.8. Fraction bits number determination

Real numbers can be represented in digital systems by two representation:

1) Floating-point representation: The floating-point representation breaks the number into two
parts, the left-hand side is a signed, fixed-point number known as a mantissa and the right-hand
side of the number is known as the exponent.

Mantissa  26xponent

It’s a complex representation which need a complex units to deal with to get very accurate results, which
will lead to consumption of more power and increasing in area, while our target in NB-10T is to achieve
minimum power and area with a good performance.

2) Fixed-point representation: Fixed-point numbers having decimal points at the right end of the
number are treated as integers because the fixed-point numbers having decimal points at the left
end of the number are treated as fractions.

We can represent these numbers using:

« Signed representation: range from -(2*-1) to (2V-1), for k bits.
e 1’s complement representation: range from -(2%1-1) to (2-1), for k bits.
e 2’s complementation representation: range from -(2&b) to (2®Y-1), for k bits.

2’s complementation representation is preferred in computer system because of unambiguous property and
easier for arithmetic operations.

In this thesis we work with 2’s complementation representation (fixed-point).

To know how number will represent either the integer bits or the fraction bits, we should now first the
range of numbers which we deal with, which will be constrained by the IFFT output.

We generate random QPSK symbols and apply IFFT operation using MATLAB to determine the ranges
of IFFT output, we get that the number ranges is between -0.65 and +0.65, by putting some margin we will
assume that the range is between -0.7 and +0.7.

Since, IFFT equationis X = %ZZ;& x,e/2Tkn/N . the pre-mentioned range is determined after divide the

summation by N, so before this division the range was -0.7*N and +0.7*N which is -11.2 and +11.2, hence
this range will appear in the intermediate values in the butterfly unit, so at least we must allocate 5-bit for
integer to fit this range.
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Absloute error

By taking the range £0.7, we run a MATLAB script to calculate the error due to quantization, to
determine the fraction bits according to the error.

102

16712

T T T T T T T

—— 32-bitword| |

X:11
" Y:0.0001224 ]
- ]

1 1 1 1 1 1 1
o 5 10 15 20 25 30
Fraction length

Figure 128: Quantization error vs Fraction length

To calculate this error, we generate range of numbers between -0.7 and 0.7, then re-represent these

numbers using a 32-bit word with different fraction length as shown in Figure 128.

Then we get the error due to the quantization and get the mean of error at each fraction length, then plot
the above curve.

We noted that the error is decreased exponentially with the fraction bits, and we will get more accurate

result as we increase the number of bits to represent the fraction part, but on the other hand we will
consume more power and more area, while our target in NB-10T is low power and area, so we assumed
that 11 bits is sufficient to represent the fraction part, which corresponds to a mean error of 0.0001224, so
the total bits to represent our real number are 16 bits in fixed-point representation
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4.7.9. Synthesis Results

Avrea report in Figure 129, Report separates the area of combinational and sequential logics, also the
interconnect area (wiring area) which has the biggest share.

Total cell area is also reported which include sequential and combinational logics area.

Report : area

Design : ifft cp_top

Version: K-2015.06

Date : Sat Jul & 23:05:20 zoz2z

Likbrary(s) Used:

scmetro_tsmc_cl0l3g rvt_tt_lp2v 25c (File: /home/IC/tsmc_fb cl0l3g sc/aci/sc-m/synopsys/scmetro_tsmc cl0l3g_rvt_tt_lp2v 25c.db)

Number of ports: 3054
Humber of nets: 12546
Humber of cells: 8813
Number of combinational cells: 6879
Humber of seguential cells: 1889
Numker of macros/black boxes: Q
Number of buf/inv: 1282
Humber of references: 3
Combinational area: 83038.543431
Buf/Inv area: 9458.31462¢6
Noncombinational area: 48301.181025
Macro/Black Box area: 0.000000
Net Interconnect area: 3573375.72z2412
Total cell area: 131339.724455
Total area: 3704715.446867

1
Figure 129: Area report of IFFT & CP

As shown in Figure 130, the timing of the design is met with too large slack, which indicates that the
design may operate at a higher frequency, but we are constrained to this frequency to achieve standard
specification.

clock CLE (rise edge) 520.00 520.00
clock network delay (ideal) Q.00 520.00
clock uncertainty -5.20 514.80
CPIEFlIHEHDRY_Ieg[E][lE]fEK (DFFROXZM) 0.00 £14.80 r
library setup time 0.26 515.08
data regquired time 515.08
data regquired time 515.08
data arrival time -27.51
glack (MET) 487.55

Figure 130: Timing_max (setup time) report of IFFT & CP
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Switching power is caused by the charging and discharging of the load capacitance in the circuit when the
circuit output switches from high to low and from low to high during the normal operation of CMOS

gates, where Pswitching = % x CLVDDZf

Internal power is power dissipated within the boundary of a cell. During switching, a circuit dissipates
internal power by the charging or discharging of any existing capacitances internal to the cell. Internal
power includes power dissipated by a momentary short circuit between the P and N transistors of a gate,
called short-circuit power.

Leakage power is considered a static power which is defined as the power consumption due to constant
current from Vpp to GND in the absence of switching activity.

Internal Switching Leakage Total

Power Group Power Power Power Bower [ % } Attrs
io pad 0.0000 0.0000 0.0000 0.0000 ( 0.00%)

MEMOTY 0.0000 0.0000 0.0000 0.0000 (  0.00%)

black box 0.0000 0.0000 0.0000 0.0000 ( 0.00%)

clock network 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
register 0.7816 2.0268e-03 1.0186e+407 0,7938 ( 92.56%)
sequential 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
combinational 6.9938e-03 3.4376e-02 2.2401e407 6.3771e-02 [ 7.44%)

Total 0.738¢ mW 3.6403e-02 mW 3.2587e+07 pW 0,357 mW

Figure 131: Power report of IFFT & CP
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RAM

Chapter Five

5. System Integration

In this chapter we will discuss briefly the NB-10T integrated transmitter results.

We integrated the system in a hierarchical approach, where each 2 successive blocks are
combined in a top level and so on till we reach the state that we had two halves of the chain,
upper layer register file, and the controller.

The final step was to integrate the system as shown in the figure below, which took a lot of time
to achieve the standard specs.

Upper Layer Register File

a R g E
i CRC d pre REM &
& Encoder N Scrambler Modulator IFFT&cP =
L J . o
Control Status

Finite State Machine

Figure 132: Illustrative Diagram of our integration approach
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5.1.

clk

NB-1oT LTE Transmitter TOP LEVEL

tbs mac mmti mac nf mac ns mac n cell 1d mac

rst n

w

start top

L 4

ram_write_en

-

L

ram data in

-

>

ram_write addr

-

L

data out

NB-10OT LTE Transmitter
Top level

data out valid

Figure 133: NB-IoT Tx Top Level

5.2. Top Level Interface Table
Port Type | Width Description
clk Input | 1bit | System clock
rst_n Input | 1bit | Active Low Asynchronous Chip reset
start_top Input | 1bit | Interface Signal that starts or enables the chip
ram write_en | Input | 1bit | Write enable to write the upper layer data into the RAM
ram_data_in Input | 32 bits | Data written into the RAM from the upper layer
ram_write_addr | Input | 7 bits | Address of data RAM from the upper layer
ths_mac Input | 12 bits | Transport Block Size, its maximum value is 2536
rnti_mac Input | 16 bits | Radio Network Temporary ID given from upper layer.
nf_mac Input | 10 bits | First system frame number given from upper layer.
ns_mac Input | 5bits | First slot number given from upper layer.
n_cell id mac | Input | 9 bits | Physical layer cell identity given from upper layer.
data_out Output | 32 bits | Output | & Q symbols from the Transmitter chain
data_out_valid | Output | 1 bit | Valid output, asserted high with the output symbols

Table 17: Top Level Interface Table
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Detailed NB-1oT LTE Transmitter Chain

REGISTER FILE

UPPER LAYER PARAMETERS

6 Addr write P_S_en ? -
s | - i
2 el & 3
RAM Data_out S 9]
write_en_mac 128%32 P/S % s
@
—> 32 2 ;\ I
data EOEOE
CRC valid l T T o
— CRC en y Encoder_initia] y outl - A S Y ¥V oserout
. — - Ll
32 ) data in . — 0 ’
MUX CRC CRC »|  Encoder Scrambler
TBS E— m valid ser_valid
b1 Mem_elem Encoder valid -
— —
32
=1
Pt : i
data_mac 2 J -
AddSb0 | g # scr_en
g0 |« TBS Encoder en A -
g| #
symbol_out mod 1
data out — < - mod en
It en . < -
- mod_q
FFT+CP & I[gt ST:;’ « Modulator g
e . mod data in
ali - d valid - cata
Ifft valid iRt valid . < mod_vali <
lll AAAA
'g - gl
T -] Flojd|E
B2 P B R B . & g MEEE
I Bl g §| = | 2| =] & g7 4 ] 1 o1 5]
5 - b} ol Bl I A :\ & :‘ =
2 8l gl E| g o & gl el % B2 g g|~|8|8
L5} E = Rl g
SYSTEM FSM
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Figure 134: Detailed Architecture




System’s Finite State Machine

5.4.

Transmitter Chain
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100



5.5. Simulation Results

First, we integrated the MATLAB functions of the whole chain by generating an input stream
inside the RAM which then interfaces with the P/S to propagate through the whole chain.

The generated output from the RTL is verified using the integrated MATLAB expected output they
are almost identical.

_W final_out file.txt - Notepad - X

File Edit Format View Help
benerated_Output:e.15639—@.151371 -0.02343840,164061 0-0.0888671 0.021484-0.208011 -0.062540.0615231 0.20703-0.105471 -0.17676-0.265631 0.31055+0.0234381 0.025391-0.0263671 0.11133 A
Expected Qutput :0.15087-0,150871 -0.023453+0,164811 0-0.0883791 0.022245-0.207491 -0.062493+0.0624931 0.20749-0.104451 -0.17676-0.265141 0.31053+0.0234531 0.025886-0.0258861 0,111

Generated Output:-0.026367+0.238281 0.38477+0.0439451 -0.35352+0,353521 -0.16992-0.0302731 0.061523-0.0263671 0.00097656+0.0439451 -0.17676+0.176761 0.080078+0,00878911 -0.15137+0.1
Expected Qutput :-0.025886+0,239251 0.38546+0,0441801 -0.35352+40.353521 -0.16918-0.0295261 0.062493-0.0258861 0.0015081+0.0441891 -0.17676+0.176761 ©.080797+0.00878981 -0,15087+0.11

Generated Output:-0.099609+0,186521 0.052734-0.107421 -0.088867-0.0888671 0.12695-0.180661 0.061523+0.0253911 -0.033203+0.0175781 0.087891-0.265631 -0.09375-0.0175781 0.27539-0.1875
Expected Qutput :-0.099101+0,187481 ©.053703-0.106681 -0.088379-0.0883791 0.12742-0.18041 0.062493+0.0258861 -0.032967+0.0183041 0.088379-0,265141 -0.093228-0.0170961 @.27586-0.1874

Generated Output:0.087891+0.124021 -0.11523+0.0224611 0+0.0878911 -0.18848-0.339841 0.17578-0.0888671 0.25+0.166991 -0.26563-0.176761 0.051758+0.0253911 0.087891-0.1251 -0.047852-0
Expected Qutput :0.088379+0.124991 -0.11462+0.0227991 0+0.0883791 -0.18833-0.339211 0.17676-0.0883791 0.25083+0.16761 -0.26514-0.176761 0.052125+0,0262391 0.088379-0.124991 -0.0469

Generated Output:-0.026367+0,150391 -0.018555+0.411131 -0.088867-0.176761 -0.1084+0,0488281 @.11426-0.06251 0.10645+0.151371 -0.088867-0.176761 0.20898+0.269531 -0.15137+0.0253911
Expected Output :-.025886+0.150871 -0.018304+0.411341 -0.088379-0.176761 -0.10789+0.0493381 0.11426-0.0624931 0.10668+0.152381 -0.088379-0.176761 0.20972+0.269991 -0.15087+0.025886

Generated Output:-0.0625+0,275391 0.18945+0.15431 -0.17676+0.176761 -0.13477-0.0449221 0.025391-0.06251 0.1709+0.096681 -0.17676 @.058594-0.0449221 0.0625-0.0996891 0.32422+0.05859
Expected Qutput :-0.062493+0,275861 ©.18991+0,154511 -0.17676+0.176761 -0.13378-0.0441891 0.025886-0.0624931 0.17088+0.0971691 -0.17676+01 0.058852-0.0441891 0.062493-0.0991011 @.3

Generated Output:-0.0625-0.0263671 -0.097656-0.208011 0.17676-0.176761 @.14941+0.15431 -0.099609-0.06251 -0.€5957-0.11231 0-0.176761 @.26465-0.133791 0.0625-0.151371 @.13281+0.1191
Expected Qutput :-0.062493-0,0258861 -0.097169-0.207491 0.17676-0.176761 0.15015+0.154511 -0.099101-0.0624931 -0.058852-0.111831 0-0.176761 0.26484-0,133781 0.062493-0.150871 0.133

Generated Output:0.051758 -0.052734-0.0107421 0.17676+0,176761 -0.03125+0.0244141 -0.21387-0.0371091 ©.1875-0.125981 0.26465+0.0878911 -0.24219+0.0156251 @.30176 0.014648-0,0781251
Expected OQutput :0.851771+01 -0.052125-0.0103681 0.17676+0.176761 -0.03018+0.0250311 -0.21337-0.0366081 ©0.18833-0.125841 0.26514+0.0883791 -0.24131+0.0155171 0.30174+01 @.815517-0

Generated Output:-0.23926-0.115231 0.16699-0.145511 -0.088867-0.176761 0.10645-0.00390631 -0.026367+0.0253911 0,13867-0.17481 -0.088867+0.176761 -0.018555+0.159181 -0.11426-0,239261
Expected Output :-0.23925-0.114261 0.16694-8.1451 -0.088379-0.176761 0.10668-0.00364091 -0.025886+0.0258861 0.13893-0.174331 -0.088379+0.176761 -0.018304+0,159661 -0.11426-0,239251

Generated Output:0.30176-0.426761 -0.010742+0.161131 0.087891+0.0878911 -0.084961+0.1251 0.036133-0.0371091 -0,12598+0,151371 @ 0.0019531+0.00976561 0.051758+0.0722661 -0.07812540
Expected Qutput :0.30174-0.426731 -0.010368+0,161241 0.083379+0.0883791 -0.084084+0.125841 0.036603-0.0366081 -0.12584+0,151731 0+01 0.0020624+0.0103681 0.051771+0.6732151 -0.07801

Generated Output:0.15039+0.150391 0.0068350-0.059571 0-0.0888671 -0.0097656+0.0302731 0.18652-0.239261 0.25684+0.132811 -0.17676+9.264651 -0.066406-0.201171 0.025391+0.0253911 0.00
Expected Qutput :0.15087+0,150871 ©.0675817-0,0588521 0-0.0883791 -0.0087898+0.0307351 0.18748-0.239251 0.25756+0.133781 -0.17676+0.265141 -0.066134-0.200211 0.025886+0.0258861 0.0

Generated Output:-0.088867+0.0878911 0.014643-0.173831 0.17676 -0.044922+0.0244141 0,12402+0.176761 0.024414-0,194341 -0.088867+0.0878911 0.39746+0.0156251 -0.088867+0.0878911 -0.0
Expected Qutput :-0.088379+0.0883791 0.015517-0.173671 0.17676+01 -0.044744+0.0250311 0.12499+0.176761 @.025031-0.193481 -0.088379+0.0883791 0,39733+0.0155171 -0.088379+0,0883791 -

Generated Output:-.28711 ©.21387-0.100591 @.087891 0.072266+0.222661 -0.17676-0.0888671 0.16602+0,0722661 0-0.0888671 -0.10059-0.0742191 0.46289 0.050781+0.0634771 0.087891+0.176
Expected Qutput :-0.28658+01 0.21422-0.0999551 0.088379+01 0.072862+0.223731 -0.17676-0.0883791 0.16639+0.0728621 ©-0.0383791 -0.099955-0.074071 0.46334+01 0.050917+0.0633481 0.08

Generated Output:-.21387+0.0361331 -0.052734-.122071 0.087891+0.0878911 -0.12695-0.0332031 -0.125-0.000976561 0.1875+0,107421 -0.17676-0.176761 -0.010742+0.303711 @.036133-0.21387
Expected Qutput :-0.21337+0.0366081 -0.052125-8.12191 0.038379+0.0883791 -0.12584-0.0323131 -0.12499+01 0.18833+0.108261 -0.17676-0.176761 -0.010363+0.303811 0.036608-0.213371 0.01

Figure 138: Generated & Expected final output

101



Also, we make sure that the NB-synch signals are mapped successfully in the integration step,
where the NPSS occupies 11 OFDM symbols and the rest are assumed to be zeros.

;\ final_out file.txt - Notepad - X
File Edit Format View Help

Generated Output:-0.11426-0.06251 0.17383-0.8537111 0.26465-0.176761 0.016602+0.173831 0.15039+0.0986331 -0.18164+0.0322271 0.087891-0.176761 0.083984+0.144531 -0.23926+0.0615231 @ A
Expected Output :-0.11426-8.0624931 0.17433-0.0537031 0.26514-8.176761 0.017096+9.174331 ©.1508740.0991011 -0.18161+0.0329671 0.088379-0.176761 0.084738+0.1451 -0.2392540.0624931 @

Generated Output:0.11426-0.06251 0.11133-0.0224611 ©+0.0878911 0.22852-0.0449221 -0,15137+0.0986331 -0.12012-0.0800781 0.35352-0.0888671 -0.29004-0.0449221 0.23926+9.06251 -0.02343
Expected Output :0.11426-0.0624931 0.11183-0.0222451 0+0.0883791 0.22944-0,0441891 -0.15087+0.0991011 -0.11911-0.0795891 ©.35352-0.0883791 -0.2898-0.0441891 0.23925+0.0624931 -0.02

Generated Output:-0.27637-0.0263671 0,079102-0.296881 0.35352+0.0878911 -0,24512-0,0976561 0.061523+0,0615231 0.,11719-0.20021 -0.17676-0,0888671 0,23633-0,155271 0.098633-0,151371
Expected_Output :-0.27586-0.0258861 0.079589-0.295871 0.35352+0.0883791 -0.2441-0.0971691 0.062493+0.0624931 ©.11791-0.200211 -0.17676-0.0883791 0.23682-0,154511 ©.099101-0.150871

Generated Output:-0.27637+0,0253911 0.14648-9.132811 0.087891 -0.24512-0.0976561 ©,18652-0,115231 -0.045898-0.132811 0.087891-0.176761 ©.23633-0,155271 0.098633+0,150391 0.24219-0,
Expected Output :-0.27586+0.0258861 0.14723-0.132571 0.088379+01 -0.2441-0,0971691 0.18748-0.114261 -0.045398-0,132571 0.088379-0.176761 0.23682-0.154511 0.099101+0.150871 0.24289-

Generated Output:-0.0625-0.0107421 -0.14746-0.11231 0.26465+0.176761 -0.16992+40.096681 -0.15137-8.0996091 0.044922+0.119141 0.087891-0.176761 0.080078+0.15431 0.0625+0.363281 -0.24
Expected Output :-0,062493-0.0107221 -0,14723-0,111831 0.26514+0,176761 -0,16918+0,0971691 -0.15087-0,0991011 0,045398+0.119111 ©.088379-0,176761 0,080797+0.154511 0.062493+0,364241

Generated Output:0.051758+0.124621 0.12012-0.194341 0.17676 -0.079102-0.0751951 0.21289-0.0888671 0.17871+0.0849611 -0.088867+0.0878911 -0.12508-0.17091 0.30078-0.1251 0.091797+0.1
Expected Output :0.051771+0.124991 0.12069-0.193481 0.17676+01 -0.078011-0.074571 0.21337-0.0883791 0.17882+0.0852921 -0.088379+0.0883791 -0.12584-0.170751 0.30174-0.124991 0.09267

Generated Output:e @ © © @ @ @ @ @ 0 0 0 @ 0 0 @ 0 0
Expected Qutput :0 @ @ 0 @ @ 8 0 ©

Generated Output:0 @ © © 6 @ 0 6 @ 0 0 0 @ 0 0 @ @ O
Expected Output :0 @ @ @ @ @ @ 0 @ @ 0 6 @ 0 0 0 @ @

Generated Output:@ @ @ @ @ @ 0 0 @
Expected Qutput :0 @ @ @ @ @ 0 9 @ @ 0 @ @ 0 0 0 0 @

Generated Output:-0.23828+0.0136721 0,25781-0,00878911 -0,010742+0.0322271 -0,09082-0,177731 0.2373+0,0742191 0,19629+0.129881 -0,19141+0,156251 -0.06445310,0429691 -0.056641+0,0478
Expected Output :-0.23739+0.0138041 0.2586-0.00859221 -0.0098267+0.0326541 -0.090252-0.176941 0.23739+0.0745851 0.19653+0.130631 -0.19061+0.156681 -0.063771+0.0430761 -0.055949+0.04

Generated Output:-0.23828+0,0136721 0.25781-0.00878011 -0.010742+0.0322271 -0.09082-0.177731 @.2373+0,0742191 0.19629+0.129881 -0.19141+0.156251 -0.064453+0.0429691 -0.056641+0.0478
Expected_Output :-0.23739+0.0138041 0.2586-0.00859221 -0.0098267+0.0326541 -0.090252-0.176941 0.23739+0.0745851 0.19653+0.130631 -0.19061+0.156681 -0.063771+0.0430761 -0.055949+0.04

Generated Qutput:-0.23828+0.0136721 0.25781-0.00878011 -0.010742+0.0322271 -0.09082-0.177731 ©.2373+0,0742191 0.19629+0.129881 -0.1914140.156251 -0.064453+0.0429691 -0.056641+0.0478
Expected Output :-0,23739+0,0138041 0.2586-0.00859221 -0,0098267+0.0326541 -0.090252-0,176941 0,23739+0,0745851 0,19653+0,130631 -0.19061+0,156681 -0.063771+0,0430761 -0.055949+0.04

Generated Output:-0.23828+0.0136721 0.25781-0.00878911 -8.610742+0.0322271 -0.09082-0.177731 ©.2373+0.0742191 0.19629+8.129881 -0.19141+0.156251 -0.064453+0.0429691 -0.056641+0.0478
Expected Output :-0.23739+0,0138041 0.2586-0,00850221 -0.,0098267+0,0326541 -0,090252-0.176941 0.23739+0.0745851 0,19653+0,130631 -0.19061+0,156681 -0.063771+0.0430761 -0.055949+0,04

Generated Output:0.1709+9.0468751 -0.18945-0,113281 0.051758+0.0322271 -0.11426+0.188481 -0.17188-0.0478521 -0.12988-0.308591 -0.066406-0.031251 0,23145-0.0673831 -0.089844-0.360351
Expected Output :0.17108+0.0472741 -0,18893-0,113251 0.052673+0.0326541 -0,1132540,188931 -0.17108-0.0472741 -0,12972-0.308311 -0.065613-0.0308231 ©,23222-0,0669981 -0.089419-0.3601

Figure 139: NPSS in final comparison file
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e  When the system starts “start _top = 1”, the data propagates through the P/S then CRC
then encoder and the following waveform shows that the rate matcher has received its 3

input streams successfully

o clk

brstn

i start fop

i ind0
i in d1

i ind?

Figure 140: Integration of the first half of the chain

e When the Resource Element Mapper sends a “stop” signal to the IFFT indicating that it is
the last symbol to be sent, the IFFT receives that symbol and de-asserts the “data_valid”
signal. Now the Resource Element Mapper can de-assert the “stop” signal after this
successful handshaking.

# clk

. 11
8 1st_n
« start_top
e e e B—————
> 3c 3

ac[11:.0]

> M mti_mac[15.0] finag
e B s E—

> W n_cell_id_mac[8:0] C 12¢
e B s B—

> W' nf_mac[9:0] 001
e B s B—

> W'ns_mac([4:0] 00
e 6 i i LA
» W data_out_ifft[31:0]

A
o data_valid_ifft

> W genr_out[0:17]31:0]

Figure 141: Handshaking between Resource Element Mapper and IFFT
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> W rnti_mac[15:0]

> W n_cell_id_mac[8:0]

5.6. System Latency
e Calculated :

Latency =1 (RAM) + 1 (P/S) + [TBS] (CRC) + 1 (RAM) + 1 (P/S) + 1 (Encoder) + [TBS+25] (Rate
Matcher) + 1 (Scrambler) + 1 (Modulator) + 24 (REM) + 137 (IFFT)

2113520
For TBS = 960, Latency = 05 = =1.09876 ms

e From Waveform :
The latency is 1.11098 ms (difference between “data_out_ifft” assertion and de-assertion)
Also the below figure shows that we achieved the specified time by the standard for the
NPDSCH for one frame

1.110980000 ms

® rst_n
s start_top

> W tbs_mac[11:0] 3c el y NATURAL-L.P.AIN.

‘ 11.08458-1. 11098

> W nf_mac[9:0]
> W ns_mac[4:0]

> M data_out ifft[31:0] 009affe5

@ data_valid_ifft

Figure 142: The frame time specified by the 3GPP
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5.7.  Synthesis Results

5.7.1. Whole Chain ASIC Synthesis Results

Synthesis is the process that translate and map RTL code written in HDL into a technology specific gate-
level netlist, optimized for a set of pre-defined constraints.

You start with: behavioral RTL design, standard cell library & set of design constraints.

You finish with: gate-level netlist, mapped to the standard cell library Timing, Area and Power reports.

In this thesis we work with TSMC 130 nm technology, we operate at 1.92MHz, such factors are critical in

determination of area, power and speed of the system.

Global Operating Voltage

= 1.08

Powsr—specific unit information :

Voltage Units = 1V
Capacitance Units = 1
Time Units = Ins
Dynamic Power Units =
Leakage Power Units =

Cell Internal Powsr
Net Switching Powsr =

Total Dynamic Power

Cell Leakage Power

.000000pE
1mwW (derived from V,C,T units)
1pW
6.3625 mWw (100%)
25.7235 uW (0%)
6.3882 mw (100%)

199.7634 uwW

Switching
Powesxr

Leakage
Power

0.0000
7.3327=-03
2.4656=-03

0.0000
1.5525e-02

o.0000
3.8166e+03
8.4789e+07

0.0000
1.14597=+08

6.444¢
0.0000

!

!

!

7.4430e-03
{

{

0.1353 |

0.00%)
0.00%)
0.00%)
0.11%)
57.83%)
0.00%)
2.05%)

Internal
Power Group FPower
io pad 0.0000
MEmMory 0.0000
black box 0.0000
clock network 1.0647e-04
register £.3574
sequential 0.0000
combinational 4.4010e-03
Total 6£.3€61%
1

mW 2.5724=—-02 mW

Figure 143: Total Power for the integrated system
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Mumber of ports: Se47

Number of nets: SB8674
Number of cells: 521231
Number of combinational cells: 36257
Mumber of segquential cells: 15775
Number of macros/black boxes: 0
Number of buf/inv: 7252
Number of references: S
Combinational area: 418547.49345¢6
Buf/Inv area: 60110.543411
Noncombinational aresa: 38B260.395472
Macro/Black Box aresa: 0.000000
Net Interconnect area: 23213178.T763672
Total cell area: g0&B807.888528
Total arsa: 24021%86.652600
1

Figure 144: Area report for the integrated system

clock CLE (rise e=dge) S520.00 S520.00
clock network delay (ideal) 5.20 525.20
clock uncertainty -52.00 473.20
part2/U_scr mod rem/U_rem/U nrs_generation/x2 4 reg[27]/CE (DFFRCXZM)

library sstup tims 0.17 473.37
data required time 473,37
data required tims 473.37
data arrival time -277.08
=s=lack (MET) 196.259

Figure 145: Timing_max (setup) report for the integrated system
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5.7.2. Summary for Power and Area results

1.6

14

12

1

0.8

0.6

0.4

0.2

0

500000

300000

200000

100000

0

0.05902
.

CRC

CRC

0.9279

0.8576
0.7147
0.01154 0.009113 0.041667
— — | |
Encoder Rate Scrambler Modulator Resource |IFFT & CP
Matcher Mapper
B Power (mw)
Figure 146: Power Results for all blocks
386741.2849
131339.7245

105548.8143
1929.787977 1675.620803 3543.043719 2035.690979 I I

Encoder Rate Scrambler Modulator Resource IFFT & CP
Matcher Mapper

B Total Cell Area (umA2)

Figure 147: Area Results for all blocks
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5.8.  Full System Vivado Utilization for Vertex-7

Summary
Resource Utilization Available Utilization %
LUT 7147 433200 1.65
FF 10726 866400 1.24
BRAM 0.50 1470 0.03
DSP 8 3600 0.22
10 78 850 9.18
LUT 2%
FF4 1%
BRAM{ 1%
DSP1 1%
10 9%
0 25 50 75 100

Utilization (%)

Figure 148: : Vivado Utilization for Vertex-7 for the integrated chain
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Chapter Six

6. FPGA Implementation

The whole chain is now implemented on the Vertex-7 FPGA and we interface with the kit through the
differential clock pins as shown in Figure 149.

clk_n
System_clk
IBUFGDS
clk_p
-

h

Start 4 N Data_out_ifit
- =,

& /ﬁLP System
g valid_ifft
a \ Y,
5| =
F 2 -
= ~ T
=
= Y Y

=
o
C

Figure 149: FPGA Architecture

The IBFGDS is a block used to convert differential pair clock signal into a single clock signal.

The virtual input/output (VIO) core is a customizable core “that both monitor and drive internal FPGA
signals in real time.

The integrated logic analyzer (ILA) feature allows you to perform in-system debugging of post-
implemented design on an FPGA device you can use it to monitor signals in design.

We modify the system so it has an embedded ROM stores all the data instead of write them in a
testbench, and only a “start” signal is triggered so the system starts to read the data from the ROM to pass
throw the chain until get out from the IFFT to be captured by the ILA ip.
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To run the system we reset, enter the upper layer parameters then trigger the “start” signal, all this signals
are triggered through the VIO in the GUI in Vivado as shown in Figure 150.

hw vio 1

Q = 2 -

Name
data_out_ifft[31:0]
data_valid_ifft OBUF
n_cell_id_mac|8:0]
nf_mac{9:0]
ns_mac[4:0]
mti_mac[15:0]
rst_n
start_top

tbs_mac[11:0]

[ U1 300

Value
[H] 0000_0000
B]O

[H] 000 -
[H] 00

[H] 0000

[B] 1

[B] O

[H] 000 -

Activity

Direction VIO

Input hw_vio_1
Input hw_vio_1
Output hw_vio_1
Output hw_vio_1
Output hw_vio_1
Output hw_vio_1
Output hw_vio_1
Output hw_vio_1
Output hw_vio_1

Figure 150: VIO

Then the ILA capture the data, and draw a wave form as shown in Figure 151.
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Figure 151: ILA waveform (at the beginning)
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Then when the chain finishes processing on data, the valid signal is deactivated as expected, see Figure

152.
Waveform - hw _ila_1
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Figure 152: ILA waveform (at the end)
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Conclusion

In this thesis we introduced the design and implementation of the physical layer of downlink
shared channel for the narrow-band IoT LTE Transmitter chain. The full transmitter chain was
introduced then we started with some theory concepts then the 3GPP Release-14 in which our
design meets this standard, after that we walked through the MATLAB modeling for the
transmitter’s blocks and RTL implementation which is verified using the MATLAB’s built-in
functions. Then we integrated the whole system including the RAM which stores the incoming
transport block size, also the register file which contains the upper layer parameters. Finally we
synthesized the blocks and the integrated system on ASIC DC compiler using tsmc 130 nm
technology and reported slacks, area, and power, then we implemented the system of Vertex-7

FPGA.
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