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Abstract

One of the main requirements to achieve integrity between humans and machines is the
need for a common ground where both of them can reach which gave birth to the evolution of
loT (Internet-Of-Things), and by the support of LTE, NB-IoT shortened the path towards such
integrity.

One now can deploy a radio-access network with low battery, cover a wide area, efficiently
power low-cost devices, and match different spectrum allocations of operators.

With tons of applications like smart metering, monitoring, agriculture, and fleet and logistics
management. The optimization for such processes of detecting and reporting different variables
like temperature and humidity is now needed as we expand. As for sensor-heavy applications,
data rate and latency should be lower.

LTE NB-IoT is a solution that can match these requirements of power, range, and performance.

LTE NB-loT technology supports a range of data rates for several applications and for several
environmental conditions. It depends on the channel quality, or the signal-to-noise ratio and the
quantity of resources in certain areas (bandwidth). In addition, each device has a specific power
budget, which leads to combine the power of several devices. Focus transmission energy without
losing performance to a narrower bandwidth. This efficiency frees up bandwidth for other
devices.

In this thesis a digital implementation of the Narrowband Physical Uplink Shared Channel
(NPUSCH) receiver which is based on NB-10T LTE is proposed. The LTE NB-I0T is a new
cellular technology introduced in 3GPP Release 13 to support 10T applications.

The standard specifications were first studied well to extract the information needed for
implementation. Then a MATLAB model is developed for each block in the chain based on
understanding the standard and the models were checked using MATLAB built in functions and
assuming the existence of a dummy transmitter.

Then RTL model is implemented for each block in the chain and the RTL results were compared
and verified by MATLAB results. The blocks were fully synthesizable on Xilinx ISE and on DC
compiler using 130 nm technology. Also area and power for each block are reported.
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Chapter 1
Introduction

1.1. Motivation

The fourth generation of mobile phone standards LTE (Long Term Evolution), developed by
the 3GPP (3rd Generation Partnership Project), offers an up to seven times faster upload speed
with upload speeds of up to 50mbps. Retrofitting the infrastructure of UMTS (3G) to LTE-
Advanced (4G) will not be a hurdle, as the basic scheme of UMTS persists. In addition to the
higher capacity, the benefits of 4G LTE are the significantly lower latency times. These play a
key role in the smooth retrieval of 10T applications that rely on real-time information, such as
data from production systems or traffic information.
Narrow Band 10T (NB-10T) is a new mobile network, which is based on the LTE standard and is
used exclusively for 10T applications. Compared to mobile networks (2G, 3G and 4G), NB-1oT
offers energy-saving capabilities that increase the battery life of simple 10T applications up to 10
years.
NB-IOT technology in particular supports a range of data rates. It depends on the channel
quality, or the signal-to-noise ratio and the quantity of resources in certain areas (bandwidth).
Also, each device has a specific power budget, which leads to combine the power of several
devices.
NB-IOT technology also focuses transmission energy without losing performance to a narrower
bandwidth. This efficiency frees up bandwidth for other devices. NB-10T uses tones or
subcarriers rather than resource blocks. Its bandwidth is 15 kHz, a relevant difference when
compared with a resource block, whose effective bandwidth is 180 kHz.
There are many applications on IOT like smart homes, wearables, traffic management, water
distribution, smart grid, connected cars, connected health, ... etc.
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Figure 1.1-1 NB-IOT features



Narrow Band LTE, or NB-LTE is a new suite of technologies being developed by 3GPP, an
international conglomerate of Telecommunications Company responsible for developing and
maintaining the 4G LTE communications standard, among others.

The Internet of Things (10T) is the primary application area of NB-LTE technology.
“Release 13” simply refers to the platform release number of the release. When 3GPP comes up
with a new stable communication platform, they release it to the public. Release 13 is one of
these releases, and it outlines the basic communication requirements of NB-LTE technology.
NB-LTE is also sometimes referred to as “NB-IOT” or “Narrowband IOT” technology, given its
usefulness and many handy applications for the Internet of Things.

Essentially, NB-LTE allows devices to communicate over long distance with cellular networks,
without using much bandwidth or power.

1.2. Multiple Access Techniques (OFDM overview)
OFDMA

LTE takes advantage of OFDMA, a multi-carrier scheme that allocates radio resources to
multiple users. OFDMA uses Orthogonal Frequency Division Multiplexing (OFDM). For LTE,
OFDM splits the carrier frequency bandwidth into many small subcarriers spaced at 15 kHz.
OFDMA assigns each user the bandwidth needed for their transmission. Unassigned subcarriers
are off, thus reducing power consumption and interference.

OFDMA uses OFDM; however, it is the scheduling and assignment of resources that makes
OFDMA distinctive. The OFDM diagram in Fig. 1.3-1 below shows that the entire bandwidth
belongs to a single user for a period. In the OFDMA diagram, multiple users are sharing the
bandwidth at each point in time.

SC-FDMA

In the uplink, LTE uses a pre-coded version of OFDM called SC-FDMA. SC-FDMA has
a lower PAPR (Peak-to-Average Power Ratio) than OFDM. This lower PAPR reduces battery
power consumption, requires a simpler amplifier design and improves uplink coverage and cell-
edge performance. In SCFDMA, data spreads across multiple subcarriers, unlike OFDMA where
each subcarrier transports unique data. The need for a complex receiver makes SC-FDMA
unacceptable for the downlink.
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1.3. Frame structure

T; is the basic time unit for LTE. Time domain fields are typically defined in terms of T.

T; is defined as = 1/ (15000 x 2048) seconds or about 32.6 nanoseconds.

Downlink and uplink transmissions are organized into frames of duration Ty= 307200T;.

The 10 ms frames divide into 10 sub-frames. Each sub-frame divides into 2 slots of 0.5 ms.
In the time domain, a slot is exactly one Resource Block long.

Two frame types are defined for LTE: Type 1, used in Frequency Division Duplexing (FDD)
and Type 2, used in Time Division Duplexing (TDD).

Type 1 frames consist of 20 slots with slot duration of 0.5 ms.

Type 2 frames contain two half frames. Depending on the switch period, at least one of the
half frames contains a special sub-frame carrying three fields of switch information:
Downlink Pilot Time Slot (DWPTS), Guard Period (GP) and Uplink Pilot Time Slot
(UpPTYS). If the switch time is 10 ms, the switch information occurs only in sub-frame one. If
the switch time is 5 ms, the switch information occurs in both half frames, first in sub-frame
one, and again in sub-frame six. Sub-frames 0 and 5 and DwPTS are always reserved for
downlink transmission. UpPTS and the sub-frame immediately following UpPTS are
reserved for uplink transmission. Other sub-frames can be uplink or downlink.
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Figure 1.3-1 Type 1 frame

In LTE, ten 1 ms sub-frames compose a 10 ms frame. Each sub-frame divides into two slots. The
smallest modulation structure in LTE is the Resource Element. A Resource Element is one 15
kHz subcarrier by one symbol. Resource Elements aggregate into Resource Blocks. A Resource
Block has dimensions of subcarriers by symbols. Twelve consecutive subcarriers in the
frequency domain and six or seven symbols in the time domain form each Resource Block.

The number of symbols depends on the Cyclic Prefix (CP) in use. When a normal CP is used, the
Resource Block contains seven symbols. When an extended CP is used, the Resource Block
contains six symbols. A delay spread that exceeds the normal CP length indicates the use of
extended CP.
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Figure 1.3-2 Relationship between a slot, symbols and Resource Blocks

Channel Bandwidth is the width of the channel as measured from the lowest channel edge to the
highest channel edge. The channel edge is the center frequency + (channel bandwidth/2).
Transmission Bandwidth is the number of active Resource Blocks in a transmission. As the
bandwidth increases, the number of Resource Blocks increases. The Transmission Bandwidth
Configuration is the maximum number of Resource Blocks for the particular Channel
Bandwidth.
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1.4. Problem description

The target of this project is to implement low power uplink receiver for the Narrow Band
Long Term Evolution (NB-LTE).
The main goal is to design the Physical Layer chain of the LTE Rel.14 that targets the NB-LTE.
The physical layer chain includes but not subjected to the following:

e Scrambling
e Modulation Mapper
e OFDM signal generation
e Turbo Coding
e CRC
o FFT
e Interleaving
The project has gone through the following phases:

Verilog Training

Standard and literature reading

System Modeling using MATLAB

Testing and verification using Synopsys VCS tool
RTL Design

Synthesis using Synopsys Design Compiler
Prototyping with FPGA (Optional) — Documentation

1.5. Thesis organization

In chapter 1 we give a brief overview about the NB-LTE and its use in the 10T applications.
We also give an overview about the multiple access techniques used in LTE.
In chanter 2, we give an overview about the uplink receiver chain and the algorithms chosen for
implementation.
In chanter 2, we explained the standard specifications and any assumptions needed for
implementation.
In chapter 4, we proposed the architecture and design for each block in the chain. We also
showed the MATLAB, RTL and synthesis results on DC compiler.



Chapter 2
Receiver uplink chain and sub-blocks' function

2.1. Chain block diagram
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Figure 2.1-1 Uplink receiver chain block diagram
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2.2. Synchronization

OFDM systems are very sensitive towards carrier frequency offsets. Carrier frequency
offset (CFO) happens due to mismatch of RF oscillator frequency at the transmitter and the
receiver, and also due to Doppler shift. The frequency offset causes two problems, one is the
reduction of amplitude of the signal and the other is introduction of Inter carrier interference
(ICl).
Synchronization of an OFDM signal is required and it consists of two major parts: carrier
frequency offset (CFO) and symbol time offset (STO) which is an estimate of when the symbol
starts.
The estimation of synchronization error can be performed depending on the type of the training
data and can be divided into two parts: pre-FFT synchronization and post-FFT synchronization.
Post-FFT synchronization is based on the known pilot data or training data that are inserted in
various location of the signal. The known pilot data may be one or two OFDM symbols and we
can also name this method as data-aided or preamble-based synchronization and it is performed
in the frequency domain as it depends on the location of pilots which is determined after the grid
is fully recognizable. On the other hand, the pre-FFT synchronization is based on the cyclic
prefix that can be used as training or data and. This method is also known as non-data aided
synchronization or cyclic prefix-based synchronization and it is performed in time domain.
Both time-domain and frequency-domain synchronization play important roles in correcting
carrier frequency offset in OFDM systems.
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2.2.1. Coarse frequency and timing estimation
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Figure 2-3 The OFDM system model.




The complex data symbols are modulated by inverse discrete Fourier transform on N parallel
subcarriers then passed through the channel and demodulated at the receiver by discrete Fourier
transform. The insertion of a cyclic prefix results in an equivalent parallel orthogonal channel
structure and also decreases the ICI effect.

The length of the transmitted OFDM symbol is (N+L) where N is the FFT points and L is the

cyclic prefix length.

In the analysis we consider the following:

1. The channel is nondispersive and that the transmitted signal S(k) is only affected by complex
additive white Gaussian noise (AWGN) n(k).

2. The uncertainty in the arrival time of the OFDM symbol and is modelled as a delay in the
channel impulse response (k — 0) where 0 is the integer value representing the unknown
arrival of the symbol.

3. The uncertainty in carrier frequency (a difference in the local oscillators in the transmitter
and receiver gives rise to a shift of all the subcarriers) and is modelled as a complex
multiplicative distortion of the received data in the time domain e/2™k/N_where ¢ is the
frequency shift.

These considerations give the following received signal

r(k) = S(k — ) e/2mek/N + n(k) (D

There is an observation here is that r(k) is not a white process even if S(k) approximates a
complex Gaussian process whose real and imaginary parts are independent and that’s because
the cyclic prefix yields a correlation between some pairs of samples, that are spaced N samples
apart. But since r(k) has a probabilistic structure, it contains information about the time offset
and the frequency offset.

e ML Estimation of Time and Frequency Offset

The maximum likelihood estimation is based on the idea that since the cyclic prefix is a part of
the end of the symbol that is appended in its start so if we take a window of L (cyclic prefix
length) and correlate it with another window that is N samples apart from the other one and keep
doing this and move the window sample by sample, then there will be some time when this
correlation gives a maximum value as there has to be some time when the two correlated
windows are those that are in the beginning and the end of the symbol. At this time, we can
detect the right start of the symbol.

The coarse timing and FFO is obtained from the log likelihood function according to the below
set of equations.

y () = SR () (k + V) @
® () = SRR ()12 + [k + N ®3)
T, = arg max{ly ()| - p® (n)} @
é =2y n) (5)



Where y (n) is the correlation, @ (n) is the energy, T, is the estimated time offset and € is the
estimated frequency offset.
Since the argument operator arg (.) is performed by using tan~1(.), the range of FFO estimation

in this equation is [%] =[-0.5, +0.5] so that |€| < 0.5. Hence, this technique is useful for the
estimation of Fractional frequency offset and it does not estimate the integer offset.

2.2.2. CORDIC algorithm

CORDIC is an iterative algorithm for the calculation of the rotation of a two-dimensional
vector, in linear, circular and hyperbolic coordinate systems, using only add and shift operations.
The algorithm can be used for generating sinusoidal waveform, multiplication and division
operations, and evaluation of angle of rotation, trigonometric functions and logarithms. It
consists of two operating modes, the rotation mode (RM) and the vectoring mode (VM).

In the rotation mode a vector (X, Y) is rotated by an angle 0 to obtain a new vector(X’,Y’). In
every iteration i, fixed angles of the value arctan(2~1) which are stored in a ROM are
subtracted or added from/to the remainder angle®;.

In the vectoring mode, the magnitude and phase of a vector (X,Y) are computed.
x' = xcos(p) - ysin(p)
y' = ycos(p) + xsin(p)
Rather than computing sin(¢) directly, we iteratively rotate  towards ¢.
Step 1: set B =45°
Step 2: if ¢ >= then
B =B + (45/2)°
Else B = B — (45/2)°

)

x' = cos(p) [x — ytan(e) ]

)

y = cos(p) [y + xtan(p) ]

Allow iterative rotation so that tan(f) = 4271
Xip1 = cos(tan ™ (+27Y) - [x- y; - d; - 277

Yisr = cos(tan™(£279)) - [y + x; - d; - 271]



With the rotate direction d; = +1

We know that the cosine is symmetric so

cos(tan™1(271)) = cos(tan"t(-27))

cos(tan~1(27%)) is the gain Ki of an iteration

k; = cos(tan™1(271)) =

Neslsoronisoo~Noaswn O~

We can compute K offline for all n iterations as k = [, k; and it approaches 0.6037, if n goes to

infinity.

2-i
1
0.5
0.25
0.125
0.0625
0.03125
0.015625
0.0078125

0.003920625
0.001953125
0.000976563
0.000488281
0.000244141

0.00012207
6.10352E-05
3.05176E-05
1.52588E-05
7.62939E-06

3.8147E-06
1.90735E-06
9.53674E-07

Vi+2-i

45*
26.56505118*
14.03624347
7.125016349
3.576334375
1.789810608
0.89517371
0.447614171
0.2238105
0.111905677
0.055952892
0.027976453
0.013988227
0.006994114
0.003497057
0.001748528
0.000874264
0.000437132
0.000218566
0.000109283
5.46415E-05

arctan(2-9)*360/2m

1 V2
in(B V3
y=sin(B) Vi
B
0
0 x=cos(B)
45* 2
4.065051177* 22.5
0.753717879 11.25
0.106894615 5.625
0.013826201 2.8125
0.001743421 1.40625
0.000218406 0.703125
2.73158E-05 0.3515625
3.41494E-06 0.17578125
4.26882E-07 0.087890625
5.33607E-08 0.043945313
6.6701E-09 0.021972656
8.33763E-10 0.010986328
1.0422E-10 0.005493164
1.30276E-11 0.002746582
1.62844E-12 0.001373291
2.03555E-13 0.000686646
2.54444E-14 0.000343323
3.18056E-15 0.000171661
3.97577E-16 8.58307E-05
4.96903E-17 4.29153E-05

Now we will summarize the iterative equations needed for both vectoring and rotation mode.

= Rotation mode

Xip1 = ki - [x%- yi - di - 271

Yirr = ki -

Ziy1 = [z -

[yi+ x; - d;

. 2—i]
- d; - tan (=279 ]

10

=

_1'Zi <0

+1, otherwise



After n iterations we get

Xn = Ap - [ X9 cos(zy) - Yysin(zy) ]

Y, = A, - [ Yocos(zy) + Xosin(zy) ] Ap =TVl + 278
zp, = 0
= Vectoring mode

. _ o L o o= o +1,yl<0
X = ko [xi- v dg 277 di=f e

Vier = ki - [yi+ x - d; - 271

Zign =[2z- - d; - tan™H(=27")]

After n iterations we get

Xn = Ap -y X2+ Yo?
Y, =0

Zy = zp +tan ()

Xo
The value of tan~*(—271) at each iteration can be obtained from the table in the last figure and
will later be stored in a LUT (look up table) in the hardware implementation.

2.3. Cyclic prefix removal and offset correction

In this block the cyclic prefix that was added at the transmitter side is removed. Also the
frequency offset in the received data is corrected According to the offset estimated in the
previous block.
Since we earlier modelled the uncertainty in the offset as (e/2™¢¥/N) so correcting the offset will
be simply done by multiplying the received data by (e ~/2™€k/N),

2.4. FFT

FFT is an implementation of Discrete Fourier Transform (DFT) that is a digital way
(digital input digital output) to implement Fourier transform which is only defined for continuous
input signals. The FFT is an algorithm introduced in 1965, and it implements the DFT in a faster
way due to the complexity of the DFT and the simplicity of FFT.
Equation 6 shows the Discrete Fourier Transform. In this equation x (0) ..., x(N—1) are the input
samples.

. k
x(k) = YMN"1x(n) x e , k=0,1,...,N—1 (6)
. k
WN = e /2™ )
x(k) = Yr="1x(n) x WN (8)
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According to Eq. (6), the complexity of the DFT is O (N?2) so it is applicable for simple data size
only, but for large data size it will be more complex and can’t be implemented on chip so FFT is
used instead of DFT because it is more efficient and faster due to its complexity O (Nlog N),
where N is the data size.

The radix, r, stands for the number of parts that the input signal will be divided into. The radix-2
algorithm is the simplest and most used form; it divides the input signal into 2 parts. The FFT of
the two parts can be calculated separately and can then be combined to form the complete DFT.
This dividing into smaller parts is done recursively, requiring the number of samples of the input,
N, to be a power of 2.

2.5. RED

Resource element De-mapper's function is to take the output symbols of the FFT and get
the proper allocated subcarriers for the NB-10T bandwidth to the next block and this was
provided as information from the upper layer assigned number of subcarriers can be 1, 3, 6 or 12
subcarriers, in the case of 12 subcarriers; all the symbols are assigned to the 12 subcarriers. In
the case of 6 point FFT, the output 6 symbols of the FFT will be assigned to a certain 6
subcarriers of the 12 assigned subcarriers and the rest are padded with zeros and the same will be
done with 3 point FFT results, the location of the symbols within the 12 subcarriers in case of 3
and 6 subcarriers is calculated according to information from upper layer.

2.6. Channel estimation

The main function of this Block is to estimate the changes happens in the data bits while
it goes through the channel so that we could reverse this changes and detect the data correctly,
sure we can’t remove the channel effect perfectly but we can at least minimize it effect to the
limit required to successfully detect the sent bits.
This happened by sending pilots with the data bits which we be effected also by the channel, and
as the receiver also can generate these pilots using upper layer parameters, then if we divide the
received pilots on the generated ones we get the channel effect which will be delivered to the
equalizer to reverse it.
Also noise estimation is part of this block its function is to get the noise value so that we can
calculate signal to noise ratio required by the de-mapper block.
We used the zero forcing technique to estimate the channel. Other techniques like interpolation
get more accurate estimation but need higher area and power implementation and as the
estimation difference not to large compared to the area and the power needed for it, so we used
the implementation of the lower area and power.

2.7. Equalizer
In wireless communication data are sent in radio space, the channel exhibits multipath
fading phenomenon which produces inter-symbol interference (1SI) in the signal received at the
receiver side. The received signal is a filtered and noise-corrupted version of the transmitted
sequence:
T =S & ¢ + 1y

12



Where ry is the received signal, ck is the channel and nk is the noise added (usually it’s an
AWGN noise) while the symbol @ represents the convolution operation. The chief goal of
equalization is to rebuild the actual signal with the help of filter or any other methods and
remove the effect of I1SI so that the reliability of data transmission is maintained.

A linear equalizer is a filter that can undo the channel effect. Output of the equalizer can be
documented as:

Yk =Tk ®heq
Vi = (s &ci) & heg + 1y &9 hey

Where y\the output of the equalizer and h, is the impulse response of the equalizer.

2.8. IDFT

IDFT is a block added to demodulate SC-FDMA symbols instead of OFDM symbols
which have high peak to average power ratio (PAPR) which require highly linear power
amplifiers to avoid excessive intermodulation distortion, while SC-FDMA solves this problem
by distributing given number of modulated symbols over all assigned subcarriers for
transmission instead of distributing one symbol over one subcarrier as in OFDM, therefore the
total PAPR decreased due to this fair distribution.

1,1 o 11 B 11| ~1-1 Ea (1,-1 .

| Sequence of QPSK data symbols to be transmitted

® @
-1,-1 1,-1
QPSK modulating
data symbols
\"
-,
<,
«&
[
fe -l Frequency fe k- 6okHz =  Frequency
15 kHz
OFDMA SC-FDMA

Figure 2.8-1 OFDMA vs SC-FDMA
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Uplink uses SC-FDMA which is a modified form of the OFDM with similar throughput
performance and complexity, SC-FDMA is viewed as DFT-coded OFDM where time-domain
symbols are transformed to frequency domain symbols and then go through the standard OFDM
modulation as shown in Figure 2.8-1.

P-t0-5

Add DAC/
CP/PS RF

o
| - . M-
[ - Subcarrier :
= oint . oint
':: DFT Mapping DFT
Channel

'-:?/[/
» )
\ M- Subcarrier M- .
Detect = point Demapping/ point : REE"F?"E EDFé
o IDFT DFT

Equalization

S-to0-P

NeM SC-FDMA: () +
* 5-to-P: Serial-to-Parallel
* P-to-S: Parallel-to-Serial OFDMA: O

Figure 2.8-2 OFDM vs SC-FDM Block diagram

SC-FDMA has all the advantages of OFDM like robustness against multi-path signal
propagation, the block diagram for the SC-FDMA is shown in Figure 2.8-2.
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2.9. De-mapper

Symbol De-mapper in communication systems is the transition between complex valued
signals into data bits. NB-LTE supports both QPSK and BPSK modulation schemes in the
uplink. The De-mapper transforms the received symbols to bits according to symbol location
represented by real and imaginary coordinates as shown in the following Figure 2.9-1.

7  BPSK () QPSK (40AM)
A _ i
.-1+_| '.' 14]
01 i
=]
@ - | - |
o -1 i +1
®-1- ® 14

11 10

Figure 2.9-1 BPSK and QPSK constellation

The De-mapper output is a soft output which is the log likelihood ratio (LLR) as the input to the
turbo decoder must be a soft input.

2.10. Descrambler

Scrambling is very important in communication systems. By using the scrambling code,
NodeB can separate signals coming simultaneously from many different UEs and UE can
separate signals coming simultaneously from many different NodeB.
The main role of scrambling is to randomize the data before they got modulated by the symbol
De-mapper and also to avoid long sequence of zeros or ones as long sequence of zeros or ones
cause transmission synchronization problems.

2.11. Data Demultiplexing and Channel De-Interleaver

The main function of this block is to reverse the operations done at the transmitter at the
Data multiplexing and Channel interleaver Block.
The main function of Data multiplexing and Channel interleaver Block is control and data
multiplexing which is performed such that HARQ-ACK information is present on both slots and
is mapped to resources around the demodulation reference signals.
The multiplexing ensures that control and data information are mapped to different modulation
symbols.
The interleaver solve the problem of burst errors which happens because of deep fading channels
effects relate bits, the error bits after the interleaver are not in the same code word and in each
code word a single bit error which is easier to the random error decoder is to correct this single
error than the entire burst.
However, in narrowband we have no control data multiplexed; we keep using the block for the
interleaver benefits.

15



2.12. Rate De-Matcher

The main function of this block is to reverse the operations done at the transmitter at the
Rate Matching Block.
Rate matching in NPUSCH is a very important block in baseband processing. The main function
of the Rate Matching Block is to ensure that the amount of data of the transport channel and the
physical channel can adapt each other. The basic principle of rate matching is that when the
amount of data of the transport channel is more than that carried by the physical channel, the
system performs a punch operation; on the contrary, it operates repeatedly.
It also used to adapt and control the rate as the turbo encoder gives fixed 1/3 rate, we can
increase or decrease rate depending on channel quality.
e HARQ and Redundancy Versions

HARQ, which stands for Hybrid Automatic Repeat Request, is an error correction mechanism in
LTE based on retransmission of packets, which are detected with error. The functionality of the
HARQ can be seen in Fig below. The transmitted packet arrives after a certain propagation delay
in receiver. Receiver produces either an ACK for the case of error-free transmission or a NACK,
if some errors are detected. The ACK/NACK is produced after some processing time and sent

' HARQ RTT !

\DL transmission at eNodeB

rocon - roece [N SHEEEEE I feE T R )‘mw

]

{—'iPrupeb_quton delay
H r 1
. { o —— i

| PDCCH + PDSCH J l I I ] | |PDCCH + PDSCH

DL recepfion W T 4 f - I

at UE Timing UE processing time

advancei 3 ms minus propagation RTT
—

UL transmission
at UE

ACK/NACK on |
| PUCCH or PUSCH|

' Propagation delay
i

r—
UL reception ACK/NACK on | i
at eNodeB PUCCH or PUSCH | | L
'

[N H
. @NodeB processing time I

Figure 2.12-1 HARQ mechanism in LTE

back to transmitter and arrives there after a propagation delay. In the case of a NACK, after a
certain processing delay in transmitter, the desired packet will be sent again. The bits, which are
read out from the circular buffer and sent in each retransmission are different and depend on the
position of the RV (Redundancy Version). There are four RVs (0, 1, 2, 3), which define the
position of the starting point, where the bits are read out from the circular buffer.
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2.13. Turbo Decoder

2.13.1. CHANNEL CODING

In a digital transmission system, error control is achieved by the use of channel coding
schemes. Channel coding schemes protect the signal from the effects of channel noise and
interference and ensure that the received information is as close as possible to the transmitted
information. They help to reduce the BER and improve reliability of information transmission.

Channel coding schemes involve the insertion of redundant bits into the data stream that help to
detect and correct bit errors in the received data stream. Due to the addition of the redundant bits,
there is a decrease in data rate. Thus the price paid for using channel coding to reduce bit error
rate is a reduction in data rate or an expansion in bandwidth.

e Convolutional codes

Convolutional codes are designed for real-time error correction. The code converts the entire
input stream into one single code-word. The encoded bit depends not only on the current bit but
also on the previous bit information

The design of a channel code is always a trade-off between energy efficiency and bandwidth
efficiency. Low rate codes having more redundant bits can usually correct more errors. That
means that the communication system can operate at lower transmit power, tolerate more
interference and noise and transmit at higher data rate.

Thus, the code becomes more energy efficient. However, low rate codes also have a large
overhead and have more bandwidth consumption. Also, the decoding complexity of the code
also grows exponentially with code length. Thus, low rate codes set high computational
requirements to the conventional decoders.

The turbo codes consist of component encoders separated by inter-leaver so that each encoder
uses an interleaved version of the same information sequence. It consists of two encoders
separated by the inter-leaver. The two encoders recursive systematic convolutional (RSC)
encoders used are identical and the code is systematic concatenated in parallel, for better
decoding it is required to have high weight (Hamming weight of a code-word is the number of
ones that it contains) transmitted code-word because it means that they are more distinct, and
thus the decoder will have an easier time distinguishing among them.

Inter-leaver is used to scramble bits before being input to the second encoder. This makes the
output of one encoder different from the other encoder. Thus, even if one of the encoders
occasionally produces a low-weight, the probability of both the encoders producing a low-weight
output is extremely small. This improvement is known as inter-leaver gain. Another purpose of
interleaving is to make the outputs of the two encoders uncorrelated from each other. Thus, the
exchange of information between the two decoders while decoding yields more reliability.

Both the RSC encoders are of short constraint length in order to avoid excessive decoding
complexity. An RSC encoder is typically of rate r = 1/2 and is termed a component encoder. The
two component encoders are separated by an inter-leaver. The output of the turbo encoder
consists of the systematic input data and the parity outputs from two constituent RSC encoders.

17



The systematic outputs from the two RSC encoders are not needed because they are identical to

each other (although ordered differently) and to the turbo code input. Thus the overall code rate
becomes r = 1/3.

Figure 2.13-1 shows the fundamental turbo code encoder.

Input Systematic Output c,

Output ¢z
RSC Encoder 1 -

Y

»

Interleaver

Output 3
- RSC Encoder 2 -

Figure 2.13-1 Fundamental turbo code encoder

The generator matrix of the encoder then becomes
-1 8
G= [1'g1]

Where 1 denotes the systematic output, g2 denotes the feed forward output, and g1 is the

feedback to the input of the RSC encoder.

Figure 2.13-2 shows the RSC encoder.
> +

(<
\l,/

b
-

Output 1

Y
=

Input

L
-

Output 2

Figure 2.13-2 RSC conventional encoder with r = 1/2,

e Trellis termination
Unlike conventional convolutional codes which always use a stream of zeros as tail bits, the tail
bits of a RSC depend on the state of the encoder when all the data bits have been encoded. Also
because of the presence of inter-leaver between the two encoders, the final states of the two
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component encoders will be different. Thus, the trellis termination bits for the two encoders will
also be different and an RSC cannot be brought to an all zero state; simply by passing a stream of
zeros through it. However, this can be done by using the feedback bit as the encoder input. This
is done by using a switch at the input as shown in Figure 2.13-3.

The switch is in position A while encoding the input sequence and is switched to position B at
the end of the input bit sequence for termination of trellis. The XOR of the bit with itself will be
zero (output of left most XOR) and thus the encoder will return to all zero state

n (e
g, Y
O\

>+ €
L Output 1

> Output 2

Figure 2.13-3 The trellis termination strategy for RSC encoder.

e QPP INTERLEAVER

QPP-based inter-leaver is maximum contention free, implying that the decoding can be

parallelized without the risk for contention when different parallel processes are accessing the
inter-leaver memory.

2.13.2. TURBO DECODING
Turbo decoding operates on the noisy version of systematic bits and two sets of parity-check bits
in two decoding stages to produce estimate of the original transmitted bits.
Each of the two decoding stages uses a SISO decoder to solve the MAP detection problem.
in the following figure the basic structure of the turbo decoder is shown:

Turbo Decoder

(= siso |—> > siso De.
Systematic Dits —ikj Decodn;g » Interleaver » Decoding »  interleaver [
s stage stage 2
Parity bits 1 —> ‘_;
Parity bits 2 _:
Hard LDecoded
limiter ~ bits

Figure 2.13-4 Turbo Decoder

19



(1) SISO decoding stages

The SISO decoding stages could be implemented by:

A) BCJR algorithm.
(2) Inter-leaver/de-interleaver

B) Modified Viterbi algorithm.

the interleaver used here is a QPP interleaver according to the standard specification.

(3) Hard limiter
to convert the soft output into hard bits.

BCJR VITERBI

Soft input soft output

The original Viterbi is a soft input hard output
algorithm, however it may be modified to be
soft input soft output

Has two recursions, one forward and the other
backward, both of which involves soft
decisions

Has a single forward recursion involves soft
decision.

is a MAP decoder that minimize bit error rate
by estimating probability of individual bits

is a maximum likelihood sequence estimator
that maximize the likelihood function for the
whole sequence not each bit

More Complex

Less complex

Has lower BER

Has higher BER

needs a hard limiter to transform its soft
output into bits.

the original Viterbi does not need hard limiter
as its output is hard bits.

Table 2.13-1 BCJR vs Viterbi

After showing the comparison between the BCJR

algorithm and the modified Viterbi algorithm,

the BCJR is chosen for the SISO decoding stage to achieve the minimum BER.

BCJR:

BCJR algorithm is an algorithm for maximum a p
defined on trellises (principally convolutional cod
The LLR (log likelihood ratio) is defined as:

L(ugly) = ln(

P(uk

osteriori decoding for error correction codes
es) to implement the MAP decoder.

)

—-1)

This could be written using joint probability of the received sequence as:

ZR1P(5’,S;)’)
ZROP(S,rSfy)

L(uly) = In (

)

Where:

y the received N-bit sequence.

e s’ is the state at time k-1.
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e Sisthe state at time k.

e « isthe forward recursion function.
e vy is the branch matric.

e [ is the backward recursion function.

The BCJR algorithm contains log operation which is very complex to implement, so some
simplified methods are used to calculate LLR thus implement MAP algorithm. In the next
section two of those simplified methods will be discussed.

Three new variables will be defined A, B and T.

n

, , uL(ug) L
L(s',s) = In(yi(s',s)) = InCy + ‘ > ‘ +?C leksz
=1

A(8) = In(ay (s)) = maxg, [Ag-1(s") + Iy (s, )]

Bj_1(s) = ln(ﬁk—1(5')) = max,[By(s) + ry(s’,s)]

—la-bl| — ]
max(a, b) max(a,b) +In(1+e ) log — MAP algorlt}.lm
max(a, b) max log — MAP algorithm
L(uly) = maxg, [Ax_1(s") + T (s, s) + By(s)] — maxpg[Ax_1(s") + Ty (s, s) + By (s)]
Max log-MAP algorithm will be used to implement the turbo decoding BCJR algorithm.

2.14. Cyclic Redundancy Check (CRC)

The function of this block is to detect the errors in the whole transport block by adding 24
redundancy check bits at the end of each transport block at transmitter, while at receiver
recalculated 24 bit CRC is compared with last 24 bit.
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Chapter 3
Standard Specifications and Assumptions

In this Chapter, the standard specifications and any assumptions taken for
each block in the chain are stated according to(3GPP TS 36)

3.1 FFT

In communication systems FFT block is used to convert data from time domain to
frequency domain in order to be processed in the whole chain. FFT is used for OFDM
and SC-FDMA chains to generate the subcarriers needed to be transmitted in Tx and
to recover the symbols again in Rx. SC-FDMA is the modified version of OFDM, it is
the same efficiency and complexity but low Peak to Average Power Ratio due to the
presence of IDFT and FFT with each other so it is used in Uplink due to the low
power of the user equipment. In Downlink OFDM is used because base station
operates at high power so power is not a constraint.

Input Data

*  Resource > —
FFT Element IDFT
Input Data
» Demapper » —

Figure 3.1-1 SC-FDMA chain

e Assumptions

LTE in general uses resource blocks; each block is 180 KHz to transmit at high
rate (usually in Mbps). Each RB is 15 KHz or 3.75 KHz sub-carrier spacing as
mentioned in the 3GPP standard. In Narrow Band LTE we have only one RB per slot
due to low power constraint, so the BW is 180 KHz and we use 15KHz. 15 KHz lead
us to 12 sub-carriers so we choose the size of the FFT to be 16-bits to support the 12
sub-carriers. Symbol duration is based on the sub-carrier spacing; we can calculate it
by knowing the duration of the whole frame of the NB-LTE. Frame duration is 1ms
long and it consists of 10 sub-frames, each sub-frame consists of 2 time slots each one
is 0.5ms long. Each time slot is 7 SC-FDMA symbols in case of normal Cyclic Prefix
and 6 in case of extended Cyclic Prefix and we operate in normal Cyclic Prefix for
simplicity. So, 0.5ms over 7 symbols gives symbol duration of 66.7us and a CP of
5.08us for first symbol and 4.67us for the rest of symbols. Each one symbol SC-
FDMA consists of 12 symbols so the whole RB is 84 symbols, it gives a data rate of
336Kbps.
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3.2. RED

Complex valued symbols z(0), ..., z(M,55<" — 1) which are FFT block
outputs shall mapped to a resource element ay; increasing k (symbols) then increasing
I (subcarrier) until reaching Ng;,.s Symbols, the Ng;,:s symbols will be repeated

NPUSCH — 1 times before continuing mapping as stated in [1].

Where,

MII}LI;USCH
NPUSCH _ ) Mmin <[Tl ,4> NV > 1

identical —
1 NRU =1
N _ {1 Af = 3.75kHz
slots = { Af = 15kHz

One uplink slot Ty
e —

‘NI, SCFDMA symbals

Resource element (K,/)

f1L .
N subarriers

Figure 3.2-1 Resource element (k,I) in the resource grid

The resource allocation information in uplink DCI format NO for NPUSCH
transmission indicates to a scheduled UE as stated in [3].

- A set of contiguously allocated subcarriers (nsc) of a resource unit determined
by the Subcarrier indication field in the corresponding DClI,

— A number of resource units (Nru) determined by the resource assignment field
in the corresponding DCI according to Table 3.2-1.

— A repetition number (Nrep) determined by the repetition number field in the
corresponding DCI according to Table 3.2-2.
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For NPUSCH transmission with subcarrier spacing Af = 15 kHz, the subcarrier
indication field (lsc) in the DCI determines the set of contiguously allocated
subcarriers (nsc) according to Table 3.2-3.

0 1 0 1
1 2 1 2
2 3 2 4
3 4 3 8
4 5 4 16
5 6 5 32
6 8 6 64
7 10 7 128

Table 3.2-1 Number of resource units (Ngy) for NPUSCH  Table 3.2-2 Number of repetitions (Nrep) for NPUSCH

0-11 lIsc

12 -15 3(lsc—12) +{0, 1, 2}

16 — 17 6( 1sc—16) +{0, 1, 2, 3, 4,5}
18 {0,1,2,3,4,5,6,7,8,9,10, 11}

19 - 63 Reserved

Table 3.2-3 Set of allocated sub-carriers

In this design the carrier spacing is assumed to be 15 kHz with no repetition which is
left for future work.

3.3. Channel estimation
Standard supports different number of Demodulation reference signals (pilots)
1, 3,6and 12 each has its own parameter to be generated

Demodulation reference signal

e The reference signal sequence r,(n) for N2V =1 is defined by

r.(n) =i(1+ j)(1-2c(n))w(nmod16), 0<n<MFUHNG

\/E rep slots
Where the binary sequence c(n) shall be initialized with c;,, =35 at the start of the
NPUSCH transmission. Where u =N mod16 for NPUSCH format 1if group
hopping is not enabled.

NRU
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0 i1/ )1 )11 111011
1 it /1)1y /1y /1)1 /-1y 1 /11 /-1/1-1
2 it/ j1/-12)y1 )11 /1]1/1/-1]-1
3 i1/-1)j1r)y1)j1|-1)j1)j1 1|11 )1 |1|-1|-1]1
4 t/j1r)j*rj1/1|1|-1|-1)1 )11 /1 |-1)-1]-1]-1
5 i1/ /1y 1 )1 /-1y1 /11111
6 i1,y 1,11 /-1/-1/-1/-1/1]1
7 t1/1j1y1/1)1r)j1|/1)1 /1121|1111
8 it/ 1j1r )11 |11 |-1)-1]-1]-1
9 i1/t 1 -1y 10-11
10 1,111y /1111171101711
11 it /1)1y /11y 1 1)1 y1 /11711 -1
12 t1/j1r1)j7rj1/j1j1j1|-1)1|-1j-1/-1]1]1]1]1
13 i1/1)j1ry1j1)j1r|1j1 )11 |11 |1 |-1]1]-1
14 1/]1r1j1ry1r)y1r)y1r)j1r|j1y-1)-1y1 1101|101
15 t1/1}j-1y1/-1y1)j1/-1)1)j1y1 /11 |-1/-1]1

Table 3.3-1 Definition of W (n)
The reference signal sequence for NPUSCH format 1 is given by:
r,(n)=F(n)
The reference signal sequence for NPUSCH format 2 is given by

r,3n+m)=w(m)r,(n) m=012

Where the sequence index chosen according to ( c(8ng + i)Zi}modS withc;;, = NI

7
i=0
Reference signal sequence for NRY >1

The reference signal sequences r,(n)for N2V > 1is defined by a cyclic shift , of a base
sequence according to

r,(n)=e"e?™"*  0<n<NEY,

If group hopping is not enabled, the base sequence index . is given by higher layer
parameters threeTone-BaseSequence, sixTone-BaseSequence, and twelveTone-
BaseSequence for NRY =3, NRY =6, and N2V =12, respectively. If not signalled by
higher layers, the base sequence is given by

N mod12  for NV =3
u={NE*" mod14 forNZY =6
N/ mod30 for N2V =12

The cyclic shift , for N2V =3 and N2V =6 is derived from higher layer parameters
threeTone-CyclicShift and sixTone-CyclicShift, respectively, as defined in Table
below. For N2 =12, a=0.
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@#0).d1Lel2)

10
11

=3

Table 3.3-2 Definition of ¢ (n) for Nsc

#HO).....45)

i

10
11
12
13

=6

3 Definition of ¢ (n) for Nsc

Table 3.3
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10 |-1] 3|-1| 1| 1|-3|-3|-1|-3|-3| 3|-1

11 3| 1|-1|-1| 3| 3|-3| 1| 3| 1| 3| 3

12 | 1]-3| 1| 1|-3| 1| 1| 1|-3|-3|-3| 1

13 13| 3|-3] 3|-3|1]1|3|-1|{-3|3|3

14 |-3| 1|-1|-3|-1| 3| 1| 3| 3| 3|-1| 1

15| 3|-1| 1|-3|-1|-1| 1| 1| 3| 1{-1|-3

16 | 1] 3| 1|-1| 1| 3| 3| 3|-1|-1| 3|-1

17 |-3| 1| 1| 3|-3| 3|-3|-3| 3| 1| 3|-1

18 |-3| 3| 1| 1|-3| 1|-3|-3|-1|-1| 1|-3

19 |-1] 3| 1| 3| 1|-1|-1| 3|-3|-1|-3|-1

20 [-1|-3| 1)1 113 1|-1|1|-3|-1

21 |-1| 3|-1| 1|-3|-3|-3|-3|-3| 1|-1|-3

22 | 1| 1|-3|-3|-3|-3|-1| 3|-3| 1|-3| 3

23 | 1| 1|-1|-3|-1|-3| 1|-1|1|3|-1|1

24 1 1) 13| 1| 33|-1|1|{-1|-3|-3|1

251 1|-313|3|13|3|1|-3|-1|-1|3

26 | 1| 3(-3|-3| 3|-3| 1|-1|-1| 3|-1|-3

27 |-3|-1(-3|-1|-3| 3| 1|-1| 1| 3|-3|-3

28 |-1] 3|-3| 3|-1| 3| 3|-3| 3| 3|-1|-1

29 | 3|-3(-3|-1|-1(-3|-1| 3|-3| 3| 1|-1

Table 3.3-4 Definition of Definition of ¢ (n) for Msc = Nsc
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threeTone- o sixTone- o
CyclicShift CyclicShift
0 0 0 0
1 2713 1 2716
2 4r/3 2 4716
3 8716

Table 3.3-5 Definition of o

3.4. IDFT
For each symbol x(0), x(1), ..., x(Mgyue — 1) will be divided into
MIYeT MNPUSCH sets each set represents a SC-FDMA pre-coded by the following

symb sc

equation
MSI\LPUSCH_l

. 2mik
_j ik
y(1- MNPUSCH 4 ) = Z x(L- MNPUSCH 4 j)e " MIFUSCH
i=0

1
[3NPUSCH

SC
k=0,.. MNPUSCH _ 1 (idft points depend on MNPUSCH)

layer
M symb 1

l = 01 Y I NPUSCH
NPUSCH
MSC

Resulting in a block of complex-valued symbols y(0), ..., ¥(Mygmy — 1).
Where MNPUSCH = NRUand, NRU is the number of allocated subcarriers can be
determined from the Table 3.9.

1 16
3 8

1 15 kHz 5 4 7
12 2

Table 3.4-1 Number of subcarriers per RU

Resource units are used to describe the mapping of the NPUSCH to resource
elements. A resource unit is defined as Nyjg.s * Ngympors CONsecutive SC-FDMA
symbols in the time domain and, N2V consecutive subcarriers in the frequency
domain, where N&j5.s, Nompors: and NV, are given by Table 3-9.

In our design we assumed working with NPUSCH format 1 with 15 KHz spacing.
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3.5. Mapper

According to 3GPP Narrow band LTE standard Release 14 the modulation

scheme used for uplink is either BPSK or QPSK depends on the channel condition to
minimize the bit error rate (BER).

o BPSK:

Modulating a single bit into a symbol and map it to the constellation according to the
following Table:

0 12 12
1 -1A2 12
Table 3.5-1 BPSK real and imaginary values
+Q
0
®
I
»
1 @

Figure 3.5-1 BPSK constellation

. QPSK:

Modulating 2 bits to a symbol and map it to the constellation according to the
following Table:

00 12 12
01 12 172
10 112 12
11 172 172

Table 3.5-2 QPSK real and imaginary values
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10 00
@

'I—I

11® ®

Figure 3.5-2 QPSK constellation

3.5.1. Clock Domain Crossing

A clock domain crossing occurs whenever data is transferred from a flip-flop
driven by one clock to a flip-flop driven by another clock. This will occur if there is a
change in phase, frequency or both of them. Leading to a meta-stability region
between the 2 clock domains.

oki —J = | -
6. \

> —

clk2 — —
5 15 25 35

Figure 3.5-3 Example of 2 clock domains

Meta-Stability:

One of the biggest problems due to CDC is meta-stability because the time
available for a signal keeps changing for each edge pair. Hence, even if the timing is
met for some specific pairs of clock edges, there is quite a likelihood that for some
other pair of edges, the setup or hold might not be met. Also, the extent of violation
would keep varying across different pairs. Thus, sometimes the setup and hold
requirements would be met with sufficient slack, sometimes they would be just met,
sometimes they would be just violated and sometimes, there would be gross
violations.

Clock MEt_E?_ clock
Domain stability Domain
1 2

region

Figure 3.5-4 Meta-stability region
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.
E

J
W

=
L8
I
:

|

Figure 3.5-5 Meta-stability effect

Problems of Meta-stability region:

o Setup and hold time violations which lead to data corruption.

o Short circuit path is established between supply and ground if an input to a set
of CMOS transistors is some way between ‘0’ and “1°.

J Error propagation along the receiver chain.

Proposed solution to Clock Domain Crossing (CDC) problem:

J Synchronizer (two flip-flops).
o RAM
o FIFO

3.5.1.1.  Synchronizer

Synchronization is the solution to the above problem as the main
responsibility of a synchronizer is to allow sufficient time such that any meta-sable
output can settle down to a stable value in the destination clock domain. The most
common synchronizer used by designers is Double Flop (2-FF) synchronizers.

2 filpflop synchronizer

Clock Meta-stability region Clock
Domian —» A —> A —>» [Domain
1 2

1 1 |
1
CLK 2

Figure 3.5-6 Two flip-flop synchronizers

The main problem of the synchronizer is the data loss due to the change in frequency
between the 2 clock domains.
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Let’s consider 2 scenarios for the data loss problem:
A. Slow to fast crossing:

Considering a situation, where the source flop is generating the data at a lower
frequency. And, the destination flop is getting triggered by a faster clock. In this case,
before the source flop generates another data, the destination flop would have
sampled the previous data. Thus, for slow to fast crossing, there might not be a risk of
data loss. However, if the destination clock is only marginally faster than the source
clock, the data loss risk would still be there. This happens because once the edges of
the two clocks are almost aligned they will come very close together for next several
cycles.

Source

clk _
Destination

clk _}—ietup A (Hold

Figure 3.5-7 Setup and hold time violations due to CDC

to ensure no loss of data, it is required to take care of all kinds of uncertainty. The
factors that cause this uncertainty are:

o Setup requirement of the destination flop.

o Hold requirement of the destination flop.

o Clock Jitter for both launch and capture clock.

o Path delay differential for fastest and slowest path from the launch to the
capture.

B. Fast to slow crossing:

Consider a situation, where the source flop is generating the data at a higher
frequency. And, the destination flop is getting triggered by a slower clock. In this
case, before the destination flop captures a data, the source clock would have
launched the next data. Thus, for fast to slow crossing, there is always a risk that only
intermediate data might get captured, and, several data might get lost.

35.12. FIFO

Data Loss can be prevented using FIFO (First in First out) based mechanism.
FIFO based mechanism is very useful for either of the two situations:
o The two clocks have very close frequency.
o The data launch is in bursts, i.e. after launching several data in consecutive
cycles, it then becomes quiet for several cycles. In such cases, even if the launch clock
is faster than the capture clock, the FIFO based mechanism can be found to be useful.
The data launched in the bursts keep getting stored in the FIFO. While, the launch
side becomes quiet, the capture side keeps picking up the data stored in the FIFO.
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Data_in =9 —» Data_out

WE —» FIFO +«— RE
Full -— —» lempty
Clock domain 1 Clock Domain 2

Figure 3.5-8 FIFO as a solution to CDC

3.5.1.3. FIFO structure
The FIFO is a 2 port memory which input and the output bit stream is in the
same sequence. However, the address of this memory cannot be accessed from its
interfaces. The data is entered or read each clock cycle using Read and Write enables.
It also has 2 signals to indicate that either the FIFO is full or empty to prevent writing
or reading from it if there is no free memory to write or no data to read.

3.5.14. FIFO Depth

Size of the FIFO basically refers to the amount of data available at a given
time. In asynchronous FIFO this depends on both read and write clock domain
frequencies and number of data written and read (data rate). Data rate can vary
depending on the two-clock domain operation and requirement and of course
frequency. The worst case condition is the maximum data rate difference between
read and write clock. This can happen when data rate of writing operation is
maximum and for read operation data rate is minimum.

*

Dmax read * Dread

FIFO Size = Dppgy —

erite * Dwrite

Where:

o Dhax 1S the maximum number of words that could be written.
o Freaq IS the read frequency.

o Furite 1S the write frequency.

o Dy eaq 1S the number of words that is read each clock cycle.

o Duwrite 1S the number of words that is written each clock cycle.

In the case of NB-LTE uplink receiver the FIFO based solution is used.

3.6. Scrambler

Scrambler mainly consists of two linear feedback shift registers which simply
generating an L=31- Golden Sequence C(n) by 2 paths of flip flops which initialized
by two different values as shown in figure 3.6-1.
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For each code word  , the block of bitsb@ (0),...b®» (M —1), where M (¥ is the
number of bits transmitted in code word { on the physical uplink shared channel in
one sub frame, shall be scrambled with a UE-specific scrambling sequence prior to
modulation, resulting in a block of scrambled bitsb ¥ (0),...6 @ (M@ —1) |

c@ () Is the scrambling sequence and to get the required output, the first LFSR shall
be initialized withx,(0) = 1, x,(n) = 0, n=1,2,....30.
While the second LFSR shall be initialized with
14 13 9 I
Cinit =NrnT1° 2 +Q-2 +Lns/2J'2 +Nip

Where NpnT) corresponds to the RNTI associated with the PUSCH transmission.

MSH | 5H Scrambling

codde

OOooogooOoooooododobooooooo: ‘LiLL.!TI"fEI —*

5illlP

J00000000000Conpoofoooocoooftn-
Figure 3.6-1 Scrambler architecture according to standard

3.7. Data multiplexing and Channel Interleaver

In narrowband interleaving is applied per resource unit without any control
information in order to apply a time-first rather than frequency-first mapping, where
the input sequence is the portion of e for a resource unit instead of f

1. Data and control multiplexing:

The inputs to the data and control multiplexing are the coded bits of the control
information denoted by q,,9,,9,,93,--., AN, Qoor -1 and the coded bits of the UL-SCH
denoted by f,, f;, f,, f5,...,fg_1 . The output of the data and control multiplexing
, where H =(G+N_ Qg ) and

is the total number of coded bits allocated for UL-SCH data and CQI/PMI
information across the N, transmission layers of the transport block.

In narrowband Qm is 1 for n/2-BPSK and 2 for n/4-QPSK, NL=L1.
We will skip the control part so Q.q;will be take value Zero.
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in the case of single transport block transmission, and assuming that N is the number

of layers onto which the UL-SCH transport block is mapped, the control information
and the data shall be multiplexed as follows:
Seti,j,kto0

While i <G -- place the data
9, =[fi.. fi+Qm-N|_—1]T
i=i+Q,-N_

k=k+1

end while

2. Channel interleaver

The input to the channel interleaver are denoted by 9,9,:9,9,
Rl Rl LRI RI ACK _ACK _ ACK ACK
Gg +Gy oGy ol 4 ND G707, 0 dg,., - In case where more than one

UL-SCH transport block are transmitted in a sub-frame of an UL cell, the HARQ-
ACK and RI information are multiplexed with data on both UL-SCH transport blocks.
The number of modulation symbols per layer in the sub-frame is given by

1 = H'+Qg . The output bit sequence from the channel interleaver is derived as

follows:
(1)  Assign C,, =(NS, ~IN

symb slots

columns of the matrix are numbered 0, 1, 2,...,C —1 from left to right.
NUE L is the number of SC-FDMA symbols for NPUSCH in a UL resource

sym
unit.

(2)  The number of rows of the matrix is Ry = (Higa - Qm - N )/Crux and we
define Ry = R /(Qm - N ).
The rows of the rectangular matrix are numbered 0, 1, 2,..., Ry, -1 from

top to bottom.
3) Write the input vector sequence, fork =0, 1,..., H'-1, into the
(Ryux XCrmux ) Matrix by sets of (Q,-N, ) rows starting with the vector y, in

to be the number of columns of the matrix. The

column 0 and rows 0 to (Q,,-N, -1):

Yo Y Y, T Yot
y y y e y
—C_mux —Cmux +1 —Cmyx +2 . —?-Crpux -1
X(RFnux =1)xCrnux X(R;nux “DxCryx +1 X(RFnux “DxCrux +2 X(Rr'nux *Cryx —1)

The pseudocode is as follows:
Seti, ktoO.
While k <H’,

if y. is not assigned to RI symbols
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end if
i=i+l
end while

4) The output of the block interleaver is the bit sequence read out column by
column from the (R, xCpny ) Matrix. The bits after channel interleaving

are denoted by hy,h ,h, ... "y o, o

3.8. Rate De-Matching

‘!Ul) S ‘_HH
A ub-block k
, ;
interleaver
virtual circular
buffer
dy’ Sub-block | VP Bit W B *
k ub-bloc Bl S | k it selection
| interleaver 7| collection and pruning ’
3 2
dl-) ‘,(-)
k ) Sub-block .
interleaver &

Figure 3.8-1 Rate matching Block diagram
The Block is divided into the main blocks

1. Sub-block interleaver: is defined for each output stream from Turbo coding. The
streams include a systematic bit stream dk (0), a parity bit stream dk (1) and an
interleaved parity stream dk (2) coming from turbo-encoder.

The bit stream d* is interleaved according to the first sub-block interleaver with an
output sequence defined as v§”,v{” ,v{?,..vQ | and where K, ~ (RS ioe X Cl e

The bit stream d is interleaved according to the second sub-block interleaver with

an output sequence defined asv{’ v v ,..vg .

The bit stream d? is interleaved according to the third sub-block interleaver with an
output sequence defined asv{? v v .. .v® .

The bits input to the block interleaver are denoted by d’,d®,d{",...d?,  where D is

the number of bits. The output bit sequence from the block interleaver is derived as
follows:
TC

1) Assign Cgipox = 3210 be the number of columns of the matrix. The columns of
the matrix are numbered 0, 1, 2,..., Cispou —1from left to right.
2) Determine the number of rows of the matrix R}y 0q » 0y finding minimum

integer RJ: . Such that:

subblocl
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D< (Rsubblock x CsTu%blook)
The rows of rectangular matrix are numbered 0, 1, 2...., R{$, 04 —1from top to bottom.

(3) |f( ubblock ><Csubblock)> D, then Ny = (RsTu%blow x Cybplock — D) dummy bits are
padded such that yx = <NULL> fork =0, 1,...,Np- 1. Then, y,_,, =d® , k=0, 1,...,

D-1, and the bit sequence yk is written into the( Jbblock szTu%b|ock) matrix row by row
starting with bit yo in column 0 of row 0:

Y Y, y Y.tc
0 1 2 Csubblock ~1
Y.1c Y. 1c Y. ¢ Y 10
Caubblock Caubblock +1 Cauibblock +2 ) 2Csubblock 1
YRIC  yclC YRIC  yclc 1 YRE. . nele o 7 Ypric R
(Rsubblock ~D*Csubblock (Rsubblock ~D*Csubblock + (Rsubblock ~1*Csubblock + (Rsubblock *Csubblock —1)

For d®andd:

4) Perform the inter-column permutation for the matrix based on the pattern
<P(j)>je{01mCT%bl o) that is shown in Table 3.8-1, where P(j) is the original column

position of the j-th permuted column. After permutation of the columns, the inter-
column permuted (Rgu%b,ock szTu%blod() matrix is equal to

Ye(0) Yew Ye) yP(CZu%b.ock—l)
yP(0)+C;rucbblock yP(1)+C;rLﬁ)block yP(2)+C;rEbblock yP(C;rA?bblock_l)"'C;.ﬁ)block
L y P(0)+(RifhtockL)XCalpblock y P(0)+(RGbioaDXCabpiock y P(2)+(RifhblocL)XCllpblock y P(Caittock—D)+(RbioaDXCasbiok |

(5) The output of the block interleaver is the bit sequence read out column by
column from the inter-column permuted (Rgu%b,ock szTucbbk,ck)matrix. The bits after sub-

ORIV i

block interleaving are denoted by v{’,v& v{).. Vf<n71’ where v{ corresponds to yp(,

0

vi 10 Yooy ClGpion "

Ford{®:

(6) The output of the sub-block interleaver is denoted by v ,v? v ,..v{2) | where
=Y. and where

k
(k)= {Pﬂ?ﬂ +CI8 e x (kMOA RIS 00 J+1 | mod K
subblock

The permutation function P is defined in Table 3.8-1.

<0, 16,8, 24, 4, 20, 12, 28, 2, 18, 10, 26, 6,
32 22,14,30,1, 17,9, 25,5, 21, 13, 29, 3, 19,
11,27,7,23,15,31>

Table 3.8-1 Inter-column permutation pattern for sub-block interleave
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2. Bit collection: is used to concatenate the three bit streams vkm (0) , vkm (1) and
vk(2) which represent the systematic bit stream, parity bit stream and interleaved
parity stream respectively together at the circular buffer.

(1) The circular buffer of length K,, =3K; for the r-th coded block is generated as
follows:

) we=v® fork=0,..., Ky-1
(3) WKn+2k :Vlﬁl) fork:O,..., K]‘[ _1

@)W&ﬁnﬂ=V9 fork=0,..., Ky-1

3. Bit selection: extracts consecutive bits from the circular buffer to the extent that
fits into the assigned physical resource. Combined with the Turbo coding, the
circular buffer can puncture or repeat the collected coded bits to achieve an
alterable channel coding rate under different scenarios.

Denoting by E the rate matching output sequence length for the r-th coded block, and
rviax the redundancy version number for this transmission (rviaex = 0, 1, 2 or 3), the rate
matching output bit sequence is e, k=0,1,..., E-1.

Define by G the total number of bits available for the transmission of one transport
block.

SetG'=G/(N.-Qy)
N is equal to the number of layers a transport block is mapped onto
Sety =G'modC , where C is the number of code blocks
if r<c—y-1
setE=N,-Q,-|G'/C]
else
setE=N_-Q,-[G'/C]
end if

In narrowband C=1

N .
Setky = RIS 0u [2{ RTCCb ]-rvidX +2J, where RS« the number of rows is
subblock

Setk=0andj=0
while {k < E}
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it Wi+ jymodng, #< NULL >

€k = Wikg+j)modNg,
k=k+1
end if
i=j+1
end while

Ng =K, for UL-SCH

3.9. Encoder

According to 3GPP narrowband LTE IOT Standard release 14 for UL-SCH
channel codding is turbo coding with rate 1/3 as show in Table 3.9-1

UL-SCH
DL-SCH
PCH _
MCH Turbo coding 1/3
SL-SCH
SL-DCH
BCH Tail biting
SL-BCH convolutional 1/3
coding

Table 3.9-1 Usage of channel coding scheme and coding rate

Turbo Encoder is consisting of two recursive Convolutional Encoder and one Turbo

internal interleaver, the overall code rate is approximately r = 1/3. Figure 3.9-1 shows
a 3GPP turbo encoder.

1st constituent encoder

"D "
o el
B

[
Turbo code internal )
interteaver 2nd constituent encoder

o -

Figure 3.9-1 Structure of rate 1/3 turbo encoder (dotted lines apply for trellis termination only)
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Convolutional Encoder
The two convolutional encoders used in the Turbo code are identical with generator
polynomials

60 =155

go(D) =1+ D?+ D3

gi(D)=1+D +D3

The data bits are transmitted together with the parity bits generated by two constituent
convolutional encoders. Prior to encoding, both the convolutional encoders are set to
all zero state, each shift register is filled with zeros. The turbo encoder consists of an
internal inter-leaver which interleaves the input data bits ¢y, c2 ....... ck toc’y, c2
....... ¢’k which are then input to the second constituent encoder. Thus, the data is
encoded by the first encoder in the natural order and by the second encoder after
being interleaved. The systematic output of the second encoder is not used and thus
the output of the turbo coder is serialized combination of the systematic bits ck, parity
bits from the first (upper) encoder Zk and parity bits from the second encoder Z’ for
k=12, ..K

After all the data bits K have been encoded, trellis termination is performed by
passing tail bits from the constituent encoders bringing them to all zeros state. To
achieve this, the switches in Figure 3.13 are moved in the down position. Because of
the interleaver, the states of both the constituent encoders will usually be different, so
the tail bits will also be different and need to be dealt separately.

For tails bits the transmitted bit stream includes not only the tail bits {Xk+1, X k+2,
Xk+3} corresponding to the upper encoder but also tail bits corresponding to the lower
encoder {X k+1, X k+2, X'k+3}. In addition to these six tail bits, six corresponding
parity bits {Zx+1, Zx+2, Zx+3} and {Z k+1, Z k+2, Z k+3} for the upper and lower encoder
respectively are also transmitted. First, the switch in the upper (first) encoder is
brought to lower (flushing) position and then the switch in the lower (second)
encoder. The tail bits are then transmitted at the end of the encoded data frame.
According to 3GPP release 14 the tail bits’ sequence is:

0 0 0 I} 0 1]
4 = xy, Ay = Zgsr, Ay = X' Ay = 2k
1 1 1 1
A = zi, A} = Xy A, = 7 ds = e

2 2 2 2 /
d,(() = Xk+1 dl((+)1 = Zgs2 dl((+)z = X'ks1) dl(c+)3 = Zk+2

For number of input bits K, the total length of the encoded bit sequence now becomes
3K+12, 3K being the coded data bits and 12 being the tail bits. The code rate of the
encoder is thus

r =K/ (3K+12). However, for large size of input K, the fractional loss in code rate
due to tail bits in negligible and thus, the code rate is approximated at 1/3.

Internal inter-leaver
The bits input to the turbo code internal inter-leaver are denoted by Co, C1, Co, ... Ck-1,
where K is the number of input bits = TBS + 24 CRC bits.
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The relationship between the output index (i) and the input index i according to the
following equation is:

(i) = (fl*i+ f2*i>)%k
Where f1 and f2 are constants depending on K (TBS + 24 CRC bits), Table 3.9-2
shows standard values for f1 and f2 for every K, the size of the input data ranges
from 40 to 2560 bits for NB-LTE.

40 3 10 | 48 | 416 | 25 52 95 | 1120 | 67 | 140
48 7 12 | 49 | 424 | 51 | 106 | 96 | 1152 | 35 72
56 19 42 | 50 | 432 | 47 72 97 | 1184 | 19 74
64 7 16 |51 | 440 | 91 | 110 | 98 | 1216 | 39 76
72 7 18 | 52 | 448 | 29 | 168 | 99 | 1248 | 19 78
80 11 20 | 53 | 456 | 29 | 114 | 100 | 1280 | 199 | 240
88 5 22 | 54 | 464 | 247 | 58 | 101 | 1312 | 21 82
96 11 24 | 55 | 472 | 29 | 118 | 102 | 1344 | 211 | 252
9 | 104 7 26 | 56 | 480 | 89 | 180 | 103 | 1376 | 21 86
10 | 112 | 41 84 | 57 | 488 | 91 | 122 | 104 | 1408 | 43 88
11 | 120 | 103 | 90 | 58 | 496 | 157 | 62 | 105 | 1440 | 149 | 60
12 | 128 | 15 32 |59 | 504 | 55 84 | 106 | 1472 | 45 92
13 | 136 9 34 | 60 | 512 | 31 64 | 107 | 1504 | 49 | 846
14 | 144 | 17 | 108 | 61 | 528 | 17 66 | 108 | 1536 | 71 48
15 | 152 9 38 | 62 | 544 | 35 68 | 109 | 1568 | 13 28
16 | 160 | 21 | 120 | 63 | 560 | 227 | 420 | 110 | 1600 | 17 80
17 | 168 | 101 | 84 | 64 | 576 | 65 96 | 111 | 1632 | 25 | 102
18 | 176 | 21 44 | 65 | 592 | 19 74 | 112 | 1664 | 183 | 104
19 | 184 | 57 46 | 66 | 608 | 37 76 | 113 | 1696 | 55 | 954
20 | 192 | 23 48 | 67 | 624 | 41 | 234 | 114 | 1728 | 127 | 96
21 | 200 | 13 50 | 68 | 640 | 39 80 | 115 | 1760 | 27 | 110
22 | 208 | 27 52 | 69 | 656 | 185 | 82 | 116 | 1792 | 29 | 112
23 | 216 | 11 36 | 70 | 672 | 43 | 252 | 117 | 1824 | 29 | 114
24 | 224 | 27 56 | 71 | 688 | 21 86 | 118 | 1856 | 57 | 116
25| 232 | 85 58 | 72 | 704 | 155 | 44 | 119 | 1888 | 45 | 354
26 | 240 | 29 60 | 73 | 720 | 79 | 120 | 120 | 1920 | 31 | 120
27 | 248 | 33 62 | 74 | 736 | 139 | 92 | 121 | 1952 | 59 | 610
28 | 256 | 15 32 | 75 | 752 | 23 94 | 122 | 1984 | 185 | 124
29 | 264 | 17 | 198 | 76 | 768 | 217 | 48 | 123 | 2016 | 113 | 420
30 | 272 | 33 68 | 77 | 784 | 25 98 | 124 | 2048 | 31 64
31| 280 | 103 | 210 | 78 | 800 | 17 80 | 125 | 2112 | 17 66
32 | 288 | 19 36 | 79 | 816 | 127 | 102 | 126 | 2176 | 171 | 136
33| 296 | 19 74 | 80 | 832 | 25 52 | 127 | 2240 | 209 | 420
34 | 304 | 37 76 | 81 | 848 | 239 | 106 | 128 | 2304 | 253 | 216
35| 312 | 19 78 | 82 | 864 | 17 48 | 129 | 2368 | 367 | 444
36 | 320 | 21 | 120 | 83 | 880 | 137 | 110 | 130 | 2432 | 265 | 456
37 | 328 | 21 82 | 84 | 896 | 215 | 112 | 131 | 2496 | 181 | 468
38 (336 | 115 | 84 |85 | 912 | 29 | 114 | 132 | 2560 | 39 80
Table 3.9-2 NB-LTE standard inter-leaver constants

0N |B|W|IN(-
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3.10. Cyclic Redundancy Check (CRC)
According to Release 14 specifications, the parity bits are generated by one of
the following cyclic generator polynomials:

gerc24a(D) = [D? + D2 + D8 + D7 + D + D1 + D10 + D7 + D¢ + D5 + D* + D3 + D + 1] and;
gerc2a(D) = [D?* + D% + D8 + D® + D + 1] for a CRC length L = 24 and;

gereis(D) = [D® + D2 + D5 + 1] for a CRC length L = 16.

geres(D) = [D8 + D7 + D* + D3 + D + 1] for a CRC length of L = 8.

Where gcre24a(D) is added after each code block, gcre24s(D) is added only when code
block segmentation is applied, gcreise IS attached to the Master Information Block
gcregand is employed by (MIB) and Downlink Control Information (DCI) messages
some uplink channels (PUCCH and PUSCH) for transmitting Channel Quality
Indicator (CQI) information.

For NB-1IOT maximum ULSH (uplink shared channel) with maximum TBS=2536 bits
while the maximum transmitted code block size Z before segmentation =6144
therefore “gcrc24a” polynomial equation is used.

Figure 3.10-1 shows transport block segmentation to code blocks and gcrc24a(D) is
added to each code block.

Transport Block

e %
S L

“Code Block 1 / “€:ade Block 2} "Tede Block 3

S / . H o
- \ -
'

Figure 3.10-1 Block segment and CRC attached
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3.11. Equalizer

In our project we split the equalizer block into two blocks, channel estimation block
and equalization block. Equalization block in this case is very simple, it’s just a divider. It
reflects the channel effect by divide the symbols corrupted by the channel estimated through
channel estimation block. As we mentioned we have a power and cost constraints so we use
memory-based architecture to use one complex divider. Complex divider is done using
restoring algorithm. Equalizer takes input symbols from resource element De-mapper block
and the channel information from the channel estimation block and divides symbols by
channel pilots to produce the correct symbols to IDFT block.

In LTE uplink grid as shown in Figure 3.11-1, pilots are generated in the 4™ symbol in each
slot so we save 1% three symbols in memory and wait for channel information from channel
estimation. When receiving channel information in equalizer we saved it in memory and wait
for other 3 symbols to be generated.

Symbols/Sub- | Symboll | Symbol2 | Symbol3 | Pilots | Symbol5 | Symbol6 | Symbol7
carriers
Sub-carrierl

Sub-carrier2

Sub-carrier3

Sub-carrier4

Sub-carrier5

Sub-carrier6

Sub-carrier?

Sub-carrier8

Sub-carrier9

Sub-carrier10

Sub-carrierll

Sub-carrier12

Figure 3.11-1 Uplink Grid for each slot in LTE
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We assumed a stair case channel for equalization, we receive the channel in symbol 4 only so
we can assume it a linear channel and give each symbol a factor depending on the space
between the channel or we simply assumed that the whole slot sees the same channel
(coherence time is bigger than the slot time) and this is the stair case approximation, the next
slot will face another channel factor so we save the channel for each slot.

Channel
A

Time
Slot

Figure 3.11-2 Stair case approximation for equalization process
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Chapter 4

Design Architecture and interfaces

4.1. Synchronization (Time and frequency offset estimation)

4.1.1. Top level

SYN_in_Real

>
SYN_in_Imag

>
SYN_in_clk

»
SYN_in_reset

»

Figure 4.1-1 Time and frequency offset estimation Top Level

41.2. Block interface

-

Time and frequency

\

SYN_out_freq_off

offset estimation

SYN_out_valid

>

/

SYN_in_Real input Real input data 16
SYN_in_Imag input Imaginary input data 16
SYN_in CLK input clock 1
SYN_in_reset input reset signal 1
SYN_out_freq_off| output Estimated time offset 20
SYN _out valid | output Valid out to the correction block 1

Table 4.1-1 Time and frequency offset estimation interface signals
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4.1.3. Architecture

. | -
SYN_ln_Rea‘ | el 0_gamma_real 0_cordic_phase
|_real [i+N] ‘o
Real Buffer > ) 0_gamma_imag . 0_cordic_mag
Correlation ——————  Cordic
0_done
t _j SYN_out freq offset
A
SUM Peak detector .
— SYN_out_valid
[
|_imag [i
Imaginary Buffer — ll —
SYN in Imag Limagi+A]
N ;
j 0_max_enable
0 read / \
wr
SYN_in_Clk 0.t
—
0_read .
= Control_unit
0w
0 add
SYN i reset \ _/
—_————

Figure 4.1-2 Architecture of the time and frequency offset estimation block

4.1.4. Operation
First of all, the incoming data (real and imaginary) is collected in the real and
imaginary buffers.
According to the standard, the cyclic prefix length is (L=2) so the buffer is
designed to out four values I_real [i], I_real[i+1], I_real[i+N+1], |_real[i+N+2]

Where N is the FFT points (symbol length).

The correlation block performs equation (2) in chapter 2 on the real and
imaginary data coming from the real and imaginary buffers.
The energy block performs equation (3) on the real and imaginary data coming
from the real and imaginary buffers.
If we look at equation (4) and equation (5) we will notice that it’s required to get
the magnitude and phase of the correlation out and here comes the rule of the
CORDIC block in its vectoring mode.
The out of the CORDIC blocks takes a specific number of cycles according to the
number of bits and accuracy needed as will be discussed later, but to perform
equation (4) we need the output from the CORDIC and the output from the
energy block to be input at the SUM block at the same time and since the output
of the energy block comes earlier, we need a delay block.
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e The peak detector block gets the maximum of the input data according to equation
(4) and then gets the phase according to this value and this will be the frequency
offset estimated.

4.15.  Sub blocks design
415.1. Correlation sub block

."'-’.- --‘\'.
M) _
Complex
IN[N] multiplier
—_——
o - —
+ —_—
A -, 3
IMN[i+1] '
Complex
N[N multiplier
—»
e -

Figure 4.1-3 Correlation block design

4.15.2.  Complex multiplier
For multiplying two complex numbers (real_1 + jimag_ 1) and(real_2 + jimag_ 2)

‘ out_real

real_1 o .
—_— o

real_2 b
imag. 1 Adder
imag_2 | .:-c- 4|—’

_l_’

T

s
s

—_— »
real_2

imag_1 |
—_—

Fa ™,

out_imag
real_1 Subtractor

S
imag_2 | | .
- L

Figure 4.1-4 Complex multiplier design
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4.15.3. CORDIC sub-block
As mentioned before, the CORDIC is an iterative algorithm so the output value of
each iteration depends on the input from the last iteration.

The number of iterations is choosed according to the number of bits and accuracy
needed. For example, if the number of bits is 16 bits then we will not need more than

15 iterations to get a very high accuracy. But we can get an acceptable accuracy using
less number of iterations.

The CORDIC can be designed using two approaches:

1. A unit for each iteration

o LY =0

SgIriEgn )

i

scyrfzgy I

’
| |

sggrnize

!

=l

SO Fyy— 2]

s

!

o . LS

Figure 4.1-5 First Internal architecture of CORDIC sub block

The cost for this implementation is:

e Three ADD/SUB ALU units for each iteration.
e Shift operations: hardwired.

But typically, with a pipeline registers after each iteration, we can get a very high
throughput.

2. Only one unit and feedback.
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Xn

Figure 4.1-6 Second Internal architecture of CORDIC sub block

The cost for this implementation is:

e Very low throughput (n times less).

e The shifter is variable and costs logic.
But of course, this design has lower area compared to the first one.

4.1.6.

Results

4.1.6.1.

CORDIC results

20

sgn(z,.;)

Zn

The first approach is the one implemented in the frequency estimation block. The
CORDIC block was implemented first on MATLAB to see the effect of increasing the
number of iterations on the error.
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Figure 4.1-7 MATLAB results for CORDIC block
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416.2. CORDIC RTL results
The design was tested with 80 complex numbers.

1§ Ve D i 4+

! et
! el e |
B fest i SEERERANIINNGRENGRERANNNENRENENEED

B et il (OO T T T
B et ol g mw | [ [
B il od i I T T
B Jet g [INSESEEENSRERNRNNEERNEnEny

Figure 4.1-8 RTL results of the CORDIC block

The last figure shows inputs and outputs of the CORDIC block. Each output takes 9
cycles (number of iterations +1).

e The inputs and outputs (real and imaginary) are represented in 17 bits (5 bits
integer and 12 fraction) as this is the out from the correlation block.

e The input and output angles are represented in 20 bits (12 bits integer and 8 bits
fraction).

The outputs are taken from the RTL and transformed from fixed point into decimal

then compared to MATLAB and the results were as follows.

1 2 ] 4 ] b 1 8 9 10 1 12
1 03640 0.6557 14186 0.5904 08301 0.7660 03024 20653 08622 0.1673 0.3070 03149

Figure 4.1-9 Ideal out magnitude

1 2 3 4 5 ] 7 2 9 10 1 12
1 0.8657 0.6560 14238 05825 0.8516 0.7681 0.5042 20742 0.8645 0.1687 0.5088 03184

Figure 4.1-10 RTL out magnitude

1 2 3 4 5 b T 3 9 10
1 -45.9742 449579 -170.5546 5.5700 854637 1562048 -172.6083  -159.0247 93.2822 -38.3933

Figure 4.1-11 ldeal out phase

1 2 3 4 3 f [ 8 9 10
1 -45.9922 449608 -170.6016 53730 54141 156.2266  -172.8906  -159.0938 881719 -39.3672

Figure 4.1-12 RTL out phase

The average error between the ideal outputs and the RTL outputs for magnitude and
phase is calculated.
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e Average error for magnitude = 0.0032
e Auverage error for phase = 0.1443

4.1.6.3.
To test the whole block, we have to assume that there’s a dummy transmitter that

sends the data and that the data has passed through a channel and suffered from time
and frequency shift.

Block results

The block was first implemented on MATLAB and it was found that it gives very

good and accurate results for the timing offset if the FFT points and cyclic prefix

length are very large.

For example,

e FFT points = 1024
e Cyclic prefix length = 128
e Number of symbols =7
e Assumed frequency offset of 0.25
e Assumed timing offset of 4
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Figure 4.1-13 MATLAB results for time and frequency offset estimation

The peaks in the last figure defines the start of every symbol and the corresponding
value on the frequency plot represents the frequency offset and it’s the same for each

symbol.
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In our case, the FFT points and the cyclic prefix length are not very large so the
correlation doesn’t give very accurate results for timing offset that’s why the block is
implemented in RTL with only offset estimation and it’s assumed that there is no
timing offset.

Frequency offset estimated from MATLAB = 0.2591 rad = 14.8 deg.

B Stest_topfin_real 15 Mo
B Sftest topfin_imag 16" s
4. Jtest_topfin_dk 1h1

<, ftest_topftfout walid 1h1i
B Sftest_topftfo_offset_final 20'hfF105 20'REF105

|
I
i

4 ftest_topfi_reset 1hi I
|
|
||
|

4 Jtest topftfo_walid 1h1
Figure 4.1-14 RTL results of the synchronization block

Frequency offset = 20°hff105 (fixed point representation of 12 bits integer and 8 bits
fraction).

Frequency offset in decimal = -14.98 deg.
The output is negative to be input directly to the next block.

4.1.6.4.  Synthesis results
The block was synthesized on Xilinx and DC compiler and the results were as
follows.

Number of ports: 153
Number of nets: 373
Number of cells: 30
Number of references: 10
Combinational area: 365021 .756733
Noncombinational area: 69765.364134
Net Interconnect area: 4402 000000
Total cell area: 434787 .120867
Total area: 439189 .120867

Figure 4.1-15 Synchronization block area report
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Global Operating Voltage = 1.08
Power-specific unit information
Voltage Units = 1V
Capacitance Units = 1.000000pf
Time Units = 1ns
Dynamic Power Units ImW (derived from V,C,T units)
Leakage Power Units = 1pW

Cell Internal Power = 8995.7347 uW (67%)
Net Switching Power 490.6813 uW (33%)

Il
=t
iy
[#2]
23]
e

Total Dynamic Power mW (100%)

Cell Leakage Power 361.7212 uW

Figure 4.1-16 Synchronization block power report

data required time 99.58
data arrival time -16.82
slack (MET) 82.76

Figure 4.1-17 Synchronization block total slack
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4.2. CP removal and offset correction architecture

42.1. Top level

CP _in_real | CP_out_real
;

CP_in_imag
P

CP_in_angle CP removal and CP_out imag
| offset correction

CP_in_valid

h 4

CP_out_valid
CP_in CLK >

\ )

Figure 4.2-1 CP removal and offset correction Top Level

h

4.2.2. Block interface

CP_in_real input Real input data 16
CP_in_imag input Imaginary input data 16
CP_in_angle | input Frequency offset estimated from synchronization block 20
CP_in_valid input Valid input indicated that the offset is valid 1
CP_in_CLK | output clock 1
CP_out _real | output Real output to the FFT block 20
CP_out_imag| output Imaginary output to the FFT block 16
CP_out_valid| output Valid out to the FFT block 16

Table 4.2-1 CP removal and offset correction interface signals

4.2.3.  Architecture
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CP_in_angle
IN_real
I S
CP_i I
Conl Bufior _in_rea CP_out_real
— CP_out_imag
IN_imag Y o CORDIC
| CP_in_imag
Imag Buffer CP_out_valid
AN 7
©_rd Control unit
O_add O_enable
CP_in_valid

Figure 4.2-2 Architecture of CP removal and offset correction block

424. Operation

e The cyclic prefix is removed by controlling which address to read from the real
and imaginary buffers.

e To correct the offset, we have to multiply the input by (e 772™&/NY and here comes
the rule of the CORDIC block in its rotation mode.

4.25.  Sub blocks design
The CORDIC block has the same design mentioned before with an additional unit that
is responsible for pre rotation of the input angle to be in the range of

(— = ,7) asthe CORDIC block works only if the angle of rotation is in this range

s N 4 ™ s ™
X0 R
Y0 Pre rotation R 0
o unit C otation unit Rotation unit 1 Rotation unit 2 Rotation unit 3 Rotation unit 4
0 .
—
"\__ ) J ’_'\ -V / \ } __/' F
arctan|0] arctan[1] arctan[2] arctan(3] arctan[4]
7 g "\_‘ ‘_/" h N I/" h ™
X7
‘—
Y7 | Rotation unit 7 Rotation unit 6 Rotation unit 5
27
—
A J L J L J

arctan[7] arctan(o] arctan[3]
Figure 4.2-3 CORDIC sub block internal design
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42.6. Results
The block was integrated with the frequency estimation block and tested with the
output of it then the results were compared to MATLAB.

g Viave -Defat i 4

B [test topfn e
B/ fest_top/n meg
4 [est_topfn ok
4 st topf eset

4 fest topf eneble
B/ et top/CP _out red
B4 fest_top/CP out imag

4 et top/CP_out, vald

LRI 2 P 1% 1 1 11 5 1V

Figure 4.2-5 Ideal real out

1 2 3 4 5 b 1 § 4 10 11 12
(R N A 11 11 Y Y 151 AN 1174 S VA VI

Figure 4.2-6 RTL real out

1 2 ] 4 5 b T § J 10 11 12
1 06 04069 0%y 0%M  09BM 0189 0694 015 0280 16603 0679 00536

Figure 4.2-7 Ideal imaginary out

1 ! ] 4 j b ! ! ! 10 I 12
(R A1 41 VAR 11 1 2 A 1 O 5 O 115

Figure 4.2-8 RTL imaginary out
The average error is calculated for the real and imaginary outputs.

e Auverage error for real = 0.0034
e Average error for imaginary = 0.0027
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4.3. Fast Fourier Transform (FFT)

43.1. Top level

FFT_in_real FFT_out real

>

w

FFT_in_imag FFT_out_imag .

w

clock FFT_valid_out
- FFT

FFT_enable FFT_out_done

. J

Figure 4.3-1 FFT Top Level

b
w

b
w

FFT_reset

w

4.3.2. Block Interface

FFT _in_real Input FFT input real part 16
FFT _in_imag Input FFT input imaginary part 16
clock Input FFT input clock 1
FFT_enable Input FFT block enable 1
FFT _reset Input FFT block reset 1
FFT _out_real Output FFT output real part 16
FFT_out_imag Output FFT output imaginary part 16
FFT_valid_out Output Signal indicates that output is valid 1
FFT_out_done Output Signal indicates that output is done 1

Table 4.3-1 FFT block interface signals
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Algorithm

FFT has a lot of algorithms to be implemented but since our project is NB-1OT LTE we
have a power and cost constraints so we choose the Cooley-Tukey algorithm in our design as it
provides low cost and complexity.

Cooley-Tukey algorithm is a divide and conquer algorithm. Divide means break the
given problem into sub problems of the same size and Conquer means recursively solve these
sub problems. It combines the answers in at the end of the algorithm and generate the output.
Number of stages to generate the output is log, N where N is the data size.

Two methods to compute Cooley-Tukey algorithm:

1- Decimation in time.
2- Decimation in frequency.

Those two methods give nearly same throughput but differ in input/output pattern.

1- Decimation in time

FFT can be performed using DFT of even and odd points. Its input is out of order and its
output is in order.

x[0]o—>—o— ——o> > > . - ]‘O X[0]
Wy //qy:xx / N /
x[4]o—>—o=——>——Ro>— A A

N/
o XX \\//
K[2]o—o— o B YooK e X2
w7~ Wi \ -)R'\_ .;'& /
x[6] oo —Ho—>> I \/ AVA A& X[3]
XX KX
x[1]o—+—o——» - L IVAY YA '):% X[4]
o /X X\
W wi /) AAN
x[5]¢ ~ ¢ o oh L S X(5]
¥ ><>< / /NN
WY, _ \ A . ._
x[3]0—r—oT~7'< N ¢ ot 7 \,_\1,3 X[6]
0 ) /../y‘x.xh w2 we /_/ \\’
e o - X[7)

Figure 4.3-2 Decimation in time divide and conquer algorithm
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2- Decimation in frequency

FFT can be decomposed using a first-half/second-half approach

its output is out of order.

x(0)

x(1)
x(2)
x(3)
x(4)
x(5)
x(6)

x(7)

. Its input is ordered and

X(0)

X(2)

X4

X(6)

X(1)

X(3)

X(5)

X(7)

Figure 4.3-3 Decimation in frequency divide and conquer algorithm

We choose decimation in frequency for easier integration between blocks due to ordered input
and we can re-arrange the output through output buffer.

59



3rd

Preload Ist decomposition 2nd decomposition

+

decomposition

Al +
/0] ~»{| 8- 2 ( —»C X[0]
‘\\ e /Zi- i+ '
xl] —2 9 8§ 25 /\’/ /}:. ~ +4 X[1]
: 3 S
2] ——3“ } o™ :]1/>/\j X(2]
3 —a PP =xt—els ™ e X0
] —fs™" T S— $—0 X4l
T oo N\ o
5] —=6 1 18 29 ——><—pC x—o_w——-» “w 3= X[5]
A AT //X\\ \ I BiZ) +
2[6] —={1 1 Zﬁﬁ@(}—>l7 M= X[6]
‘ — | : '
7] —w8 1%‘ 0 21 ‘\_'/WJ ’f i ’:]]f A_J'—— X[7]
18] ‘ [LI' 21]‘\ /.:;‘ ?jo 7y ,I ) X[8]
/9] [Lz e "]]\ \\\/ /;jr W B — "--fj X[9]
x/10] IZL’ :31” 2 /\&_" o ’J] ! X[10]
A{11] z,ﬂiﬁ B St R me 01
x[12] [W 33.1\ /;,:;3 [T 1 ,f X[12]
B N+ Tt
x[13] 2 3——< O 32 3= =0 X[13]
r—TL—mq/ 2’/71 u”' £
x[14] 3 > AT e ] X[14]
r—] P N,
LT LN ~ ol ?‘" %,
x[15] p “f 0 [z 4 =0, 48— X[15]

Figure 4.3-4 Time/space-embedded (TSE) signal flow graph of the 16-point memory-based FFT

Figure 4.3-4 shows the signal flow graph of our architecture. Output is in order due to ordering
in buffering phase. Next section shows the detailed architecture and operation for FFT block.
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43.3.

Architecture

A faster way to implement the FFT is to use 16 multipliers to compute each stage in one
cycle results in a log, N cycles and this is the fastest way but it has a large power consumption
and large cost due to the 16 multipliers. In our project NB-1OT power and cost are constraints so
we won’t use 16 multipliers we will use only one multiplier to reduce the power and cost.

We choose memory-based architecture as shown in Figure 4.3-5. This is a lower speed method
but speed is not our constraint.

Input Yo Ché o
Ch6,S 017 200 1/
Address = 5 —
f ' R v
Addr DI Addr DI Addr DI Addr DI
RAM A RAM B RAM C RAM D
WEN DO WEN DO WEN DO WEN DO
WEN 5 5 ! [ §
Butterfly
Computation
Element
ROM

Figure 4.3-5 FFT memory-based architecture
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4.3.4.  Operation
e Preload Phase: load data x[2r] and x[2r+1] into the r'" address of RAM A and RAM C,
respectively.

Where r=0,1..., g — 1 and N is the number of points for FFT operations.

e Decomposition phases: ( (log, N) — 1) decomposition stages are required for an N-point
FFT processor. In the first decomposition stage, data is read from address r = 0 to
address r = g — 1 of RAM A and RAM C, and rest of data is read from the external

input buffer. In the second stage computation data is read from the four RAMSs. The N-
point FFT is decomposed into two N/2-point FFTs, the upper and the lower FFT. Upper
and lower are the same procedure with different inputs. The subsequent decomposition
operation can be executed in a similar fashion until the last decomposition operation is
completed.

e Buffering phase: this phase reorders the output sequence through the RAMs.

The below figure shows the whole operation for the memory-based FFT.

o Reset all data and prepare to write in RAM A

Preload Load RAM A with index from 0 to 3 and RAM C with index from 4 to 7 from input to be
state B N B
processed in the next state with the rest of inputs

S

1st

decomposition Pass the output of RAM A and RAM C and the rest of inputs to the butterfly unit to start
state | calculating FFT values
T

2nd
decomposition
state

3rd
decomposition

state
. J

Pass the output of all RAMs to butterfly unit to continue calculating FFT values

Pass the output of all RAMs to butterfly unit to continue calculating FFT values

Buffering 1
Cetate” Out the first 8 symbols and raise the valid output signal to 1
Buffering 2
state Out the second 8 symbols and raise the output done signal to 1 at the end
- J

Figure 4.3-6 Flow chart of the Finite state machine control unit for the proposed 16-bit FFT
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4.3.5.

well.

Real values

Imaginary values

Results
We use fixed point representation to can deal with floating point numbers. Floating point
representation is more complex because of the infinite probability of the point place, so we need
a complex processor to can deal with a floating point accurately 100%. In our project NB-IOT
we have constraints on power and cost so we used fixed point. We choose 12-bits fraction and 4-
bits integer based on best accuracy and range of numbers will be around one so 4-bits will fit

FFT_out_real
[z2d] 16%16 char

val =

0111100000000000
1111100000000000
1111100000000000
1111100000000000
1111100000000000
1111100000000000
1111100000000000
1111100000000000
1111100000000000
1111100000000000
1111100000000000
1111100000000000
1111100000000000
1111100000000000
1111100000000000
1111100000000000

Figure 4.3-7 Real Values for FFT output

FFT_out_imag
zoc] 16x16 char

val =

000000000000 0O000
001010000011 0111
000100110101 0000
0000101111111 001
0000100000000 00O
0000010101011 000
000000110101 0000
000000011001 0111
0O00O00O0O0O0O0OO0OOO0O0O
1111111001101 000
1111110010101111
1111101010100111
1111100000000000
1111010000000110
1110110010101111
1101011111001 000

Figure 4.3-8 Imaginary Values for FFT output
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>
|

>

1]

We can see that the outputs are nearly the same, due to fixed point accuracy there is
some error but it’s nearly zero.

@ FFT_enable

B FFT_out_reall15:
m FFT_valid_out
g FFT_out_done

Bl FFT_out_reall1 54

B FFT_out_imagl
] FFT_walid_out
g FFT_out_done

'é FFT_out_real]15:1(

B FFT_out_imagl[t

m FFT_out_done

B8 FFT_out_real[15:1

% FFT_out_imag(19]| 11111000000

Figure 4.3-9 Result of RTL

4.3.6. Synthesis Results
FFT is synthesised using Xilinx ISE and Synopsis Design Complier at clock equal to
10MHz.

The result are as follows for Area, Power and Timing.

AR AR AR AA R REERE LT TR
Report : area

Design : FFT

Version: B-2008.09

Date : Thu Oct 1@ @0:14:16 2013

P
Library(s) Used:

scmetro_tsmc_cl813g_rvt_ss_1p88v_125c (File: /root/tsmc_fb_c1013g_sc/aci/sc-m/synopsys/scmetro_tsmc_clol3g rvt_ss_1p88v_125c.db)

Number of ports: 69
Number of nets: 479
Number of cells: 13
Number of references: 18
Combinational area: 46530.248307
Noncombinational area: 162.3846082
Net Interconnect area: 76.000000
Total cell area: 46692.632909
Total area: 46768.632909

Figure 4.3-10 Area report for the 16-bits FFT

64




R R R TIRR IR R AR R AR IR AR R AR IR AR AT AR RAT
Report : power
-analysis_effort low
Design : FFT
Version: B-2008.09
Date : Thu Oct 10 98:14:28 2013

B e T

Library(s) Used:

scmetro_tsmc_cl@l3g rvt_ss_1p@8v_125c (File: /root/tsmc_fb_cl@l3g_sc/aci/sc-m/synopsys/scmetro_tsmc_cl@l3g_rvt_ss_1p@8v_125c.db)

Operating Conditions: scmetro_tsmc_cl@l3g_rvt_ss_1p@8v_125c  Library: scmetro_tsmc_cl@l3g_rvt_ss_1pe8v_125c
Wire Load Model Mode: top

Design Wire Load Model Library

FFT ForQA scmetro_tsmc_cl@13g_rvt_ss_1p@8v_125c

Global Operating Voltage = 1.88
Power-specific unit information :
Voltage Units = 1V
Capacitance Units = 1.@eeeeepf
Time Units = 1ns
Dynamic Power Units = 1mW (derived from V,C,T units)
Leakage Power Units = 1pW

Cell Internal Power = 43.7327 uW (72%)

Net Switching Power = 16.7523 uW  (28%)
Total Dynamic Power = 60.4850 uW (1l@0%)
ICell Leakage Power = 37.9122 uW

Figure 4.3-11 Power report for the 16-bits FFT

clock FFT_clock (rise edge) 100.00 10@.00
clock network delay (ideal) 8.00 lea.e0
clock uncertainty -8.25 99.75
output external delay -4.00 95.75
data required time 95.75
data required time 95.75
data arrival time -18.20
slack (MET) 77.55

Figure 4.3-12 Timing report for the 16-bits FFT
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4.4, Resource Elements De-mapper
441. Top level

_ . ™
RED_in_real — ——/—» RED_out_real
RED_in_imag —— ———» RED_out_imag
RED_in_clk — ¥ —» RED _out_done
RED_in_enahble  ———— RED — RED_out_validOut
Isc E— —» RED_out_isReference
RED _in_reset e
RED_in_wvalidin  E—

RED_in_SymbMum —:-‘\h
Figure 4.4-1 Resource elements de-mapper Block Top-level

44.2. Block interface

RED _in_real input Resource element De-mapper input real part 16
RED_in_imag input | Resource element De-mapper input imaginary part | 16
RED _in_clock input Resource element De-mapper input clock 1
RED _in_reset input RED reset 1

RED_in_enable input RED enable 1
Isc input allocated set of subcarriers from an upper layer 6
RED_out_real output RED output real part 16
RED_out_img output RED output imaginary part 16
RED._ out_isRefrence | output to determine if the siggzlt;s a reference signal or 1
RED_out_done output RED done operation 1
RED_in_SymbolNum| input current SCFDMA symbol number in the slot 2

Table 4.4-1 Resource elements De-mapper interface signals
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4.4.3.  Architecture
The Resource Elements De-mapper consists of A single RAM and a
control unit as shown in Figure 4.4.1-1 which gives the control signals
according and addresses to the given upper layer input Isc.

b 4

Input data (| & Q)
16*4Byte RAM » Quiput data (| & Q)

— »

» Valid Out
Valid In
Reset
Enable

Control Unit

* Done

Yy ¥y wv v

Figure 4.4-2 Resource elements de-mapper Architecture

4.4.4. Operation
The resource elements de-mapper stores the FFT output and chooses
the correct set of allocated subcarriers as mentioned before according to the
Table 3.2-3. It operates serially by collecting the symbols provided by FFT
then output the correct set of subcarriers to the next block also is tells the
Channel Estimation block if the data is a reference signal in order for it to get
them.
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4.45. Results
Shown below the results of the RTL simulation and MATLAB model results for several cases

Atlsc=3

» g RED_in_Reall15:0]
» B RED_in_Imagl15:0]
1';3 RED_in_reset
gy RED_in_clock
-||;] RED_in_enable

» B RED out Reall1s:
» P RED_out_Imag[i5
1§ RED_sut_validOut

:

-llig RES_out_isRefrence | 0

Figure 4.4-3 RTL output waveforms for RED block at single subcarrier mode

0o 1x1 complex double
1

2
1 5.0000 - 12.000i

Figure 4.4-4 MATLAB output for RED model at single subcarrier mode

Atlsc =12

» B RED_in_Reall15:0]

» P RED_in_Imag[15:0] | 15
1 RED_in_clock 0
‘|rn RED_in_enable
1 RED_in_validin

eal[15:0]
B RED_out_Imagl15:0
1 RED_out_validout
1 rm RED_out_done

1 rm RE5_out_isRefrence | ¢

Figure 4.4-5 RTL output waveforms for RED block at 3 subcarriers mode

o 1x3 complex double
1 2 3
1 0.0000 + 15.000i 2.0000 + 14.000 3.0000 + 13.000i

Figure 4.4-6 MATLAB output for RED model at 3 subcarriers mode
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Atlsc =16

» B RED_in_Reall15:0] 5
» B RED_in_Imag[15:0] | 15
1l RED_in_dlock 0
1§ RED_in_enable
1§ RED_in_validin

» B RED_in_lscl6:0]
SymbolNumlj
p» B RED_out_Reall15:0]
» B RED_out_Imag[15:0
1 RED_out_validout
-|rm RED_out_done
-|rm RE5_out_isRefrence | 0

Figure 4.4-7 RTL output waveforms for RED block at 6 subcarriers mode

0 1x12 complex double

1 2 3 4 3 -+
1 0.0000 + 15.000i  2.0000 + 14.000i  3.0000 + 13.000i  5.0000 + 12.000i £.0000 + 11.000i  7.0000 + 10.000i

Figure 4.4-8 MATLAB output for RED model at 6 subcarriers mode

Atlsc= 18

» B RED_in_Reall15:0]
» B RED_in_Imag(15:0]
-||;] RED_in_reset
1 RED_in_clock
-||;] RED_in_enable
1§ RED_in_validin
B RED._| 0

B RED._|

By RED_out_Imag[15:0] | 5
1 RED_out_validout

-llig RES_out_isRefrence | o

Figure 4.4-9 RTL output waveforms for RED block at 12 subcarriers mode

0 1x12 complex double

7 8 9 10 11 12
1 0.0000 + 9.0000i 2.0000 + 8.0000i  3.0000 + 7.0000i  5.0000 + 5.0000i 60000 + 4.0000i  7.0000 + 3.0000i

_ I

o 1x6 complex double

1 2 3 4 3 -+

1 0.0000 + 15.000i  2.0000 + 14.000i  3.0000 + 13.000i  5.0000 + 12.000i £.0000 + 11.000i(  7.0000 + 10.000i
_ | |

Figure 4.4-10 MATLAB output for RED model at 12 subcarriers mode
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4.4.6. Synthesis

Number of ports:
Number of nets:
Number of cells:
Number of references:

Combinational area:
Noncombinational area:
Net Interconnect area:

Total cell area:
Total area:

81
2140
2094

43

26041.548358
11781.119968
1004.000000

37822 .668327
3BB826.668327

Figure 4.4-11 Area report for RED Block

data arrival time 31
(Path is unconstrained)
Figure 4.4-12 Timing report for RED Block

Global Operating Voltage = 1.08
Power-specific unit information

Voltage Units = 1V

Capacitance Units = 1.000000pf

Time Units = 1ns

Dynamic Power Units = 1mW (derived from V,C,T units)

Leakage Power Units

1pW

Cell Internal Power = 624.3515

Net Switching Power

Total Dynamic Power

Cell Leakage Power

306.3182

930.6697

= 29.0298

uW
uW

uW

uW

(67%)
(33%)

(100%)

Figure 4.4-13 Power report for RED Block
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4.5. Channel estimation
451. Top level

CH in real K \

CH_in_imag CH_out_real

CH_in_Neell id

h 4

h 4

CH in_three tone

> : CH_out_ima
— Channel estimator |-"="-M
CH_in_valid .
CH in clk .
e CH out valid
CH_in_reset . >
CH_in_enable

b

N /

Figure 4.5-1 Channel estimator Top Level

45.2. Block interface

CH_in_real input Real input from resource element De-mapper 16
CH_in_imag input Imaginary input fr;r:pgz:furce element De- 16
CH_in_Ncell_id input Cell ID(upper layer parameter) 9
CH_in_three_tone input First slot (upper layer) 20
CH_in_valid input Indicates that sz?niqr;%l:)tsrf;??\/;??gurce element 1
CH_in_clk input clock 1
CH_in_reset input reset signal 1
CH_in_enable input Enable signal 1
CH_out_real output Real outputs for estimated channel 16
CH_out_imag output Imaginary outputs for estimated channel 16
Lo vaia | g | P DE AT B a0

Table 4.5-1 Channel estimator interface signals
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45.3. Architecture

CH_in_real

CH_out_real

CH_in_imag

. . “ N Complex
CH_in_Necell_id ” ) divisFi)on
Real Buffer
Pilots ' CH_out_imag
CH_in_three_tone generator «
Imag Buffer ———
’ -~/
\ J

valig enable

rd wr

CH | id ™ addr
in vali
i Control unit

CH_out_valid

|
J

Figure 4.5-2 Architecture of channel estimator

45.4. Operation

e When the (CH_in_valid) signal is high, this means that the values of the pilots
from the resource element De-mapper are ready and valid.

e The control unit outputs enable signal to the pilot’s generator so it starts
calculating the pilots according to the upper layer inputs.

e When the pilots are done the pilot, generator outputs a valid signal to the control
unit.

e The control unit enables the write signal into the real and imaginary buffers.

e When all pilots are generated, the control unit enables the read signal from the real
and imaginary buffers and the complex divider starts to divide the incoming pilots
by the generated pilots to get an estimate of the channel at the pilots’ positions.

455.  Sub blocks design
455.1.  Pilots generator sub block
an exponential equation and to implement this we used the CORDIC block in its
rotation mode with the real input equals to(one) , the imaginary input equals to(zero)
and the angle input comes from a combinational unit that calculates the angle
according to the upper layer inputs.

The @ (n) Tables mentioned before in the standard part are stored in LUTS.

The block was first designed with a CORDIC block for each pilot so the pilots were
generated at the same time which means high throughput (speed) but of course very
high area and power consumption.

So, the block was then designed with only one CORDIC block so the area is reduced
but each pilot is generated each nine cycles.
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456. Results

45.6.1. MATLABand RTL
The block was tested to generate pilots at the following parameters:

e NcelllD=1
e Three tone cyclic shift =0

1 2 3
0.7071 + 0.7071i -0.7071 - 0.7071 0.7071 - 0.7071i

Figure 4.5-3 MATLAB results for three pilots

054 £45%= 0k34

Figure 4.5-4 RTL results for real part of the three pilots

‘I'_'III:}EI'_'I f4al £4al

Figure 4.5-5 RTL results of the imaginary part of the three pilots
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45.6.2.  Synthesis results

Combinational area: 494912 .962578

Noncombinational area: 29975.255543

Net Interconnect area: undefined (No wire load specified)
Total cell area: 524888.218121

Figure 4.5-6 Channel estimation area report

Global Operating Voltage = 1.08
Power-specific unit information
Voltage Units = 1V
Capacitance Units = 1.000000pf
Time Units = 1ns
Dynamic Power Units
Leakage Power Units

1mW (derived from V,C,T units)
1pW

2.1591 mW (82%)
462.2240 uW (18%)

2.6213 mW (100%)

Cell Internal Power
Net Switching Power

Total Dynamic Power

426.8418 uW|

Cell Leakage Power

Figure 4.5-7 Channel estimation power report
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4.6. Equalizer

46.1. Top level

[ N

EQ_in_real -
EQ_in_imag N
channel_in_real N EQ_out_real >
channel_in_imag . EQ_out_imag .
clock ) Equal izer EQ_valid_out R
EQ_enable N EQ_out_done _
EQ_reset »
IDFT_done .

\ J

Figure 4.6-1 Equalizer block Top Level

46.2. Block interface

EQ_in_real Input Equalizer input real part 12
EQ_in_imag Input Equalizer input imaginary part 12
Channel_in_real Input Channel Information real part 12
Channel_in_imag Input Channel Inforg;e:ilon imaginary 12
Clock Input Equalizer clock
EQ enable Input Equalizer enable 1
EQ_reset Input Equalizer reset
IDFT_done Input Inp_ut from_next block to handle 1
integration between them
EQ_out_real Output Equalizer output real part 12
EQ_out_imag Output Equalizer output imaginary part 12
EQ_valid_out Output Signal indicates the valid output 1
EQ_out_done Output Signal indicates the end of the 1
output

Table 4.6-1 Equalizer interface signals
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4.6.3.

Architecture
We design our own architecture, memory-based architecture is simply a memory and divider
with multiplexing between symbols and a control Unit to control the whole design.

We tried 2 approaches, first approach rate is higher than the next block, IDFT, so when we
started integration this architecture failed because IDFT work symbol by symbol so we
modified it to fit with IDFT block.

First Architecture

WEN WEN DI WEN DI WEN WEN
RAM A RAM B RAM € RAM D RAM E
Addr_DO Addr DO Addr_DO Addr DO Addr DO
CH N, ¢ 1 2 3/,'
v [
np1 i

Control Unit

Control unit

Figure 4.6-2 Architecture of the first approach for Equalizer

EQ_out_real

EQ_out_imag

EQ_valid_out

Control unit is simple in the first approach; it saves the 1% three symbols waiting for the
channel information to be stored. Symbol 5 is then stored and symbol 1 is out through the
complex divider. Figure 4.6-3 shows the whole states of the control unit of the equalizer in

first approach.
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suop jno 3

Symbol 1 or
6 enters

—— Symbol 1 enters in the first state and out at the fifth state and then symbol 6 enters in the
first state

Ye Symbol . ) o L
2 number Ask if the symbol executed is 7, EQ_done is high and go to reset state again, if it's not the
is 77 seventh symbol, continue in the flow

Symbol 2 enters in the second state and out at the first state when the loop is reversed
and then symbol 7 enters in the second state

Symbol 2 or
7 enters

Symbol 3
enters

Symbol 3 enters in the third state and out at the second state when the loop is reversed

Yes

Are Symbols

bigger than 4 Ask if we have now the channel information, if yes go to fifth state to out the sixth symbol,

if no go to fourth state to receive channel information

No

Channel
Information
Symbol 5
enters

EQ_valid_out

Channel information is saved in the fourth state to be ready to divide next state

Symbol 5 enters in the fifth state and out in the third state when the loop is reversed

Figure 4.6-3 Flow chart for the control unit of the first approach of Equalizer

As we said, this approach out the symbols in sequential way and the IDFT block needs one
symbol at a specific time because IDFT is memory-based so it takes more than one cycle to
generates the output.

Second approach is to save the 7 symbols (6 symbols and the channel information), out the
first symbol and wait for IDFT to end and out symbol 2 and so on. Figure 4.6-4 shows the
architecture of the second approach which is the final approach of the Equalizer and Figure
4.6-5 shows the control unit of the second approach.
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Second Architecture (Final Architecture)

EQ_in_real

£0_in_imag

channel_in_real

channel_in_imag

clock

Eq_snable

Eq_reset

IDFT_done

Channel_input

EQ_input
WEN DI WEN DI WEN DI WEN DI WEN DI WEN DI WEN DI
RAM A RAM B RAMC RAM D RAM E RAMF RAM G
Addr DO Addr DO Addr_DO Addr DO Addr DO Addr DO Addr DO

HT

Inpt Inpz

Complex Divider

out

|

RAM_A_addr RAM_B_addr RAM_C_addr RAM_D_addr RAM_E_addrRAM_A_WEN RAM_B_WEN RAM_C_WEN RAM_D_WEN RAM_E_WEN CH

EQ_Valid_Out  EQ_Out_Done

N

RAM_A_addr RAM_B_addr RAM_C_addr RAM_D_addr RAM_E_addrRAM_A_WEN RAM_B_WEN RAM_C_WEN RAM_D_WEN RAM_E_WEN CH

Control Unit

EQ_Valid_Out  EQ_Out_Done

RAM_F_addr RAM_G_addr

RAM_F_WEN RAM_G_WEN

RAM_F_addr RAM_G_addr

£Q_out_real

-_

EQ_out_imag
e —

EQ_valid_out

EQ_out_done
—_—

Figure 4.6-4 The Final Architecture of the Equalizer

Final approach is memory-based too but with a waiting state as shown in Figure 4.6-5. It
allows the equalizer to wait for IDFT to be done and send the current symbol and so on.
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Control Unit

auop N0 v3

Symbol 1
enters

Symbol 2
enters

Symbol 3
enters

)

Channel
Information

H

Symbol 5
enters

H

Symbol 6
enters

1

Symbol 7
enters

)

Waiting
State

Out State

Symbol
number
is7?

Symbol 1 enters in the first state and out at the fifth state

Symbol 2 enters in the second state

Symbol 3 enters in the third state

Channel information is saved in the fourth state to be ready to divide next state

Symbol 5 enters in the fifth state and symbol 1 is out. Valid out is high

Symbol 6 enters in the sixth state

Symbol 7 enters in the seventh state

Wait for IDFT done to be high and then go to out state

Ask for the symbol number and out the current symbol

Ask if symbol number is 7 so reset to receive the next
symbols, if not go to waiting state to wait for the IDFT

Figure 4.6-5 The Control Unit for the final approach of the equalizer
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4.6.4. Synthesis results

R R R R R R R R ERERE AR RS EE KRR KRR
Report : area

Design : Equalizer_new

Version: B-2008.09

Date : Tue Jul 2 19:22:50 2019

B T

Library(s) Used:

scmetro_tsmc_cl@13g_rvt_ss_1p@8v_125c (File: /root/tsmc_fb_cl@l3g_sc/aci/sc-m/synopsys/scmetro_tsmc_cl@l3g_rvt_ss_1p88v_125c.db)

Number of ports: 102
Number of nets: 383
Number of cells: 10
Number of references: 4
Combinational area: 441784.9448086
Noncombinational area: 267.110901
Net Interconnect area: 116.000000
Total cell area: 441972.0@55707
Total area: 442088.055707

Information: This design contains black box (unknown) components. (RPT-8)

1
Figure 4.6-6 Area report for the Equalizer
Area unit is pm?. Area is very big due to the area of complex divider. Complex
Divider consists of 6 multipliers and a lot of adders so it takes a big area. In general,
the Equalizer block is the most complex block in the whole chain due to its function,
it predicts and undo the channel effect.
e

-analysis_effort low
Design : Equalizer_new
Version: B-2008.09
Date : Tue Jul 2 19:22:59 2819

B P

Library(s) Used:

scmetro_tsmc_cl@l3g_rvt_ss_1p@8v_125c (File: /root/tsmc_fb_cl@13g_sc/aci/sc-m/synopsys/scmetro_tsmc_cl@l3g_rvt_ss_1p@8v_125c.db)

Operating Conditions: scmetro_tsmc_cl@l3g_rvt_ss_lp@8v_125c  Library: scmetro_tsmc_cl@l3g rvt_ss_1p@8v_125c
Wire Load Model Mode: top

Design Wire Load Model Library

Equalizer_new ForQA scmetro_tsmc_cl@13g_rvt_ss_1p@8v_125c

Global Operating Voltage = 1.88
Power-specific unit information :
Voltage Units = 1V
Capacitance Units = 1.@00008pf
Time Units = 1ns
Dynamic Power Units = 1mW (derived from V,C,T units)
Leakage Power Units = 1pW

Cell Internal Power
Net Switching Power

799.6776 ul  (58%)
580.0759 ul  (42%)

Total Dynamic Power = 1.3798 mW (1@0%)

Cell Leakage Power = 369.5430 uW

Figure 4.6-7 Power report for the Equalizer
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Divider/sub_46_144/U74/Y (NAND2BX2M) 9.16 94.43 r
Divider/sub_46_T44/U76/Y (NAND4X2M) 9.16 94,59
Divider/sub_46_T44/U73/Y (CLKINVX2M) 0.18 94.69 r
Divider/sub_46_I44/U71/Y (NAND4X2M) 0.14 94,83
Divider/sub_46_I44/U3/Y (OAI2B1X2M) 0.17 94.99 r
Divider/sub_46_I44/U26/Y (NOR2X2M) 0.06 95.05
Divider/sub_46_I44/U211/Y (AOI31X2M) 0.18 95.23 r
Divider/sub_46_I44/U8/Y (OAI21BX2M) 0.10 95.33
Divider/sub_46_I44/U33/Y (AOI2B1X2M) 0.13 95.46 r
Divider/sub_46_I44/U38/Y (NOR2X2M) 0.e7 95.52
Divider/sub_46_I44/U34/Y (NAND2XLM) .08 95.6@ r
Divider/sub_46_I44/U35/Y (NAND2X1M) 0.07 95.67

Divider/sub_46_I44/DIFF[43] (divider_WIDTH44 DWe@l_sub_2448)

@.ee 95.67 f
Divider/U32/Y (INVXLM) 2.04 95.72 r
Divider/o_real[@] (divider_WIDTH44) 0.00 95.72 r
EQ op real[®] (out) .00 95.72 r
data arrival time 95.72
clock EQ_clock (rise edge) 100.00 160.00
clock network delay (ideal) .00 100.00
clock uncertainty -8.25 99.75
output external delay -4.00 95.75
data required time 95.75
data required time 95.75
data arrival time -95.72
slack (MET) 9.83

Figure 4.6-8 Timing report for the Equalizer
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4.7. Inverse Discrete Fourier Transform (IDFT)
471. Top level

| 4 ™
IDFT_in_real — ——/— |DFT _out_real
IDFT_in_imag —— ———» |DFT_out_imag
IDFT_in_clk EEm— DFT —» |DFT_out_done
IDFT_in_enable  ———» — |DFT_out_validOut
IDFT_in_N B —
IDFT_in_reset —>

- /

Figure 4.7-1 IDFT block Top-level

47.2. Block interface

IDFT _in_real input IDFT input real part 16
IDFT _in_imag input IDFT input imaginary part 16
IDFT _in_clock input IDFT input clock 1
IDFT _in_reset input IDFT reset block 1

IDFT_in_enable input IDFT enable block 1
IDFT_in_N input Choose between 1/3/6/12-1DFT operation 2
IDFT _out_real output IDFT output real part 16
IDFT out_imag | output IDFT output imaginary part 16
IDFT out_done | output IDFT done operation 1
IDFT_out_validOut| output IDFT Output is valid 1

Table 4.7-1 IDFT Interface signals

4.7.3.  Architecture
Memory based architecture as in [13] was implemented as it is the most
suitable choice for low power implementation which is the main goal in case of 10T
systems, this reduces the area, power, and test cost. Memory-based architecture
usually performs the FFT in serial, i.e. one butterfly operation at a time instead of
more than one in parallel, and this result in a low area cost for implementing the
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memory-based FFT processor and also using single port memories which requires
lower power than dual port memories the design was modified to perform IDFT.

Input ] Ché LA |
Ché_v0 J - 0 _/
Address
! ' 1 -
Addr DI Addr DI Addr DI Addr DI
RAMA RAM B RAMC RAMD
WEN DO WEN DO WEN DO WEN DO
wen | : S————
Yzt L |
Ch3 o) g Ch4 v

ROM —=(X

Figure 4.7-2 IDFT Memory based Architecture

As shown in figure 4.7-2, Data path of this design consists of four single port
RAMs to store and compute intermediate results of the 3,6,12-point IFFT, seven
multiplexers, two adders, one multiplier, one ROM, and one controller.

The four single-port RAMs are used for buffering the computational data. The
multiplexers are responsible for switching the data flow between the storage and
arithmetic components.

The adder and multiplier execute the computation of the two-point IFFT. The
ROM stores the twiddle factors. The addend and augend of the left adder can be
changed by controlling the Ch signal. For example, if Ch=0, then the adder executes
A-B. However, if Ch=1, then the adder executes B-A. A controller, generates the
controlling signals for the multiplexers and the four RAMs.

The subtraction unit was modified by adding another control signal which
shifts right (multiplies by 1/2) the subtrahend to satisfy the 2" stage in radix-3 which
implicated that the input to the subtraction unit i.e. subtrahend should be multiplied by
1/2.
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Another modification is a division unit at the output to contribute the division in the
IDFT equation controlled by signal N which chooses the mode of operation 1/3/6/12-

IDFT which simply is a multiplexer and a multiplier by 1/3 working as the following
pseudo code.

If N=0

Bypass the data to output directly
Else if N=1 (divide by 3)

Pass the data to multiply by 1/3 then to output
Else if N=2 (divide by 6)

Pass the data shifted right once to multiply by 1/3 then to output
Else if N=3 (divide by 12)

Pass the data shifted right twice to multiply by 1/3 then to output
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4.7.4. Operation
As discussed before the NB-10T supports different number of subcarriers in format 1,
1-IDFT, 3-IDFT, 6-IDFT, and 12-IDFT therefor a mixed radix algorithm from radix-2 and
radix-3 will be implemented as was stated in [13].
Figure 4.7-3 and 4.7-4 show the signal flow graph of radix-2 and radix-3.

k= sin(27/3)

Figure 4.7-3 Radix-2 SFG Figure 4.7-4 Radix-3 SFG

Taking 4 bits for integer value and 12 bits for fraction value for twiddle factors and output for
high SQNR.

SFG for 3-IDFT, 6-IDFT and 12-IDFT are shown in Figures 4.7-5, 4.7-6 and 4.7-7
respectively.

X(0) —» 1-A0) > A(0)-6 7-A(0) »  A(0)-9 —» Y(0)
X(1) —»| 2-c(0)-4 5-C(0)-6 1/2 7-D(0)-8 9-D(0)-10 ——» Y(1)
X(2) —» 3-A(1)4 jl  5-B(0) > B(0)-8 9-C(1)-11 —» Y(2)

Figure 4.7-5 3-IDFT SFG

Ig‘ V) i ‘Out Data in is written into the address k of the memory V at the i"" clock
and the data of the address k of the memory V is read to Out at the |
j™ clock.
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X(0) —p{ 1-c(1)-3 4-A(0) P A(0)-10 11-A(0) P A0-14 —P Y(0)
X1) —P| 2014 5-C(0)-7 8-D(0)-10 =1/ 11‘1[’2(0" 13’1[";(0)' —p v2)
X(2) —P 3-A(1)5 6-A(1)-7 i 8-A(1) P A(1)-12 A(ll?;-ls —p v(4)
X(3) 4-8(0) P{ B(0)-11 12-8(0) P B0)-15 —P Y1)
X(4 -B(1)- 10-C(0)- 12-C(0)- 14-C(0)-
(4) 5-8(1)-9 1 1/ 3 o —p Yi3)
X(5) »(-) w'—P| 6-0(1)-9 i 10-8() P B(1)13 1"‘;’;1)‘ — Y5)
Figure 4.7-6 6-IDFT SFG

o .l.-" o

X(1) 2.0(0)-7 " I | 8-C(0)-13 w 14+ ClD) 19 20-0(0):27 [E—1/2-{-) vo

X2) 3-A(1)-8 \\'II 9-A(1)-14 v'v 15+ Am 19 . i 20- a(aj A.

X(3) 4-C(1)-9 ‘ ’ I | 10-8(3)-12 '| ' W 30-A(0)

X(4) sAu) 10 I | 11-8(2)-13 '. W2

X(5) 6-A(2)-11 W

X(6)

X(7)

X(8)

X(9)

X(10)

X(11)

n,

(Orwe.

&
A
é

‘
a'at%t»«

© o ]

Am 23

18- cm -23

24-D(3)-30 1/

Figure 4.7-7 12-1DFT SFG
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The following FSM in Figure 4.7-8 shows the operation of the IDFT block and how the 1/3/6/12-
IDFT was implemented.

//—O/X

]_/X 4 Preload ]_/O 4 Buffering

1/2 1/1

3-Points 3-Points
2™ State 3" State

3-Points

Decomposit Decopositio 1%t State

ion n

Reset signal/N Where N:
0 = 1-point IDFT
1=3-point IDFT
2 = 6-point IDFT
3 =12-point IDFT

Figure 4.7-8 IDFT control unit FSM

States:

Preload state: the needed input data are loaded in memory.

Decomposition states: the radix-2 stages in case of 12-IDFT 2 stages in case
of 6-IDFT just 1 stage.

3-Points states: the radix-3 stages which are included in all cases except
1-IDFT.

Buffering state: the output is reordered and delivered to next block in the
chain.
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4.75. Results
Several test cases were conducted and compared with MATLAB model shown in the
figures below the output of the simulator at 1/3/6/12-IDFT.

12-IDFT simulation results on RTL and MATLAB.

» B IFFTin_Re[15:00

» B IFFTin_Im[15:0] 0
1';3 IFFT_in_reset
1 IFFT_in_enable

» B IFFT_in_N[1:0

» B IFFT_out_Re[15:0]

» B IFFT_out Im[15:0]
T IFFT_out_validout
]qu IFFT_out_done

Figure 4.7-9 RTL output waveforms of IDFT block at 12-IDFT operation

o 1x12 complex double

7 a 9 10 1 12
1 -171.00 + 0.0000i -171.00 + 45.000i -171.00 + 93.000i -171.00 + 170.00i -171.00 + 295.00i -171.00 + 636.00i
o 1x12 complex double

1 2 3 4 5 ]
1 22180 + 000000 -171.00 - 637,000  -171.00 - 296.00i -171.00 - 171.00i -171.00 - 99.000i -171.00 - 46.000i

Figure 4.7-10 MATLAB output of IDFT model at 12-IDFT operation

6-IDFT simulation results on RTL and MATLAB

» B FFT_in_Re[15:0]

» B FFT_in_im[15:0] o
iy IFFT_in_clk
1 IFFT_in_res 3
7] _in_reset
1y IFFT_in_enable

» B3 FFT_in_N[1:0]

» B IFFT_out_Re[15:0]

» B IFFT_out_Im[15:0]
-llig IFFT_out_validOut
-llig IFFT_out_done

Figure 4.7-11 RTL output waveforms of IDFT block at 6-IDFT operation

[0 1x6 complex double

1 2 3 4 5 ]
1 1194.0 + 0.00001  -171.00 - 296,00 -171.00 - 99.000i  -171.00 + 0.0000i  -171.00 + 930000 -171.00 + 295.00i

Figure 4.7-12 MATLAB output of IDFT model at 6-IDFT operation
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3-IDFT simulation results on RTL and MATLAB

» B IFFT_in_Re[15:0]

» B3 FFT_in_im[15:0] o
Ly IFFT_in_clk
1 IFFT_in_res 3
7] _in_reset
1 IFFT_in_enable

» B IFFTin_N[1:0]

» B IFFT_out_|

» B IFFT_out_Im[
1 IFFT_out_validOut
-llig IFFT_out_done

Figure 4.7-13 MATLAB output of IDFT model at 3-IDFT operation

o 1%3 complex double
1 2 3
1 622,00 + 0.0000 -171.00 - 99,0000 -171.00 + 93,0001

Figure 4.7-14 RTL output waveforms of IDFT block at 3-IDFT operation
1-IDFT simulation results on RTL and MATLAB

MName Value
p B IFFT_in_Re[15:0]
[ B8 IFFT_in_Im([15:0]

iy IFFT_in_clk

-|E] IFFT_in_reset

1§ IFFT_in_enable

L,
[=1]
=
L

p» B FFTin_N[1:0]

B (FFT_out_Re[15:0]

B (FFT_out_Im[15:0]
1l IFFT_out_validOut
'|rm IFFT_out_done

Figure 4.7-15 RTL output waveforms of IDFT block at 1-IDFT operation

o 1x1 double

1
1 341

Figure 4.7-16 MATLAB output of IDFT model at 1-IDFT operation
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4.7.6. Synthesis
Shown below the area, power and timing reports

Number of ports: 71
Number of nets: 513
Number of cells: 15
Number of references: 15
Combinational area: 64112 .500082
Noncombinational area: 15251.208467
Net Interconnect area: 713.000000
Total cell area: 79363 .708550
Total area: B0O0O76.708550

Figure 4.7-17 Area report of IDFT Block

data required time 99.55
data arrival time -22.52
slack (MET) 77.04

Figure 4.7-18 Timing report of IDFT Block

Global Operating Voltage = 1.08
Power-specific unit information
Voltage Units = 1V
Capacitance Units = 1.000000pf
Time Units = 1ns
Dynamic Power Units
Leakage Power Units

1mw (derived from V,C,T units)
1pW

Cell Internal Power = 178.6911 uW (95%)
Net Switching Power 9.4807 uW (5%)

Total Dynamic Power = 188.1718 uw (100%)

Cell Leakage Power = B61.7314 uW

Figure 4.7-19 Power Report for IDFT Block
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4.8. De-mapper & FIFO
48.1. De-mapper
48.1.1. Top level

4 N

in_real =—— —>»0 LR 1
in_imag=——> —»0 LR 2
in_start ——» DEMAPPER — 0_hold

in_Dong——>» —>» 0 WE
in_full =————

- /

Figure 4.8-1 De-mapper block diagram

48.1.2. Block interfaces

in_real input real part input from IDFT 8
in_imag input imag part input from IDFT 8
in_start input indicates valid data 1
in_Done input indicates that data transmission is over 1
in_full input From FIFO to hold operation 1
o LLR 1 output bit-0 soft output to FIFO to be saved 8
0 LLR 2 output bit-1 soft output to FIFO to be saved 8
o_hold output from De_magg:r; EJOInDFT to hold 1
o WE output to enable writing data to FIFO 1

Table 4.8-1 De-mapper interfaces

4.8.1.3.  Operation
This block is a combinational block that takes | and Q values from IDFT and output
the probability of the bit represented in 8 bits. Negative values represent zeros
probability and positive values represent one’s probability. Taking the advantage of
symmetry in the QPSK and BPSK constellations, the imaginary part (Q) can be
considered as the probability of bit [0] and the real part to be considered as the
probability of bit (1). So, for BPSK only the real part is containing information,
however for QPSK both real and imaginary are containing information.

91



48.1.4. Simulation Results

£ /demapperfin_start
£ /demapperfin_real

£3+-£ /demapper/in_imag

£ /demapper/in_Done
-“. /demapperfo_LLR_2
14, /demapperfo_LLR_1

Figure 4.8-2 De-mapper RTL results

4.8.1.5.  Synthesis results

Combinational area: 15.360000
Noncombinational area: 0.000000
INet Interconnect area: undefined (Wire load has zero net area)
Total cell area: 15.360000
Total area: undefined

Figure 4.8-3 Area Report of the De-mapper

cell Driven Net Tot Dynamic cell
Internal Switching Power Leakage
Cell Power Power (% Cell/Tot) Power Attrs
U4 4.234e-04 7.259e-03 7.68e-03 (6%) 2099.4250
uS 1.407e-04 7.332e-03 7.47e-03 (2%) 1206.7000
U6 1.407e-04 7.332e-03 7.47e-03 (2%) 1206.7000
Totals (3 cells) 704.743nW 21.923uwW 22.627uW (3%) 4.513nW

Figure 4.8-4 Power report of the De-mapper
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482. FIFO

in_datg_1 ————»
in_datg_2 ————»
in_clock_1 —»
in_clock_2 =————3

iN_WE =—pr

in_RE =—
in_reset ————

in_mode ————»

4.8.2.1.

Top level

-

o

—>

FIFO

/

4.8.2.2.

Figure 4.8-5 FIFO top level

Block interfaces

— 0o_data

o_full

————— o_empty

in_data_1 input input data from De-mapper (real real) 8
in_data_2 input input data from De-mapper (imag part) 8
in_clock 1 input write clock (slow one) 1
in_clock 2 input read clock (fast one) 1
in_WE input Write enable 1
in_RE input Read enable 1
in_mode input 0 for BPSK and 1 for QPSK 1
in_reset input reset signal (active low) 1
0_data output Output data to the descrambler 8
o_full output to indicates that the FIFO is full 1
0_empty output to indicates that the FIFO is empty 1

Table 4.8-2 FIFO interfaces
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4.8.2.3. Architecture

FIFO Address and FULL & EMPTY generator

by
FIFO Comparator [~ Comparator
size d

1 1
I 1
' 1
| ]
Write | Fﬁ !
enable !
N 1
1 > old !
]
: REG jaddress |
1
1
1 > !
1 ) 4 ,
]
1 F\ new write address 1 new
1 —>  write
! \ J : address
' ! X > > '
Comparator Comparator 1
: : - > -
1 - —L—>» FULL
\ 0 > FULL |
! | Comparator |
]
read ! :
Enable Read Address ) . Read
: |~ Address
I 1
1 1
1 Bi > MPTY !
1 inary —L—3 EMPTY
' counter 1
] >
l s —|—V'
]
1
]
]

Figure 4.8-6 FIFO Architecture

4.8.2.4.  Operation
The FIFO block is added to solve the CDC problem as the QPSK contains 2
bits so the rate is different before and after the de-mapper. The de-mapper converts
the symbol into 2 bits and writes them in the FIFO in parallel, as the FIFO has 2 input
ports. Then the descrambler activates the read enable to read the data bits one by one
using higher frequency clock.

The FIFO has 2 signals to indicate either empty, full or none of them. When
the FIFO is full a hold signal is activated to hold the de-mapper until the descrambler
read some data. Also the descrambler operation is stopped if the FIFO is empty. The
FIFO is a circular FIFO to make the best use of the memory.

4.8.2.5.  Simulation results
Comparing the FIFO input with the output operating with different frequencies:

“. [FIFOJo_empty

0-“. [FIFOJo_data
£ [FIFOjin_dock_2

Figure 4.8-8 FIFO output
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4.8.2.6.  Synthesis report

Combinational area: 4047.360044
Noncombinational area: 5148.159824
Net Interconnect area: undefined (Wire load has zero net area)
Total cell area: 9195.519869
Total area: undefined

Figure 4.8-9 FIFO area report

cell Driven Net Tot Dynamic cell
Internal Switching Power Leakage
Cell Power Power (% Cell/Tot) Power Attrs
read loc_reg[0] 3.104e-04 1.768e-05 3.28e-04 (95%) 8576.6055
read loc_reg[l] 2.825e-04 1.503e-05 2.98e-04 (95%) 8576.6816
o_data reg[0] 2.718e-04 €6.287e-05 3.35e-04 (81%) 7941.3418
o_data reg[l] 2.714e-04 6.135e-05 3.33e-04 (82%) 7941.7642
o_data_reg[3] 2.713e-04 6.126e-05 3.33e-04 (82%) 7941.0991
o _data reg[4] 2.713e-04 6.104e-05 3.32e-04 (82%) 7941.5391
Totals (461 cells) 25.662uW N/A N/A (N/R) 2.645uW

Figure 4.8-10 FIFO power report

clock clk 0 (rise edge) 100.00 100.00
clock network delay (ideal) 0.00 100.00
clock uncertainty -0.05 99.95
Mem array_ reg[0] [0]/CK (DFECHD) 0.00 99.95 r
library setup time -0.20 99.75
data required time 99.75
data required time 99.75
data arrival time -1.46
slack (MET) 98.29

Figure 4.8-11 FIFO timing report for clock 1

clock clk 1 (rise edge) S0.00 S0.00
clock network delay (ideal) 0.00 50.00
clock uncertainty -0.05 49.95
turn_read reg/CK (DFECHD) 0.00 49.95 r
library setup time =031 49.84
data regquired time 49.384
data required time 49.84
data arrival time =1.23
slack (MET) 48.62

Figure 4.8-12 FIFO timing report for clock 2
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4.9. Descrambler
49.1. Top level
DESC _in_data / \
DESC _in_Ncell _id DESC_out_data
DESC_in_RNTI

DESC in ns DESC_out_valid
—= Descrambler ———
DESC_in_nf A
DESC_in_empty DESC_ out read _enable
e

DESC_in_enable _

A /

DESC in_clk DESC _in_reset
Figure 4.9-1 Descrambler block diagram

49.2. Block interface

DESC _in_data input input bits from De-mapper 8
DESC_in_Ncell_id input Cell ID(upper layer parameter) 9
DESC_in_RNTI input Radio Network Identifier(upper layer) 16
DESC _in_ns input First slot (upper layer) 4
DESC_in_nf input First frame(upper layer) 1
DESC_in_clk input clock 1
DESC _in_reset input reset signal 1
DESC.in_empty input Input from llD”e:-cr)niprr])g: (iarrfri)(t:jtes that the 1
DESC_in_enable input Enable signal 1
DESC_out_data output Out data to the DE rate matching 8
DESC_out_valid output Indicates that the out data is valid 1
DESC_out read_enable| output Read enable signal to the De-mapper to 1

enable reading from the FIFO

Table 4.9-1 Descrambler interface signals
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49.3. Architecture

DESC_in_Ncell_id \ \
DESC_in_RNTI / \
K

DESC_in_ns

DESC_in_nf DESC_out va\id_

Control

DESC_in_empty

DESC_in_enable

DESC_in_clk

DESC_in_reset DESC_out_data

p

. l ¥ ‘
\
\
DESC_in_data

Figure 4.9-2 Scrambler architecture

l~ \ mux [/

x \0 1/
1
AN /
5 /

49.4. Operation

e The control part calculates the initializations for each LFSR according to the upper layer
input parameters.

e The difference in the scrambler between the uplink and downlink is that in the uplink the
descrambler receives soft input from the De-mapper not hard input and it also outputs soft
output.

e The Golden sequence is generated bit by bit by xoring the first two bits of the LFSRs

e Instead of xor gate at the output, there’s a MUX that outputs the input as it is or flipped
according to the scrambling bit.

e Polynomial of LFSR1= 1+D + D? + D3 + D3!

e Polynomial of LFSR2= 1 + D3 + D3!

495. Results

4951  RTL results
The descrambler was tested at the following upper layer parameters

e RNTI =65535
e NcelllD =504
e nf=1

e nNs=28

fest/DESC_in_data
ftest/DESC_in_MNcell_id
festDESC_in_RMNTI
StestfDESC_in_ns
SestDESC_in_nf

ftestfDESC_in_i_dk
SestDESC_in_reset
[test/DESC_out_data

SestDESC_out_read_enable
JtestfDESC_out_walid
Sestfelfxor_out

Figure 4.9-3 RTL results of descrambler block
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4.95.2.  Synthesis results

Combinational area: B7YB.994915
MNoncombinational area: 2058 .048328
Net Interconnect area: 123 .000000
Total cell area: 2937 .0432473
Total area: 3060.043243

Figure 4.9-4 Descrambler area report

Global Operating Voltage = 1.08
Power-specific unit information
Voltage Units = 1V
Capacitance Units = 1.000000pf
Time Units = 1ns

Dynamic Power Units = 1mW (derived from V,C,T units)
Leakage Power Units = 1pW
Cell Internal Power = 17.9604 uW (98%)

404.7792 nW (2%)

18.3652 uW (100%)

Net Switching Power

Total Dynamic Power

1.5331 uW

Cell Leakage Power

Figure 4.9-5 Descrambler power report

data required time 99.43
data arrival time -4.00
slack (MET) 95.43

Figure 4.9-6 Descrambler total slack
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4.10. Data De-multiplexing and Channel De-interleaver
4.10.1. Top level

4 N

INT in_valid
INT_in_data INT_out_data
INT_in_H
INT _in_Qm Data De-multiplexing

: and
INT_in_Nslots Channel De-interleaver
INT_in__enable

INT_in_reset INT_out_ready
INT in_clk >

[
r

¥

¥

\ /

Figure 4.10-1 Data De-multiplexing and Channel De-interleaver block diagram

4.10.2. Block interface

INT_in_data input Data In for channel de-interleaver 8
INT in_H input The number of modulation symbols 13
INT_in_Qm input Modulation order parameter 1
INT _in_slots input The number of columns of the matrix 4
INT in_reset input Reset for channel de-interleaver 1
INT_in_clk input Clock for channel de-interleaver 1
INT_in__enable | input Enable signal 1
INT _in__valid input valid data signal 1
INT_out_data output Data Out for channel de-interleaver 8
INT out_ready | output Ready flag 1

Table 4.10-1 Data De-multiplexing and Channel De-interleaver interface signals
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4.10.3. Architecture
4.10.3.1. Data flow according to standard description

De-interleaver De-multiplexing

Figure 4.10-2 Basic Data flow for Data De-multiplexing and Channel De-interleaver according to standard
Design consists of:

e De-interleaver Block supports BPSK and QPSK modes, also handles variable number of
columns and rows.

e De-multiplexing Block takes one stream in BPSK Case and pass it on, and takes two
streams and combined them in one in QPSK case.

4.10.3.2.  Our proposed Architecture

De-interleaver

INT_in_data

INT_in_H

4 )\

——>| RE INT_out_data
INT_in_Nslots | > A

_ Ly WE RAM —
INT_in__enable ! control unit > '

INT_in_reset

]
i
]
t Address
i
]
i
|

INT_IN_valid | oo

INT_in_clk \ /

EINT_out_read',r

L

Figure 4.10-3 Our proposed architecture for Data De-multiplexing and Channel De-interleaver
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address

N-slots calculating

Clk
—

Valid
—»

- /’

Figure 4.10-4 Architecture control unit for Data De-multiplexing and Channel De-interleaver

. T

- ™,

Initial state

._\ /_.

1 Vvalid signal

& ™,
€=,
i

Read Data

v ~ Full size reached

Write the Data

\ J

] all data out

Figure 4.10-5 Flow chart of control unit for Data De-multiplexing and Channel De-interleaver

The Design consists of:

One RAM support Data size starts from 144*8bit and multiple of that size

As 144 referred to the data exists in one frame and * (8 bits) to support soft Data.
Control unit to perform the de-multiplexing and de-interleaving operations.
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410.3.2.1. Control unit

Control unit consists of:

Finite State Machine (FSM): is the brain of the block and it handles controlling signal for
all the memory and address calculating unit required in each state.

Address calculating unit: create the address or manipulate the existing address to
calculate the new address.

Multi-operation could happen on the address at the same clock cycle.

Containing adders/subtractor, comparators and one multiplier Block

This unit changes the de-multiplexing and de-interleaving sequence according to the
upper layer parameters Qm which determine BPSK or QPSK Case and the Number of
slots which change number of columns and rows.

41032.2. Structural issues in our proposed architecture

1. We merge the de-multiplexing process and the de-interleaving process together.

2. We calculate the address in BPSK case every clock cycle, and in QPSK case we calculated it
at the first clock cycle and write the data of the second clock cycle at the address+1 then we
calculate the new address again at the new first clock cycle.

4.10.3.3.  Another proposed Architecture

Same pervious architecture but we write in the memory column by column and read it row by
row to reduce the complexity of address calculations but this design need S/P converter at the
input data path and P/S converter at the output data path.

But such solution will need that memory to has maximum dimension in both columns and rows
and such memory will consume large area and power and there is need for that as there always
large part of it will never be used .

ok~ wbdE

4.10.4. Operation according to previous FSM
Get the valid signal and the upper layer parameters.
Calculate the number of columns and the rows .
Start filling the RAM according the sequence required in this case of parameters.
If the RAM is fully filled start the write process .
If all data out wait till you get new valid signal and upper layer parameters to start
working again .

4.10.5. Challenges and enhancement

e Merge the de-multiplexing process and the de-interleaving process together decrease power
and area.

4.10.6. Testing Results

Results in decimal form
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4.10.6.1.
QM=1(QPSK case)

Number of slots=2 (columns=12)

H=144
4106.1.1.

Test casel

/DEINT_RDM_test/INT_in_H
JDEINT_RDM_test/INT_in_Nslots
/DEINT_RDM_test/INT_in_DATA
/DEINT_RDM_test/INT in_Qm
JDEINT_RDM_test/INT in_ck

/DEINT_RDM_test/INT_in_reset
/DEINT_RDM_test/INT _out_W
/DEINT_RDM_test/INT_out_R
/DEINT_RDM_test/INT_in_enable
/DEINT_RDM_test/INT out_DATA

Figure 4.10-6 RTL wave form

for test case 1 in Data De-multiplexing and Channel De-interleaver
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Figure 4.10-7 RTL memory data for test case 1 in Data De-multiplexing and Channel De-interleaver

4106.1.2. MATLAB Simulation result
1 2 3 4 b ] I 8 9 10 11 1?2 13 14 15 16 1 18 19 20
1 2 13 14 25 % 7 ¥ 4 50 61 62 7 i 85 86 97 % 109 110
21 2 23 24 25 26 27 28 29 30 3 32 3 4 35 36 37 38 39 40
121 122 133 134 3 4 15 16 27 28 39 40 5 5 63 64 75 7% 87 88
# 2 43 44 45 46 47 48 49 50 51 52 53 54 35 56 57 58 59 60
9 100 1M 112 13 124 135 136 5 6 17 18 29 30 # LY 53 54 65 66
b1 2 63 o 05 06 o7 08 69 0 n n n 74 75 T m 78 7 0
m It 89 90 101 102 113 114 125 126 137 138 1 8 19 0 kil R L& M
81 8 & & 8 8 81 88 89 90 9 R 93 9% 95 9% 97 9% 9 100
55 5 67 68 79 80 9 Q2 103 104 15 116 127 128 139 140 9 10 il 2
101 102 103 104 105 106 107 108 109 110 m 2 113 14 15 116 17 18 119 120
3 4 45 46 57 58 69 70 81 8 93 9% 105 106 17 118 129 130 141 142
121 122 123 124 125 126 127 128 129 130 131 132 133 134 135 136 137 138 139 140
m 12 23 24 35 36 47 48 59 60 n 2 83 & 95 % 107 108 119 120
14 14 13 144 5 146 147 143 14 150 151 15 15 15 15 15 15 15 159 160
131 132 18 44

Figure 4.10-8 MATLAB memory data for test case 1 in Data De-multiplexing and Channel De-interleaver
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4.10.6

2.

QM=0(BPSK case)
Number of slots=4 (columns=24)
H=144

4106.2.1.

£ DEINT_RDM _test/INT_in H

B /DEINT_RDM _test/INT_in Nelots
B [DEINT_RDM test/INT_in DATA
4 [DEINT_RDM _test/INT_n_Qm
4 |DEINT_RDM_test/INT in_ck
+ /DEINT_RDM _test/INT in_reset

4 DEINT_ROM _{est/INT_out W
4 DEINT_ROM _test/INT_out R
w /DEINT_RDM_fest/INT_in_enable:

T

Test case2

RTL Simulation result

Figure 4.10-9 RTL wave form for test case 2 in Data De-multiplexing and Channel De-interleaver
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Figure 4.10-10 RTL memory data for test case 2 in Data De-multiplexing and Channel De-interleaver

4106.2.2. MATLAB Simulation result

1 2 3 4 5 ; 7 } 9 R /N N SN | S | AN U |
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4 R B 4 & & 4 8 & RN N % 8 % % % 5% % |

IR S A T N 7 S/ SN VA 3 vy on 7 0w ® & N ¥ 8 @
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1 15 a1 a7 4] 9 105 m 17 123 129 135 14 4 10 16 2 2 B! 40 4
81 & 83 IS 85 86 87 8 89 90 91 9 93 94 a5 9% 97 9% 99 100

1 52 58 64 70 16 8 8% o4 100 106 12 18 124 130 136 142 5 1 17 23
101 102 103 104 105 106 107 108 109 10 m 112 113 114 115 116 17 118 119 120

1 P 3% I 4q 53 59 65 N m 8 89 95 10 107 113 119 125 1 137 143
MmooRo w1 % W om B m m B % W m W

w P %" oA 0w ¥ 4 8 ¥ o8 & no0W W W % W mw i
141 142 143 144 145 146 47 148 149 150 151 152 153 154 155 156 157 158 159 160

1 126 132 138 144

Figure 4.10-11 MATLAB memory data for test case 2 in Data De-multiplexing and Channel De-interleaver
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4.10.7. Synthesis result
4.10.7.1. Area Report

Combinational area: 3920.764448
Noncombinational area: 1232.004892
Net Interconnect area: 73.000000
Total cell area: 5152.769340
Total area: 5225.769340

Figure 4.10-12 De-interleaver area report

4.10.7.2. Power Report

Cell Internal Power = 12.0314 uW (5%)
Net Switching Power 223.4794 uW (95%)

235.5108 uW (100%)

Total Dynamic Power

Cell Leakage Power 3.3741 uw

Figure 4.10-13 De-interleaver power report

4.10.7.3. Timing Report

clock INT_in_clk (rise edge) 100.00 100.00
clock network delay (ideal) 0.00 100.00
clock uncertainty -0.25 99.75
ul/counter2_reg[1]/CK (DFFRQX1M) 0.00 99.75 r
library setup time -0.33 99.42
data required time 99.42
data required time 99.42
data arrival time -5.06
slack (MET) 94,35

Figure 4.10-14 De-interleaver time report
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4.11. Rate De-matching for Turbo Decoder
411.1. Top level

RM_in_valid
RM_in_data
RM_in_G

RM_in_TBS

RM in RSN!
RM_in_enable

RM_in_clk

RM_in_reset

-

.

Rate De_matching

RM_out_datat
—————»

RM_out_data2
——————

RM_out_data3
—>

RM_out_readE

/

Figure 4.11-1 Rate De-matching block diagram

4.11.2. Block interface

RM_in_data input Input data for rate de- matching 8
RM_in_G input The total number of actual transmitted data bits 13
RM_in_TB input Transport block size for each interleaver 12
RM._in_RSN input Retransmissil:(;r;ltg:Jr:npboerrt f(orrv?gir)] token at the 1
RM_in_clk input Clock for rate de-matching 1
RM_in_reset input Reset for rate de-matching 1
RM_in_valid input valid data signal 1
RM_in_enable input Enable signal 1
RM_out_datal output First Output data after rate de-matching 8
RM_out_data2 output second Output data after rate de- matching 8
RM_out_data3 output Third Output data after rate de-matching 8
RM_out_ready output Ready flag 1

Table 4.11-1Rate De-matching interface signals
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4.11.3. Architecture
4.11.3.1. Architecture according to standard description

input
Y
— RAM Ouf1
Dummy
Bits
position 0 | 7y 7y
A A
pass , " - -~
size| position Gircular
! Buffer N RAM Out2
B . / ™ Data
RSN position ﬁ:
G >
En
N RAM Out3
Rst control
— > unit - Iy Iy / . vy
A A
_Ck_, WE
Valid RE
_’.

| Address
RE/WE signals

Permutation Ready.

sequence >

Figure 4.11-2 Rate De-matching architecture according to standard

This design consists of :

e Control unit handles the position calculation for the buffer and addresses calculation for the
three RAMs so that the deinterleaving and demultiplixing process has been excuted ,also
handles their control signals.

e Three RAMs to handle interleaving process each of size ((2560+4)*8) to support
larger(TB)added to the tail bits and to pass soft data(8bits needed for each input)

e The circular buffer concatenate the three stream so the size of it will be
(3*larger(TB)+12bit)*8bits =((3*2560)+12)*8= 61,536 bit.

e We need extra block which to memorize the dummy bits position to avoid write in the buffer
in this position .
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4.11.3.2. Our proposed Architecture

Permutation sequence block to store in the sequence mentioned in the standard
Input multiplexer to fill the empty postion by zeros and no external input enter here the
perivous block should stop the sending process.

," Rate De_matching *

1 L]

M 1

i ' Address! ————>
RM_in_data , Hl:r‘ll%s : 1 RM_out_data

. Ll —_— +

RM_in_G ! — RAM . >

RM_in_TBS * 2 L :

— Addressd ——— !
RM i ' _  RE2 || ] RAM 1 RM_out_data2

M BSN control unit [ - 1

RM _in_enable ! : ' .

] \ i | !

. 1 N ]
RM—'_'_m_reset : Address3 ; ) ' RM out_data3
' | RE3 s : RAM .
i WE A - 1 RM_out_ready

" | Data ; '

RM_in_ck 1 - S/ X

i A '

. l X

1 ' !

] - I

' permutation '

s, sequence .

Figure 4.11-3 Our proposed architecture for Rate De-matching

T m)

TB 0

—_— address

B ——
decision
calculatin
Clk g

Dummy bit
counter

Figure 4.11-4 Architecture control unit for Rate De-matching
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intial state to
calculate the
starting point

¢ vaiigsignal arrived

keep filling the state required for
RAMs each RAM

memt;ry filled with the total number of
v bits required to the decoder

read from the
three streams until
all data is out

all data stored sent to the decoder

Figure 4.11-5 Flow chart of control unit for Rate De-matching

The Design consists of:

e Three RAMs one for each sub block interleaver of size 2564 *8 each to support maximum

transport block size and passing soft data.

e Control unit to perform the bit selection, bit collection and de-interleaving operations.

e Permutation sequence Block to save the sequence mentioned in the standard

411321. Control unit

Control unit consists of:

Finite State Machine (FSM): is the brain of the block and it handles controlling signal for
all the other units required in each state.
Address calculating unit: create the address or manipulate the existing address by
addition, subtraction and shifting to calculate the new address.
Multi-operation could happen on the address at the same cycle.

This unit is that is directly connected to the permutation sequence Block.
Dummy bit counter to count the skipping cycle to be able to know when the zero filling
of the data starts.

Input multiplexer same usage as explained before.
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411322 Structural issues in our proposed architecture

1. In this design we removed the Circular buffer to reduce the huge area and power
consumed by the buffer.

So control unit now handles only the addresses for the three RAMs and their control signals.

But that also introduce a difficulty of the starting point of the bit selection

To solve this problem, we trace the starting point equation

N
Ko = Regbblock - z‘lrm—Cb—"rVidx +2
8Rsubb|ock

We get that it takes only two values as rv;4 takes also two values only

So when rvig,=0, Ko=2RTS, 1 10ck » this means we start filling in the first RAM From third
permutation column

And when rvig,=2, Ky=50RTS, , 1ocx » this means we start filling in the second RAM From
eighteenth permutation column because each sub block interleaver consist of 32column
only.

2. We calculate the address so the deinterleaving and demultiplixing process has been
excuted
So now we know that the Dummy bits exist at the begin of the memory so we only need
for it extra counter to get the correct input data size.
We skip writing any thing in the memory at the Dummy bit cycles as we do not care
about it also when we read the data.
But we Still have to stop the reading process at their adddresses cycle and this cause a
gap between this block and the block before so extra control is needed to disable the
block before and this problem exist also in the previous design according to the standard
3. Also to minimize the combinational in the third equation we trace it and it gives same
Permutation sequence saved +1 but in range of 5 bits only which means if 32 is reached
make it 0,And then do the deinterleaving operation as the other two streams

4.11.3.3. Another proposed Architecture
Same pervious architecture but we write in the memory column by column and read it
row by row to reduce the complexity of address calculations but this design need S/P converter at
the input data path and P/S converter at the output data path.

110



4.11.4. Operation according to previous FSM

6. Get the valid signal and the upper layer parameters

7. Calculate the number of rows and the null size

8. get the starting point according to the upper layer input RSN

9. Start filling the RAMs according to the standard descripition of the filling
sequence,While doing so keep count the null cycles

10. If you reached the intial 1/3 rate that the decoder require to start it’s operation , start
sending the three streams to the decoder

11. If all data out wait till you get new valid signal and upper layer parameters to start

working again .

4.11.5. Challenges and enhancement
e All equations are executed without making any multiplication or divisions only used
operations are addition, subtraction and shifting.
e Removing the circular buffer and the Dummy position Blocks introduce diffeculity to the
control unit block but improve both power and area .

4.11.6. Testing Results
Results in decimal form

4.11.6.1. Test casel(No Zero filling)
e TB=40(TBS =44)
e G=132
e RSN=0

4116.11. RTL Simulation result

1 X X X X b4 X X X X X X X X X b4 X X X X X
20 25 15 € T& 2 134 73 & 38 28 109 99 71 121 50 40 14 4 5 175
40 1 133 62 52 37 27 %98 88 72 122 €1 51 26 1leé 97 87 13 3 T4 g4
&0 4% 39 110 100 X X X X X b4 b4 b4 b4 X X X b4 X X

Figure 4.11-7 RTL memoryl data for test case 1 in Rate De-matching
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0 X b4 X b4 X b4 X b4 X b4 X X b4 b4 b4 X b4 X b4 b4
20 |41 21 31 12 5127 137 118 77 57 €7 48 111 91 101 81 29 § 19 142
40 [135 115 125 106 €5 45 55 36 123 103 113 94 53 33 43 24 17 139 7 130
€0 | 89 €9 79 @0 X X X X X X X X X X X X X X X X
Figure 4.11-8 RTL memory2 data for test case 1 in Rate De-matching
0 X X X X X X X X X X X X X X X b4 b4 b4 b4 b4
20 | 93 42 22 32 23 & 128 138 129 78 58 &2 59 112 92 102 82 30 10 20
40 | 11 136 11€ 126 117 €& 46 56 47 124 104 114 105 54 34 44 35 18 140 8
€0 |141 %0 70 80 ® X X X X X X X X X X X X X X X
Figure 4.11-9 RTL memory3 data for test case 1 in Rate De-matching
4116.12. MATLAB Simulation result
1 2 3 4 5 6 7 8 9 10 1 12 13 14 15 16 17 18 19 20
Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf
21 22 23 24 25 26 27 28 29 30 A 2 3 34 35 36 37 38 39 40
25 15 86 76| 2 134 73 63 38 28 109 9 il 121 50 40 14 4 85 75
4 E7) 3 44 45 46 4 48 49 50 51 52 53 54 55 56 57 58 59 60
1 133 62 2 37 27 9 88 72 122 61 51 26| 16 97 87 13 3 74 64
01 62 63 04 65 66 67 68 69 70 71 72 73 74 7 76 m 78 79 80
49 39 110 100
Figure 4.11-10 MATLAB memoryl data for test case 1 in Rate De-matching
1 2 3 4 5 6 1 8 9 10 11 12 13 14 15 16 17 18 19 20
Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf
21 22 23 24 25 26 27 28 29 30 il 32 3 34 35 36 37 38 39 40
41 21 3 12 5 127 137 18 7 57 67 48 11 91 101 81 29 9 19 142
H R 4 4 45 46 47 48 49 50 51 52 53 54 55 56 51 58 59 60
135 15 125 106 65 45 55 36 123 103 113 9 53 3 3 24 17 139 7 130
61 62 63 64 65 66 67 68 69 70 7 2 ] 74 75 76 7 78 79 80
89 69 79 60
Figure 4.11-11 MATLAB memory?2 data for test case 1 in Rate De-matching
1 2 3 4 5 6 7 8 9 10 " 12 13 14 15 16 7 18 19 20
Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf
21 22 23 24 25 26 27 28 29 30 Ell 2 33 34 35 36 37 38 39 40
93 42 2 2 23 6 128 138 129 78 58 68 59 112 92 102 82 30 10 20
41 4 4 4 45 4 4 48 49 50 51 5 53 54 55 56 57 58 59 60
il 136 116 126 7 66 46 56 47 124 104 114 105 54 34 44 35 18 140 8
61 62 63 64 65 66 67 68 69 70 n I IE] 74 75 76 i 8 9 80
4 90 70 80
Figure 4.11-12 MATLAB memoryl data for test case 1 in Rate De-matching
4.11.6.2. Test case2(Zero filling)
o TB=40(TBS = 44)
e G=100
e RSN=0
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411621

[DEINT_ROM_testRM_in_G
JDEINT_RDM_test/RM_in_TB
[DEINT_RDM_test/RM_in_RSN
JDEINT_ROM_test/INT_out_DATA
" RDM_test/RM_out WE
[DEINT_RDM_test/RM_in_en
/DEINT_RDM_test/RM_out RE
JDEINT_ROM_testRM_out_datal
JDEINT_RDM_test/RM_out_data2
[DEINT_RDM_test/RM_out_data3

RTL Simulation result

oo

OO

ot

i

Figure 4.11-13 RTL wave form for test case 2 in Rate De-matching

0 X X X X X X X X X X X X X X X X X X X X .
20 | 25 15 86 7€ 2134 73 €3 32 28 109 9% 0 121 S0 40 14 4 85 75
40 1133 €2 52 37 27 98 83 0122 61 51 26 16 97 87 13 3 74 &4
€0 4% 39 110 100 X X x x X X X X X X X X x X X X
Figure 4.11-14 RTL memoryl data for test case 2 in Rate De-matching
0 X X X X X X X X X X X X X X X X X X X X
20 |41 21 31 o0 5127137 0 77 0 €7 0111 91101 0 29 9 1% 0
40 135115125 0 €65 0 55 0123103113 0 S3 0 43 0 1713% 7 0
&0 1] 0 748 0 X X X X X X X X X X X X X X X X
Figure 4.11-15 RTL memory2 data for test case 2 in Rate De-matching
0 X X X X X X X X X X X X X X X X X X X X b
20 0 42 22 32 0 €128138 0 78 0 €8 0112 92102 0 30 10 20
40 0 136 116 126 0 €6 0 Sé 0 124 104 114 0 54 0 44 0 12 140 &
&0 0 &0 0 80 b4 X x x x b4 b4 b4 b4 X X b4 X x x
Figure 4.11-16 RTL memory2 data for test case 3 in Rate De-matching
4116.2.2. MATLAB Simulation result
1 2 3 4 5 [} 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf
2 2 B % %5 % T » ] £l 3 P 3 % % % 3 % 3 4
5 15 % 76 2 14 7 6 » % 109 9 1w 5 4 1 4 % 5
4 42 43 4 45 46 47 48 49 50 51 52 53 24 55 56 57 58 59 60
1 133 62 52 37 27 % 8 0 122 61 51 26 16 97 87 13 3 74 64
61 62 63 64 65 66 67 68 69 10 7 72 73 74 75 76 17 78 79 80
49 39 10 100
Figure 4.11-17 MATLAB memoryl data for test case 2 in Rate De-matching
1 2 3 4 5 6 7 8 9 10 1 12 13 14 15 16 17 18 19 20
Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf Inf
21 2 23 24 25 26 2 2 29 30 Ell 2 3 kL 35 36 37 38 39 40
41 21 31 0 5 127 137 0 71 0 67 0 m 91 101 0 29 9 19 0
41 42 43 4 45 40 47 48 49 50 51 52 23 54 55 56 57 58 59 60
135 115 125 0 65 0 55 0 123 103 113 0 53 0 43 0 17 139 7 0
61 62 63 64 65 66 67 68 69 70 71 12 3 74 15 76 1 8 79 80
89 0 79 0

Figure 4.11-18 MATLAB memory?2 data for test case 2 in Rate De-matching
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Figure 4.11-19 MATLAB memory3 data for test case 2 in Rate De-matching

4.11.7. Synthesis result

Combinational area: 7123.741902
Noncombinational area: 2553.438999
Net Interconnect area: 141.000000
Total cell area: 9677 .180901
Total area: 9818.180901

Figure 4.11-20 Rate de-matcher area report

23.6598 uW (3%)
802.5718 uW (97%)

826.2316 uW (100%)

Cell Internal Power
Net Switching Power

Total Dynamic Power

6.3077 uW

Cell Leakage Power

Figure 4.11-21 Rate de-matcher power report

clock RM_in_clk (rise edge) 100.00 100.00
clock network delay (ideal) 0.00 100.00
clock uncertainty -0.25 99.75
ud/addressl_reg[8]/CK (DFFRQX2M) 0.00 99.75 r
library setup time -0.32 99.43
data required time 99.43
data required time 99.43
data arrival time -7.04
slack (MET) 92.40

Figure 4.11-22 Rate de-matcher timing report
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4.11.8. Extra interconnection control unit

V—D?scrambler / “\

B

R-Deinterleaver _EN-Rate Dematching

W-Deinterleaver |
Interconnection

R-Rate Demaiching| control unit EN-Deinterleaver

RST

T =
»

Figure 4.11-23 Extra interconnection control unit block diagram

i ¥

./. -.\.

De-interleaver
work at valid

M A

v Valid signal
~,

[
"

-

De-interleaver
at read state

vy
) I ~ Full size reached

De-interleaver at .
write state work :
with hold signal of
Rate De-matching
off -
| all data out from de-
—————  interleaver

Rate De-
matching at

e

write state
e A

j all data out from

Rate De-matching

Figure 4.11-24 Flow chart of extra interconnection control unit between Rate De-matching and Data De-
multiplexing and Channel De-interleaver

The control unit consist of FSM only which handle the enable signals for the two blocks attached
to it.

This Finite state machine focuses on the writing state in the Data De-multiplexing and Channel
De-interleaver which is the Reading state in Rate De-matching block.
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4.12. Turbo Decoder
4.12.1. Top level

DECG_in_Systematic=———=3»
DEC in_Parity 1 = —— DEC _out_Hard_out

DEC in_Parity 2 =——

TURBO
DEC in clock —— —» DEC out CRC enable
- DECODER - -
DEG _in_reset —=————
DEC_in_TBS —=———» ——» [DFEC_out_Done

DEC in_enable —=———3m

- 4

Figure 4.12-1 Turbo Decoder block diagram

4.12.2. Block interfaces

DEC_in_Systematic input systematic vectors received from rate de-matcher 8
DEC in_Parity 1 input parityl vectors received from rate de-matcher 8
DEC _in_Parity 2 input parity2 vectors received from rate de-matcher 8

DEC in_TBS input Block size for interleaver and De-interleaver 12
DEC _in_enable input handshake with rate de-matcher to start decoding 1
DEC _in_clock input System clock 1

DEC _in_reset input Asynchronous reset 1

DEC_out_Hard_out output Stream output bits 1

DEC_out_Done output Decoding is done 1
DEC_out_CRC _enable output handshake with CRC block 1

Table 4.12-1 Turbo decoder interface signals
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FROM RATE DEMATCHER

4.12.3. Architecture
TURBO DECODER

1
;
1 e 1
: ext. ! BCJR ALGORITHM
i info 1
: MEM | !
\ ! Branch pamma| = Alfa » Alfa [
! —|‘) ! matrix [ LLR »| Beta ext.
Systematic — 1 4) SYS X unit ¥ MRM unit , MEM
bits ! MEM !
| ; LLR
it
un —|

______________________________ [P R ee—— |
Parity 2
bitt; y| Par_2 |
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Figure 4.12-2 Turbo decoder architecture

4.12.4. Sub-Blocks & operation

4.12.4.1. Branch matric (y)

Branch matric (y) is the conditional probability that the received symbol is yy at time k
and the current state is S, = S, knowing that the state from which the connecting branch came
was Sy_, = S'.

The trellis structure used by the RSC decoder is shown in Figure 4.12-3. Each state has
two branches leaving it, one corresponding to an input one and one for input zero. Solid lines
indicate data one and dotted lines indicate data zero. The branches indicate which next state can
be reached from a particular state.
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Figure 4.12-3 8 state trails diagram

The branch metric connecting state S; (previous state, on left) and state S; (present state,
on right) is denoted as y;; . The branch metric depends on the data bit X(i, j) as well as the parity
bit Z(i, j) associated with the branch. The branch metric is given as:

Yij = sys *X(i,j) + par «Z(i,j) + X(,)) » EXT )

Where sys and par are received soft value from channel and EXT is the extrinsic information
from previous decoding stage initially is zero.

The RSC encoder being rate r=1/2, only four distinct branch metrics are possible:

Yo = Sys + par + EXT X(i,j))=123G4j) =1
y1 = Sys —par + EXT X(,j))=1234,j)=0
Y, = —sys + par — EXT X(i,j))=0,20j) =1
Y3 = —sys — par — EXT X(i,j)=0,Z(,j)=0
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Figure 4.12-4 shows diagram of branch matric unit of decoder 1 and 2 stages, input is
multiplexed for each decoder stage.

After the calculation of the branch metrics, they should be stored in RAM modules to be used
later in calculation of LLRs and backward State Metric Block 8

a )

Systematic

SYS
—>

Systematic_interleaved

Extrinsic Information

> GAMMA

GAMMA
RAM

Branch Matric Unit

EXT
E— GAMMA

Extrinsic Information_interleavei

Parity 1

Parity 2

AN ANY/

S J

Figure 4.12-4 Branch Matric Unit block diagram

+/- 8YS

L4

+- PAR

Figure 4.12-5 GAMMA equation
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Systematic
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PAR1 \‘ SYs
A
3
PAR2 Systematic_interleaved
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EXT | Branch Matric Unit i GAMMA
Extrinsic Information_interleaveg i GAMMA RAM
»~ /
Systematic Parity 1 < \
PAR1 \I PAR
.
»
PAR2 Parity 2 /
—>

Tail_mode
Figure 4.12-6 Branch Metric Unit modification foe tails
Trellis termination

Tail bits are included at the end of each block to force trellis diagram to reach zero state,
Tails are used to ensure the initial value for backward state metric 3, to be the highest
probability which is one and states from 3, to 3, have zero probability.

Without using tails, we can assume equal probability for backward state metric initial value.

According to the standard tail bits are transmitted in different order unlike original data, for
code-word with length K and original data from 0 to k-1, received systematic data= K+4,
received parityl data= K+4 and received parity2 data= K+4.

Each 4 extra data include systematic or parityl or parity2 or systematic interleaved tails therefore
systematic, parityl, parity2 and systematic interleaved must be reorders before decoding.

Systematic received tail bits’ location
Systematic taill = systematicy ,
Systematic tail2 = Parity?2 g,
Systematic tail3 = Parityl g1

Parity 1 received tail bits’ location
Parity1 taill = Parityly ,
Parityl tail2 = Systematic g,

Parityl tail3 = Parity2g,1
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Parity 2 received tail bits’ location
Parity?2 taill = Paritylg,,,

Parity?2 tail2 = Systematic g3,
Parity2 tail3 = Parity 2k,

Systematic interleaved received tail bits’ location
Systematic_interleaved taill = systematicg,,,
Systematic tail2 = Parity2 g, ,,

Systematic tail3 = Parityl g,z

Figure 4.12-6 shows added Multiplexer at systematic and parity input to Branch metric unit for
tails bits and its control signals are controlled using control unit.

4.12.4.2. Forward and Backward State Metric (a, 8)
Forward o estimation of state probabilities indicates probability of each state in case of
moving in the forward direction in the trellis diagram, While Backward state probability of a
certain state at a certain time indicates probability of transition to this state given a certain
received code-word after this time. The calculation of the backward state probabilities is similar
to that of forward state probabilities.

M)

ALPHA 8 ALPHA_NEW

ALPHA
—> 72 7 3 > | "Ram

GAMMA 4 | Forward_Backword
State Metric Unit

BETA_NEW
BETA 8 BETA

+') 5 regesters

Figure 4.12-7 Forward and Backward Metric unit diagram
ag (Sk) =max*(ag_; (Sk—1) + yY(Sk-1,Sx))
Bk (Sk) =max”(Bx+1 (Sk+1) + Y(Sk+1,Sk))
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According to previous equations the computation is the same but the state transitions are
different.

Therefore, MUXs are used to multiplex between a and 8 and between yx and yx,4.

Those equations are implemented on 8 states.

The previous figure shows forward and backward calculation unit for one state.

Due to RSC encoder starts from zero state therefor initial value for Forward states

ap = 1, a;to a; = 0 at time 0, Same for Backward states due to trails termination encoding
ends ant zero statef, = 1, ;to B; = O attime K + 1.

Probability of 1 in log scale is represented by zero and Probability of O in log scale is represented
by -4.

Normalization is done by comparing all 8 states values and subtracting each value by the
maximum value, the key idea is that the main concern is not in the value of the state metric itself,
but in the value of the difference between the state metrics.

The main drawback in implementing state metrics is the recursive computation. This may lead to
an arithmetic overflow. To avoid overflow, a large number of bits is needed for representation of
state metrics. This means more area, hardware resources, higher storage requirements, and
increased delay therefore limitation on certain range [-4:4] is done.

Also the drawback of state metric normalization is the increase in the critical path of the state
metric unit. It is considered the bottleneck of the SISO decoder that limits the maximum
frequency of operation. The critical path implies Addition, comparison, MUX, and normalization
which includes both comparison and subtraction.
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Figure 4.12-8 State 1 metric unit

4.12.4.3. Interleaver

interleaver

; » ROM

> Address
; _ generator
: L > FSM

Limiter

: new
-+ address

i + CRC

. 7 enable

i . Hard
ikl bits

: extrinsic

: information

Figure 4.12-9 Interleaver unit architecture
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The interleaver block consists of 4 sub-blocks:

1. Address generator.

Extrinsic information calculation.
Hard limiter and CRC enable.
ROM

o

As shown in figure 4.12-9 the address generator sub-block is a QPP interleaver that performs the
equation specified in the standard which is:

(i) = (fl*i+f2*i®)%k

The equation is done using 3 multiplications and mod operation. To reduce the number of
multiplication and replace it with shift and addition operations a recursive way of calculation is
used according to the following equation:

Address[i] = {2*Address [i-1] — Address [i-2] + 2*F_2} mod {block_size}
Where:

e F_2isaconstant that depends on the block size.
e Block_size is the data length and it is received from upper layer.

To generate the new address, the mod operation must be used. And it is not synthesizable, so it is
replaced by the following equation that contains subtraction, multiplication and division:

AmodB=A-A/B

Where A/B is an integer division implemented using Restoring Division algorithm.

It is a combinational circuit of subtractor and limiter, to calculate the extrinsic information
needed for the second decoding stage and limit it by {4, -4}.
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3. Hard limiter and CRC enable:

iteration counter= counter_2
<5 block size <plock size

counter ==
block size

iteration = 5 write

reset =0

counter_2
== plock
size

Figure 4.12-10 Hard limiter finite state machine

The hard limiter is a finite state machine of 3 states:

1. State 1: idle state as the decoder is not enabled yet or it is not performing the last
iteration.

2. State 2: write data in the memory state, in which the hard limiter takes the MSB of the
sequence, invert it and write it in a column memory sequentially.

3. State 3: output data to CRC sequentially at each clock cycle along with the CRC enable

signal.
41244, LLR
LLR
y TS TTEEE T E T E ST e E T [
1 L]
i » !
Gamma 1 > addition ,
Alfa : » and '
Beta ' »| comparing ,
1 L]
i ]
! : LLR

- [

: limiter —}: output
. '
1] . "
' » addition i
' » and ,
: > comparing '
' "
[ ]

Figure 4.12-11 LLR unit architecture

As shown in the figure 4.12-11, The LLR unit is a combinational unit that performs addition and
comparison for the values of the branch matric and Forward & backward recursions to produce
the LLR (log likelihood ratio) and limits the output to {4, -4} which represents infinity for the
decoder.
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4.12.45. Control unit

Control unit is used to control decoding flow between sub-blocks Input memories (Systematic,
parityl, parity2)

e Branch Metric unit multiplexer’s selections (tails bits, decoderl or decoder2 mode)

e Gamma y memory

e State metric unit multiplexer’s selections ( or 3 mode)

e Alpha a memory

e Inter-leaver and de-interleaver enable

e Number of decoding iterations

Figure 4.12-13 shows BCJR decoding flowchart and FSM, starting from storing data from rate
de-matcher then controlling MUXs for GAMMA, ALPHA and BETA calculation and storing in
RAMs after processing on total block calculating LRR and extrinsic information start and finally
data is ready to interleave for second decoder stage.

After second decoding stage LLR and extrinsic information de-interleaved to start new iteration.

Figure 4.12-14 shows Turbo decoder control flow starting from first decoding stage to calculate
extrinsic information which is interleaved and passed to second decoder stage to calculate
extrinsic information which is passed to first decoder stage and LLR which is interleaved and
used to calculate final hard decision value this is done after N times decoding iterations.
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Figure 4.12-12 RSC decoder stage flow

Figure 4.12-13 BCJR FSM
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Figure 4.12-14Turbo decoder control flow
4.12.5. Results

4125.1. Matlab Results

The turbo code was simulated for frame size K = 2560 over a AWGN channel.

Figure 4.12-15 shows BER for un-coded bits and BER for turbo encoded bits, the number of
decoder iterations was chosen to be 5.

For low SNR BER for turbo is worse than un-coded bits, as SNR increases BER for turbo has
great improvement.

100

Error Rate VS. SNR
__________

T .
—— Wi Tubo | ]
— o~ Without Turbo
IS
R B R
A

BER
<

|
B
SNR(dB)

Figure 4.12-15 BER using turbo decoder Vs without decoding

The SNR range was used from -5 to 1 dB, 4 integer bits and 3 fraction bits. The number of
decoder iterations was chosen to be 5.
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Figure 4.12-16 shows BER for decoding iterations from 1 to 7, for small SNR as number of
iteration increases it has small effect on BER, for SNR greater than -2 dB as number of iteration
increases BER decreases.

It can be seen that as the number of iteration increases, the BER performance improves.
However, the rate of improvement decreases.

Error Rate VS. SNR lterations [1:7]
T

I
I
T
n
L]
|
i
K
1
L5188 1

10" <

Figure 4.12-16 BER Vs SNR for different decoding iterations

The SNR range was used from -5 to -0.5 dB, 8-bit word length with 1 bit for sign, N integer bits
and (7-N) fraction bits. The number of decoder iterations was chosen to be 5.

Figure 4.12-17 and 4.12-18 shows quantization error due to integer and fraction bits,
Quantization error is large for small integer bits and high fraction bits and also for high integer
bits and small fraction bits as.

For 8-bit word length with 4 integer bits and 3 fraction bits’ quantization error has smallest
quantization error.
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Error Rate VS. word length for SNR=-5:-0.5 dB
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Figure 4.12-17 Effect of integer and fraction bits on decoding error at different values SNR
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Figure 4.12-18 Effect of integer and fraction bits on decoding error at SNR=-2 dB

The SNR range was used from -5 to 1 dB, 4 integer bits and fraction bits from 1 to 5 bits. The
number of decoder iterations was chosen to be 5.

Figure 4.12-19 shows the effect of increasing number of fraction bits on decoding performance, as
number of fraction bits increases BER improves
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Error Rate VS. SNR
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Figure 4.12-19 BER Vs SNR for 4 integer bits and different fraction bits
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4.125.2. RTL Results

a2

'
'
I
I
1 Dummy Matlab fransmitter

I
Block size——:T) Turbo
SNR —y Encoder

Modulator

Y

>\-|_/ P Demodulator

Matlab Model of the .
Turbo Decoder -

Report txt €

Compare

RTL Model of the Turbo |
Decoder

E

-----------------------------------------------------

Figure 4.12-20 Testing Technique block diagram

As shown in figure 4.12-30 the block is tested and verified by creating a Matlab dummy
transmitter that consists of a turbo encoder and BPSK/QPSK modulator. The output data of this
transmitter is added to the channel noise then demodulated to be passed to two paths one is the
Matlab turbo decoder model and the other is the RTL turbo decoder model, coded in Verilog,
then the results is compared between the Matlab and the RTL model and the BER is calculated.

The output of the testing plan is a Report.txt file that contains:

1. The Herd bits output from the decoder.

2. Number of errors compared to the transmitted bits.

3. Biterror rate.

4. Number of errors compared to Matlab model of the turbo decoder.

A sample of the output file is shown in the next figure, tested for data block size of 128 and SNR
of -2dB:
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Figure 4.12-21 Sample of the report file

Comparing Simulation results with RTL results for a block size of 40 and SNR of -1dB:

6 T T T T T T T
Output Bits at block size of 40 and SNR of -1

B Y T [ O L

0o 5 10 15 20 25 30 35 40

Figure 4.12-22 Decoder output (Matlab)

1] Wave -Defaut i

4 [TB.decoder/decoded_output m \
¢ [TB_decoder/dock 1ho

Figure 4.12-23 Decoder output (RTL)
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4.12.6. Synthesis Results

Number of ports: 42

Number of nets: 456

Number of cells: 11

Number of references: 10

Combinational area: 49423.359728

Noncombinational area: 2960.639996

Net Interconnect area: undefined (Wire load has zero net area)
Total cell area: 52383.999723

Total area: undefined

Figure 4.12-24 Turbo decoder area report

cell Driven Net Tot Dynamic cell
Internal Switching Power Leakage
Cell Power Power (% Cell/Tot) Power Attrs
interleaver 0.0461 N/A N/A (N/2) 9615116.0000
h
LLR value 0.0251 N/A N/A (N/3) 3966410.0000
h
cu 6.812e-03 N/A N/A (N/A)  1636939.3750
h
BM 1.966e-03 N/a N/A (N/A)  743354.0000
Totals (11 cells) 79.961uwW N/A N/A (N/2) 15.962umw
Figure 4.12-25 Turbo decoder power report
clock clk (rise edge) 100.00 100.00
clock network delay (ideal) 0.00 100.00
clock uncertainty -0.05 99.95
interleaver/pre_index_1 reg[l1l]/CK (DFERBCHD) 0.00 99.95
library setup time -0.13 959.82
data required time 99.82
data required time 99.82
data arrival time -29.05
slack (MET) 70.77

Figure 4.12-26 Turbo decoder timing report
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4.13. Cyclic Redundancy Check (CRC)

4.13.1. Top level

This division is commonly implemented using LFSR circuits. Implementing Internal or Galois
LFSR, takes the highest order bit (MSB) as the feedback term that is feedback into the relevant
flip-flops through the XOR gates placed between the flip-flops. This form is the more popular

because it is faster.

When input data is ready and CRC enable is high CRC starts its function when CRC enable falls
from high to low this indicates that all code word enters CRC block, CRC_out_error is one if error
exists otherwise is zero and CRC_out_valid indicates that CRC_out_error signal is valid to be read
or not this happened when decoder and CRC are done.

CRC_in_enable > s N\
: CRC_out_error
CRC_in_reset
>
CRC_in_clk CRC
> Error Detection
CRC_in_input_bit )
> CRC_out_vaild
CRC_in_Decoder_Done >
\. 7

Figure 4.13-1 CRC block diagram

4.13.2. Block Interface

CRC_in_enable Input Indicates that input data is valid 1
CRC_in. reset Input Asynchronous reset, Resets LFSR and 1
output

CRC_in_clk Input System Clock 1
CRC_in_input_bit Input Input stream 1

: Indicates that decoder had finished, used for
CRC_in_Decoder_Done| Input CRC_vaild output 1
CRC_out_error Output Indicates error exists or not 1
CRC_out_valid Output Indicates that CRC_out_error signal valid to 1

be read or not

Table 4.13-1 CRC interface signals
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Figure 4.13-3 and 4.13-4 Simulation on data stream output from decoder with and without error

Figure 4.13-2 CRC shift register

4.13.3. Simulation Results

and CRC_out_error is taken into consideration only when CRC_valid is high.

=_l
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Figure 4.13-3 CRC output with zero error detection output
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Figure 4.13-4 CRC output with high error detection output
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4.13.4. Synthesis Results

413.4.1.

Area Report

Library(s) Used:

scmetro_tsmc_cl013g_rvt_ss_1p08v_125c (File: /root/tsmc_fb_cl013g_sc/aci/sc-m/synopsys/
scmetro_tsme_cl013g_rvt_ss_1p08v_125c.db)

Number
Number
Number
Number

of ports:
of nets:
of cells:
of references:

Combinational area:
Noncombinational area:
Net Interconnect area:

Total cell area:
Total area:

7
100
95
12

411.845002
647.184992
32.000000

1059.029994
1091.029994

4.13.4.2.

Figure 4.13-5 CRC area report

Power Report

Global Operating Voltage = 1.08
Power-specific unit information
Voltage Units =
Capacitance Units = 1.000000pf

Time Units = 1ns
Dynamic Power Units
Leakage Power Units

Cell Internal Power
Net Switching Power

Total

Dynamic Power

Cell Leakage Power

1v

= 1mW (derived from V,C,T units)
= 1pW

= 4,1812 uW (98%)

= 99,8925 nW {2%)

= 4,2811 uW (100%)

= 471.7893 nW

Figure 4.13-6 CRC power report
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Chapter 5
Integration and Conclusion

Integration

First, we integrated each two blocks and most of the blocks explained in chapter 4 were
already tested with the output of other blocks. Then we had four separated parts of the chain.
e The first one includes (Synchronization, Offset correction, FFT)
e The second part includes (Resource element De-mapper, channel estimation and equalizer)
e The third part includes (IDFT, De-mapper and descrambler)
e The forth part includes (De-Interleaver, Rate De-Matching, Decoder and CRC)
Each part of them was integrated, synthesized, tested and compared with MATLAB.
Then we integrated the four parts together to get the full chain and made Shure that signals go
correctly from one block to the other one.

Conclusion
In this thesis a full chain for narrow band LTE uplink receiver was proposed. The full

Architecture for each block was explained. Each block was modelled by MATLAB and was
RTL implemented. Each block was tested and the results were verified and compared with
MATLAB. The blocks were fully synthesized on Xilinx ISE and on DC compiler and the area
and power were reported. Finally, all blocks were integrated and tested.
Out future plan is based on testing more cases for the full chain, optimizing in the blocks to get
less area and power consumption and test the chain on FPGA.
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