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Abstract

The Narrowband Internet of Things is a new radio interface firstly introduced by 3GPP in
Release 13. NB-1oT is designed for narrowband, Low-Power Wide Area Networks (LPWAN). It
provides good coverage for indoor low-data-rate and low-powered devices as well. This project
focuses on the RF PHY layer of a NB-10T transmitter. In this work, a polar transmitter based on
the offset PLL architecture was implemented. The Transmitter works at 1.8G band which
supports also several other standards like GSM, and E-UTRA. The designed transmitter proved
to meet the required spectral mask with an rms EVM of 1%. It supports a maximum output
power level of 14 dBm consuming less than 90 mW from 1.2V supply. The noise transmitted at
an offset of 100 KHz is -89.9 dBc.



Table of Contents

ACKNOWIEAGMENTS ...t e et e e teeneeeta e beeneenreeseeenee e ii
Y o1 1 =T PP PRSP ii
Chapter 1 2 INTrOAUCTION ..ottt 1
1.1 Introduction to INternet Of THINGS......ccoiiiiiii s 1
1.2 Development of Narrow Band 10T Standard ..o 2
1.3 Narrow Band 10T (NB-10T) Classification and USES...........cccccocerierinienienisie e 3
1.4 NB-10T SPECLIAl ISSUES .....c.eeiiiiiiiiiieieeeee e 4
1.5 NB-1oT Transmitter Standard SpecifiCations ............ccccoevveieiiiie e 7
1.5.1 Out Of BANG EMISSIONS ... .civiiiiiiiiieiiesie sttt sttt ens 7
1.5.2 1N BANd EMIUSSIONS .....viiiiiiiiiieiiiieie ettt 8
1.5.3 SPUKFIOUS EMISSIONS......coiiiiiiitieiieesie ettt ettt et esreene e 9
1.5.4  Error Vector Magnitude (EVIM) .....coooieiieiece e 9
155  Transmitter Output POwer Level ... 10

S (] =] (o0 PSSP PSPRRRO 11
Chapter 2 : Transmitter Architectures & System DeSign ........ccccoveveiiiivieeieiic e 12
220 I | 1o L1 T 4[] o PSSR 12
2.2, TranSMitter ArCHITECTUIES. .......viiiee et see e nreeeas 12
2.2.1.  Super-Heterodyne TranSMITIEr ..........ccoiiiiiiiiiere e 12
2.2.2.  DITeCt UPCONVEISION ....oviiiiiiiiitiitesiesieeieeee ettt bbbt 13
2.2.3.  Phase Modulation Using a Fractional PLL ...........c.ccociiiiiiiiineeceeeeeee 14
2.2.4.  Modulation By OffSet PLLS ........cccueiiiiiiicieee et 15
2.2.5.  Proposed ArCRITECTUIE ..........coiiiiie e 15
pC T V1 (=] o I TS o USSP 17
2.3.1. EMISSION LEVEIS ...ttt ettt e nne e 17
2.3.2.  DESION PrOCEAUNE .....oceiieiie ettt et et e e et e e e te e sneeanns 18



(R ] =] =] [ TR 21

Chapter 3 : Digital to Analog Converter (DAC) ..o iieiieie et 22
3.1 DAC OVEIVIBW ...ttt bbbt b bbbt ettt bbb ns 22
3.2 DAC PerfOrmanCe METIICS........coueitiiiiriiiiitieieie ettt sttt 25
3.3 DAC AFCNITECTUIES ...ttt bbbt bbbt 32
3.4 NB-10T DAC system level reqUITEMENTS ........coooiiiiiiiiiiicne e 40
3.5 Prop0Sed DAC OVEINVIBW ......ocuieiiiiiiiiiiie sttt sttt b e bbbt ebe e e 40
3.6 DIgital SUD-CIICUITS .....c.eiiiieicecee et ste e re e 41
3.7 DAC CUITent Cell DESIGN .....ecuieiiieiecie ettt ettt et sbe e ste e reeae e 46
3.8 DAC BUTTEE DESIGN ..ttt ettt sttt et e e e sre e te e e e aneenae e 59
3.9 DAC RecoNnStruction FIlter DESIGN........cccviiiiicieeie st ste et nne e 65
3.10 Full DAC System Integration RESUITS.............coeiiiiiiiiiiiieeeee e 85
3.11 NB-10T Transmitter ENVElope Path.........cccoiiiiiiiiieee e 94
RETEIEINCES ...ttt bbbt h et e bbbt bbbt e 98
CRAPTEE 4 T IMIIXEY <.t b bbbttt 100

4.1, Performance ParameterS..........ccoueiieriiiiiiiiiiseeeeee e 100

4.2, MiXer’s ClasSIfICAtION ......ciivieiiiieeiieeesiee et e e sie e e see et e e st e e s e e s ae e snbeeesneeeesneeeenneeeans 103
4.2.1. Single-balanced Vs Double-balanced ..............c.ccccooiiiiiiiiiiicieccc e 103
4.2.2.  ACHIVE VS PASSIVE ..ottt bbb e 103

4.3.  Passive MiXer TOPOIOGIES .....ccviiiuieiiieie sttt see e 104
4.3.1.  Current-mode PasSIVe IMIXET .........cciiiiiiiiiieieie ettt 105
4.3.2.  PropoSed PaSSIVE IMIIXET ........coeiiiiiiiiiiiieieie ettt bbbt 105
4.3.2.1. Voltage-mode MiXer’s ISSUES ............ccoouiiiiiiiiiiiniinieniseseseeeeee e 107
4.3.3.  PasSiVe MIXEr RESUITS ........ccooiiiiiiiiiiiieiee e 110



4.4, QUAAIALUIE SUMMET ....eiiiiiiieeiie ettt e st e ete e st e te e sae e e beestaeebeesaeesbeesbeeenbeesaeesnbeesaees 113
4.4.1. Voltage Summer Implementation..........cocooeiiiiiiniiinieee e 113
4.4.1.  Voltage SUMMEr RESUILS .......ccooiiiiicic e 114

4.5, OVEIAII RESUILS ... 115
RETEIEINCES ...ttt bbb 118
Chapter 5 1 OFFSEE PLL ..ottt 119

5.1, BaSIC CONCEPLS ...ttt bbbttt e bbb 119

T BT 1= I IO 119

5.3.  Type-I1 (Charge PUMP) PLL ....covoiiiiiiiiiseeee e 121
5.3.1. Phase/ Frequency DeteCtor (PFD) ......cccccciiiiiiiiiie it 121
T 2 O o T U o (=38 = U T2 ] o SRRSO 122

5.4, HIGNer OF0Er LOOPS ..ecuviiuieiieeieitieiteeieseesteeste st steeste e sraeste e e s e e steensessaestaensesraenseeeens 124

ST TR O | i 7] o I SRS 125
TSI IR © ] = I I = - o .Y/ T | o SR ORPRT 126
5.5.2.  OPLL SYStEM DESION ....cvieiiciiicieeite ettt sre e reebe e nre s 127
TR T o o 5 PP 129
5.5.3. 1. DBAU ZONE ...ttt bbb bbbt 129
5.5.3.2. Maximum Operating FreQUENCY .........ccoeiiruireriinieitisieeeeieee st 130
5.5.3.3. Up and Down Skew and Width MisSmatch ..............cccoeiiiiiniicieeee, 130
5.5.3.4. LiItErature REVIEBW ........oovciiiiiiiiiiieeeee ettt 131
5.5.3.5. SIMUIALIONS RESUILS .......ooviiiiiiiii e 134
554, CRArge PUMP ...ttt ne e 135
5.5.4.1. Charge SNArING ....ccoooiiiiie e 135
5.5.4.2. Charge Injection and Clock Feedthrough ...........ccccooiiiiiiii i, 136
5.5.4.3. Prop0Sed AFCRITECTUIE .........oiuiiiiiiiiiieee e 137

Vi



5.5.4.4. StatiC SIMUIATIONS RESUITS .. ...t 139

5.5.4.5. Dynamic Simulations RESUILS...........ccccvuiiiiiiiieiece e 141
055, WO e 143
5.5.5.1. Performance PArameterS. .........coiiiiiiiieieieiesie ettt 143
5.5.5.1. Feedback View Of OSCIlIAtOrsS.........ccoiiiiiiiici e 143
5.5.5.2. One-Port View of OSCHIAtOrS ..........ccoviiiiiiii e 144
5.5.5.3. Cross-Coupled VCO TOPOIOGIES........uceeieiiieieiiesie st 147
55.5.3.1. Tail-BiaSed VCO......coiiiiiiiiieciesiieeeee ettt 147
5.5.5.3.2. TOP-BIaSEA VCO.....cciiiiiiiiiiiesiesie ettt bbb 148
9.5.5.3.3. CIMOS VECO ...ttt ettt b e n e s 149
5.5.5.4. ChoSen VCO TOPOIOGY ....coiuiiiiiiieieiie ittt nre s 150
5.5.5.5. PRESE NOISE .....ouiiiiiiiiieiee ettt bbb 152
5.5.5.6. DESIGN EQUALION ......oiuiiiiiieiiieete ettt bbbt 153
5.5.5.7. SIMUIALION RESUITS.......ciiiiiiiiie e 154
55.6. Current Mode LogiC (CML) DIVIEY .......ccuiiiiiiiiiiiiiieieieieee e 159
5.5.6.1. Performance Parameters. ... 161
5.5.6.2. SIMUIATIONS RESUILS ......c.oouiiiiiiiiiicc e 162
5.5.6.3. CIML BUFTEK ..ttt 166
5.5.6.3.1. SIMUIAtIONS RESUILS .....cooiviiiiiiiiiieie e 167
5.5.6.3.2. VCO, Divider and BUffer CasCade ..........c.coovvvuiieiiiiiiie e 168
5.5.7.  OFFSEE IMIIXET ...ttt nb bbbt 170
5.5.7. 1. LITErature REVIEW ......coviiiiiieiieiie sttt bbb bbbt 171
5.5.7.2. Prop0Sed DESIGNEM ........ccouiiiiiiiiiiiiiiisiieieee ettt 171

Vii



5.5.7.3. SIMUIATION RESUITS........cviiiiiiiiiii e 171
5.5.8. IR bbbt 180
5.5.8.1. DESIGN PrOCEAULE .....oocviiieieiice ettt sttt e s e e e steene e s neeeeeneenreas 180
5.5.8.2. SIMUIALION RESUITS.......cooiiiiiiiii e 183
5.5.9.  LIMITEE e 189
5.5.9.1. DesigN REQUITEMENTS .....c..oiiiitiiiiiiiieiieieee ettt 189
5.5.9.2. Design Methodology and RESUITS...........cccvoiiiiiiiiiiiieeseee e 190
5.5.10. Feedback Divider BIOCKS INtegration...........cccccvivieiieiicic e 193
5511, OPLL SIMUIALIONS. ....c..iiiiiitiieiiiiiteiee et 194
RETEIEINCES ...t bbbt b ettt 196
Chapter 6 1 POWEr AMPITIEE ..o 199

6.1, INTFOQUCTION ...ttt 199

6.2.  General CONSIABIALIONS .........ccuiiieriiiiiiiierie et 199
6.2.1  EFTICIENCY ..ottt bbbt 199
6.2.2  LINBAITEY .c.eieieiie ettt 200
6.2.3  CascOde OULPUL STAGES .....cveiverririiriiiieeieieie ettt bbbt 201
6.2.4  Another Power Amplifier Considerations ...........c.coovvviinieienene e 202

6.3  Classification OF Power AMPITIEr.......ccooiiiiiiieeee e 203
6.3.1  LINEAK CIASSES....c.uiiiiiiiiiee ettt bbbt 203
6.3.1.1 CIASS A e 203
6.3.1.2. Transformer 18SS Class Bh..........ccccuiiiiiiiiiiiii e 205
TR 00 G T O F- 113 A = USROS 206
TR 00 S O F- 11 RSOSSN 206
6.3.2  NON-LINEAK CIASSES .....cueiuiiieiteitiite sttt bbbt 208



6.3.2.1 (O I 13 B TR TRURRRRRRRT 209

6.3.2.2 CHASS F e 211
6.3.2.3 CHASS E ..o 212

6.4 Linearization tECANIQUES .......c.oiuiiiiiiriiirii et 217
B.4.1.  BaCK-OFF ... 217
6.4.2  PrediStOrTION ......ooviiiicieeee bbbt 217
6.4.3  FEEU TONWANG ..o 218
6.4.4  POlar FEEADACK ........ciiiiiiitice e 219
6.4.5  Cartesian FEEADACK..........cciiiiiiiie e 220
6.4.6  Linear amplification using nonlinear components (Out Phasing).......... 220
6.4.7  Polar MOAUIALION .......c.oviiiiiiiie e 221

6.5.  Phase Path RESUITS..........oiiiiieieeie e 225
6.5.1. Current Mode LOGIC (CML) ....ccoooiiiiiiieie et 225
0.5.2.  INVBITEIS ...t 227
6.5.3.  PA (ClASS E) ...eiiiiiiiiiiiieieee et 231
RETEBIENCES: ... et 239
Chapter 7 : System SIMUIALIONS ........ccooiuiiieiicce et 240
RETEIEINCES ...t 246
Chapter 8 : CONCIUSION........cciiii ettt e s steeeeere e s reenreeneenreas 247

8L FULUIE WOTK .ottt b 247



List of Figures

Figure 1.1: Main 10T PHY layer CharacteristiCS........uiiuiiiiiiiiiiieecciiee ettt e e e e s aaeeeean 2
Figure 1.2: Three different solutions for specifying an optimized Internet of Things standard................... 3
FISUIPE 1.3: NB-lOT USE CASES .eeeeeeieuiiiieiteeeeeeeiittteeeeeeeesibtrteeeesssssanbtteeeeeessaassbeeeeeeesesaassbaaeeeeesssannnsnaaaeesssnnan 4
Figure 1.4: Channel Bandwidth and Transmission Bandwidth Configuration ..........ccccceveeiiiieeiiiiieeiicneeenn, 5
Figure 1.5: GSA report concerning the domination of networks operating at the 1.8G band..................... 6
Figure 1.6: The three deployment schemes of NB [0T SYSTEM .......cceiiiiiiiiiiiiiieciieee e sare e 7
Figure 1.7: EVM for QPSK MOdUIGTION ....coiieiieeiciiee ettt et e s ate e e e ate e e s e are e e e e ntae e e eeaneeas 10
Figure 2.1: Super-heterodyne up conversion with 1Q vector modulator ........ccccccceveviiieiiniiiee e, 12
Figure 2.2: Direct Upconversion with [Q vector Modulator ..........cceeeeiieeiciieee e e 13
Figure 2.3: Fractional N Sigma-Delta PLL based TransSmitter.......ccccceiiiiieeciiiee et et 14
Figure 2.4: Offset PLL TranSmMItter ..ooiccuiii ettt e st e e e e e e s ate e e e s sbe e e e s abee e e snbeeeeenarenas 16
= U N A T @ & 711 Al = I TSP 16
Figure 2.6: NOISE TESTDENCR....ccc i e s e e e te e e e e ate e e e e abe e e s erabeeeeenbaeeeennrenas 20
Figure 2.7: OULPUL PRase NOISE ....uuiiiiciiieiciiee e ctee ettt et et e e et e e e st e e e st e e e e sabeeeesabeaeeenbeeesenaseeas 20
Figure 3.1: Ideal DAC output without reconstruction filter.........cccceeeviiiicciiii e, 22
Figure 3.2: Sinc Weighted output transfer fUNCHioN ..........cccviii i e e 24
Figure 3.3: Effect of oversampling on the DAC output SPECLrUM ....ccccviiiiiiiiiie e 24
Figure 3.4: Comparison between ideal and non-monotonic 3 bit DAC.........ccceeeciiieeeiiiee e 26
Figure 3.5: DNLOT @ 3 DIt DAC.....uiiii ettt e ettt e e et e e e et e e e e stte e e e e ateeesesbeeeeensbeeesanseeeeennteneeennsenas 27
Figure 3.6: INL O @ 3 DIt DAC ..ccieiiee ittt ettt ettt e et e e e e e s st e e e s s abe e e e s abeeeesnbeeeesnbeeesennreeas 27
Figure 3.7: Offset error of a 3 bit DAC (0.125LSB) ..eeceuviieeiiiiieeeciieeeeciiee e et e e eesite e e e e are e e s e aree e s enbeee e enareeas 28
Figure 3.8: Gain €rror 0f @ 3 DIt DAC......ooo ittt ettt e e e et e e e et e e e e e abe e e s eareeeeenteeeeenarenas 28
Figure 3.9: Settling time and glitch power of an actual DAC ..........cooviiiii i 29
Figure 3.10: FFT representation of an actual DAC ..........coioiiiieeeciiiie ettt e e tee e e svae e e naee e eaneeas 31
Figure 3.11: Resistor String 3 bit DAC. The control signals to the switches are generated from 3:8

(o [=Tolo o 1= SO OO O T OO OO TP PPTOTOTOTOTRROPI 33
Figure 3.12: Binary weighted resistor ladder 4 Bit DAC..........oveeciieeeciieee ettt e e vee e e e e e 34
Figure 3.13: R-2R ladder current mode 4 Bit DAC ......c..ueiiiiiiieecciiee ettt e e e svee e ve e s s vee e s s nee e s s areeas 35
Figure 3.14: Charge Scaling DAC Archit@CtUIE .......uiiiiiiie et e e 35
Figure 3.15: Current StEEring 4 DIt DAC........uueieiiiiie et ettt tee e e sttt e e e et e e e e e tte e e e eabeeeseareeeeennteeeeensenas 36
Figure 3.16: Unary weighted current steering n bit DAC. Control signals ¢ (0) to c(2”n-2) are generated
from the binary to thermometer dECOUEN...........uii it e e s raaae e 37
Figure 3.17: Segmented current StEEIrNG DAC ....oeiii ittt e e e e e e e e e e e e e e nnraeeeee s 38
Figure 3.18: Normalized required area versus percentage of segmentation.........cccccccveeiviiieeecciiee e, 39
Figure 3.19: Proposed 10-bit DAC oVErall SYStEM....ccccuiiiiiiiiiee ettt e e e 41
Figure 3.20: DAC Sub-decoder input and output SIBNAIS.......ceeiiieecciiiiieee e 42
Figure 3.21: MS segment implemented in @ 44 MatriX......cocceeeeiiiieeiiieee e 42
Figure 3.22: Row and Column Sub-decoders connected to the local decoders’ matrixX.......cccceeeevveeernnnenn. 44
Figure 3.23: Master-Slave Latch block diagram ... 45
Figure 3.24: Master Slave Latch Gate level implementation..........cccoccviiiiiiiiee i, 45



Figure 3.25: Master Slave performance with a clock of speed 10 MS/S.......ccceevveeereeneeneeceeeireeereesreeseeennes 46
Figure 3.26: Cascode Current Mirror ArChit@CTUIE ....o.uvviii i e 48
Figure 3.27: Cascode Current Mirror with level Shifter .......cc.oovviiiiiiii e 49
Figure 3.28: High accuracy cascode CUMTENT MIITOL ......ueiieiiieeeeciieeeecieee e eecie e e e eiree e e e eaaee e s enareeeeenbeeeeennneeas 50
Figure 3.29: Feedback loop of the proposed design........cccccuuiiiiiiiiiiiiiiiee e 50
Figure 3.30: Implemented high accuracy cascode current Mirror.......ccueeeeecieeeeriiiee e 51
Figure 3.31: Mirroring Error % across different current values.........ccuveeeeciiei e, 52
Figure 3.32: Calculation of the output impedance of the DAC current SOUrce ......cccoecveeeeviieeeescieeeeesnen. 53
Figure 3.33: Stability of the current mirror feedback l00P .......ccccviiiiiiiiiiii e 54
Figure 3.34: Current Cell SWitCh Driver CIFCUIT .....uveiieeiiieieciee ettt e e e svee e e bae e e e eareeas 55
Figure 3.35: Full implemented sWitCh DIOCK .......c.uviiiiiiiii e 56
Figure 3.36: The output voltage signals from the 2 differential switches. Glitches that appear on the

signals are due to the inverter CMOS placed between the 2 differential control signals entering the

11 o] i o] [ Yol QPRSPPI 57

Figure 3.37

: Input Control Signal to the Switch block (in green), and output signal from the Switch block

(in blue). The output signal has rail-to rail voltage of 0.8 V unlike the input which has rail-to rail of 1.2V57

Figure 3.38: Full Detailed CUITENTt CEll... oo e e e s be e e s e areeas 58
Figure 3.39: Full Detailed current cell with the current Mirror ........cccceeeeeciiee e e 58
Figure 3.40: Fully Differential two Stage OP-AMP ...cccccuiiiieiiieeeeciee et e e e e sre e e e eare e e s e sabeee e enbaeeeenareeas 59
Figure 3.41: Two stage op amp With CMFB CIrCUIt ......vveviiiiiieeciecccee e 60
Figure 3.42: Open loop AC response of the 0P amP......eeecciiii e 61
Figure 3.43: Closed loop AC response of the 0P amP . ... e 62
Figure 3.44: Op AMP 100P 8aIN AN PhaSE.....ceiiiiiiiecie e e e e s e e e e aree s 63
Figure 3.45: Transient input and output signals of the buffer..........ccccveeriii e, 63
Figure 3.46: Harmonics of the output signal from the buffer. The third harmonic is 88 dB below the
FUNAAMENTAL ..ttt e s e sttt e s bt e e s b e e e s beesabeesaateesabeeesabeesabaesateesabaeenars 64
Figure 3.47: Output N0ISE Of the 0P @MIP ... i e e e e e e e e e e nreeas 65
Figure 3.48: Practical Frequency response template for a low pass filter.........cccocveeeiieiieciee e, 67
Figure 3.49: The frequency response of low pass filter and high pass filter respectively.......ccccccveeennneeen. 68
Figure 3.50: The frequency response of band pass filter and ban stop filter respectively......................... 68
Figure 3.51:: The amplitude and phase frequency response of all-pass filter.........cccccovveeeiiieececiiee e, 69
Figure 3.52: Classification of active filters topologies used across different frequency ranges................. 72
Figure 3.53: Multiple FEedback BiQUad ..........coecuiiiieiiiie ettt e et e e e e are e e e ente e e e enreeas 76
Figure 3.54: Implemented 4th order butter Worth filter.........ooooviieiiiiei e, 77
Figure 3.55: AC response of the reconstruction filter .........cceeiciiiiiiiii e 78
Figure 3.56: Transient response of the reconstruction filter..........cccoociiieeiiiii e, 79
Figure 3.57: Noise Figure of the implemented filter across temperature variations...........ccccceeeevveeeenneen. 79
Figure 3.58:: Noise Figure of the implemented filter across temperature variations and process
Variations Of the COMPONENTS .......ooocuiiii ettt e et e e e e ta e e e e ba e e e e ateeeeeetseeeeennraeaaas 80
Figure 3.59: Variations in the AC response of the filter across Corners .........cccecveeeeecveeeeccciee e, 81
Figure 3.60: Programmable Filter performance at the fast-fast corner........ccccovvieieiii e, 83
Figure 3.61: Programmable Filter performance at the slow-SIow corner .........cccoeeeeciieieecciee e, 83

Xi



Figure 3.62: Filter performance at all corners after programmability.........cccceeviiiiieiiiii i, 84
Figure 3.63: Reconstruction Filter P1dB compression point using pss simulation.........ccccoeeveeiveieeeinnneen. 85
Figure 3.64: Full System Integration for Dynamic performance test......ccccocveeviiieiiiniiiee e, 86
Figure 3.65: Transient response of the DAC SYSTEM .......coiiiuiiieeiiiii e e e e e e e e e 86
Figure 3.66: DAC system oUtpUt NarMONICS .....occuuiiiiiiiiiiccee et e s e e s e e s areeas 87
Figure 3.67: DAC system OULPUL THD ...coiiiiiiiiiiieiie ettt et e e e e s st e e e e e s e snnreeeeeeas 88
Figure 3.68: DAC SYStem OULPUL NOISE...ciiiiiiiiiiiiiiiiiiieieieieeeeeeeeeeeeereeeeeeeeeeeeeseeeseseeeeeseeeeeeeeesesesesesesesesesessaeeens 88
Figure 3.69: DAC system output integrated N0ISE SUMMAIY ......ccuiiiiiiiiereriieee et sree e sree e e 89
Figure 3.70: DAC rise time SiMUIGTION......coiciiiiiiiie e e e s ree e s e e e e s sareeas 89
Figure 3.71: Full System Integration for Static performance test........cccceeeciieeiciiiie e e, 91
Figure 3.72: Output DAC StairCase VOILAZE ...uuiiiiiiiieiiie ettt e st e e s e e s ree e e s e e e s snreeas 91
Figure 3.73: DNL of the DAC system for all COUES ... e 92
Figure 3.74: INL of the DAC system fOr all COUES .....covumiiiiiiee e e 92
Figure 3.75: Gain error of the DAC SYSTEM .....uii ittt e e e s e e e s nba e e s sareeas 93
Figure 3.76: ENvelope Filter AC RESPONSE .....oeiiiiiiieeeciiee e ettt e ettt e e st e e tte e e e e tte e e e eabeeesesataeeeennbaeeeenrenas 95
Figure 3.77: Envelope Filter transi@nNt RESPONSE ....cciccuiiiieiiiee ettt e e aae e e e e sabee e e eenbeee e eeareeas 95
Figure 3.78: Envelope Filter Noise Figure through temperature variations........ccccceecveeeiniiieeeecciee e, 96
Figure 3.79: Envelope Filter P1dB compression POINt........ccueieeiiiiieeiiiee et e et e e e ive e e e eeveee e eeareeas 96
Figure 3.80: Group delay of both the reconstruction filters of the phase and the envelope .................... 97
Figure 4.1: Feedthrough across MiXer’'s POIES ......uiiiiicieeiiiiiie ettt e see e e e rree e e e s e e e s sbae e e e sareeas 101
Figure 4.2: LO-RF feedthrough in HOMOAYNE FECRIVETS ......ueviiiciiieieiiee ettt 101
Figure 4.3: DC offset in transmitted constellation due to LO-RF feedthrough.........cccceeeeiiiiiinnennnen. 101
Figure 4.4: Single side band NOISE fIGUIE .......ccoiciiiiiicie e e 102
Figure 4.5: Double side band N0OISE FIUIE ........ccuiii i et 102
Figure 4.6: 1 dB COMPIreSSiON POINT ......cciiiiiiiiiiiiieee e e et re e s e eecre e e e e e s e e sanreare e e e s s e e snnbeareeeeeeesnnsssenneeens 102
Figure 4.7: Single balanced PasSiVe MIXET .......cccciiiiiiiiiei ettt erree e s e e e e e ree e s s earae e e e nreeas 104
Figure 4.8: Double balanced PasSiVe MIXET ......ccc.ueiiiciiee ettt e e et e e e ree e e e rae e e enreeas 104
Figure 4.9: Current MOdE PaSSIVE MIXEI ..cciiiiciiiiieeee e e cciiiitree e e e e eecrttre e e e e e s e s sabtareeeessessnnbtareeeesessnsssnnneees 105
Figure 4.10: Voltage mode passive mixer driving capacitive 10ad.........cccecveieiviiei i, 106
Figure 4.11: OULPUL WaVETOIM .....oiiieic et et e et e e et e e e e aba e e e e nbee e e eeabaeeeeenneeas 107
Figure 4.12: Mixer’s abstraction as @ SWItCN..........ooioiiiii i e 107
Figure 4.13: Switch ON-state RC SECLION .....uiiiiiiiiiii ettt see e e ree e e s earae e e e nraeas 109
Figure 4.14: Switch model after adding parasitics in ON State........ccccoeeeieiiieeeciiee e e 109
Figure 4.15: Charge injection effect on transmission @CCUIACY .....ccccvvuieeiiiciieeeciiiee e ceeee e e e e e 109
Figure 4.16: Conversion gain VErsus LO SWINEG ......cuuiiiiiiiiiieieieieieieieieieteteeeeeeeteeeeeeeeeeeeeeeeereeeeeeessesessesessseeee 111
FIBUIE 4.17: NOISE fIBUIE ...ttt ettt e e e e et e e e e e bt e e e e e beee e eeabaeeeeenbaeaeeasbasaeeanraeaeenrenas 111
Figure 4.18: 1-dB COMPIressSioN POINt......ccicciiiiiiiiiee e ceree et eete e e e etre e e e ste e e e e sbee e e e abaee s eenraeeeenarenas 112
FIgUre 4.19: OULPUL VOIAEE ..eeii ettt ettt ettt e e e tee e e et ee e e e st e e e e eabae e e e nbaeeeesnsaeeeennsenas 112
Figure 4.20: LO-Baseband feedthroUgh ...........oouiiii et 113
Figure 4.21: Hypothetical implementation of voltage sUMmMEer ........cccceiveciiiiecciee e, 114
Figure 4.22: Quasi-differential pair as VoOltage SUMMEr ........ccoociii e 114
(O I . B G-V [ Y= T o 13- oo o L=T NS 115



Figure 4.24: 1-dB COMPIresSioN POINT.....cciicciiiiiiciie e cciiee e ceree et e eeee e e e etre e e e stee e e e sabaeeeesabaeeeennraeeeenasenas 115
FIgUre 4.25: OVEIAll BTN ciiiuiiiii ittt et e e et ee e e s st e e e e sab e e e e s sbeeeeenabeeesennreeeeennreeas 116
Figure 4.26: Overall 1-dB COMPression POINt ....ccuiiiiiciiieiiiiiee ettt e e sree e s rree e s sbee e s s sbee e s sareeas 117
Figure 4.27: OVErall NOISE fIGUIE ....cciiciiiee ettt et et e e e e ebae e e e bee e e e e arae e e eenreeas 117
FIGUIE 5.1 SIMPIE PLL .ettiiiiiiiee ettt eettee ettt e s ettt e e st e s st e e e s st ee e e ssabe e e e ssnbeeeeesabeeesesbeeesesnseeessnnseeessnnsenas 120
FIGUIE 5.2 TYPE-T PLL ...ttt ettt e e e e ettt e e e e s e st b e e e e e e s e aanbbbaeeeesssanannnaeaeeens 121
Figure 5.3: Type-l PLL Phase-domain MOdel..........ccoouiiiiiiiiii et 121
Figure 5.4: Response of a PFD to inputs with unequal (a) frequencies, or (b) phases.........cccccveecvveennenn. 122
Figure 5.5: State Diagram Of the PFD ......cooouiiii ettt s s e e s ree e s s sbee e s e e 122
Figure 5.6: Conceptual Charge PUMP VIBW......oocuiii ittt et e e stte e e evae e e vae e s e earae e e e nreeas 123
Figure 5.7: Charge PUMP OPeration .......coocciiiiiiiiies ettt et e et e e sbee e s sbee e s s snvae e e e nareeas 124
Figure 5.8: Charge PUMIP PLL .ooc.eiiiie ettt ettt e e ettt e e e et e e e e e eata e e e enbaeaeeenbaeaeeeasaeeeennnenas 124
Figure 5.9: Effect of skew between up and down PUISES .........cccuveiiieiii it 125
Figure 5.10: Addition of second capacitor to 100p filter.......cccocveeiiciii i, 125
= U I R o oY o Yo LY =T I ST 126
Figure 5.12: PFD transfer function with dead zone ..........cccuviiiiiii i 129
Figure 5.13: Up/down overlap to reduce the dead zoNe........ccceecuveeieeieecie ettt 129
Figure 5.14: Effect of Up and Down skew on V_cont for a second-order filter........cccceeeeiveeeccrveeeennen. 130
FIBUIE 5.15: NAND PFED ...coiiiiiiiiiiiiiiieeeeeeeeeeeeeeeee e eeeeee e e eeeeseeeee e e eeee e e ee e e eeee e e e s s e e e s e e e e e ae e e e e s e e eeeeeeeaeeeeeeeeeneneneeeenns 131
FIGUIE 5.16: TriSTAte PFD ...uiiiiiiiiiiiiiiieee ettt ettt e st e e e e e s s s st b e e e e e s s s ssabbeaeeeeesssanasssaaaeeess 132
Figure 5.17: SR Latch Logical implementation ..........ccceeiieiieii et 132
(O T 2 B T =Y L= o I PPN 133
Figure 5.19: SymmetriC NAND ...ttt ettt e st e e e e e s s s st a e e e e e s s sssssbbeaaeeeesssasssssenaeeess 134
Figure 5.20: NOR gate implementation .........c.cocuiiiiiiiiie ettt e e ree e e rae e e e areeas 134
Figure 5.21: PFD Transient SiMUIATiON ......cccuiiii ittt ettt e et e e e ree e e eearae e e eareeas 135
Figure 5.22: (a) Drain Switched Charge Pump (b) Clock feedthrough ..........c.ccccceeeiieeviiecciieccee e, 136
Figure 5.23: Charge pUMIP DESIEN ....cccuiie e ceeee ettt e e e tee e e e tee e e e eate e e e esbee e e e abaeeeesnbaeeeennsaeeeennsenas 137
Figure 5.24: OPAMP SCREMATIC. ...uuiiiieiiie ettt et e et e e et e e e et e e e e eabae e e eeabaee e eearaeeeenasenas 138
Figure 5.25: Charge Pump OpAmp Loop Gain and Phase.........cccceviiiiiii et 138
Figure 5.26: Use of Transmission gate switches to reduce Charge Injection ..........ccccoeeeeiiieeeeccieececnnen. 139
Figure 5.27: Mismatch CUrrents aCroSS COMMEIS......ccuiuiieieeiiieeeeeitteeeeeiteeeeesirteeeesisteeeesreeeeessseseseeseeeeennsenns 140
Figure 5.28: Charge Pump Output NOISE CUIMENT.....cccuviiiieiiieeceiiee e ccitee e eeiree e e e eree e e sree e e s svae e e e eareeas 140
Figure 5.29: Charge Pump Output Noise Current across COMMEIS ......cuueeeecuireeeeiieeeeereeeeeeveeeeeereeeeennneeas 141
Figure 5.30: PFD/CP CharaCteriStiC ....ccveeevieirieireeiteeiieeereereesreesteesteesteeereeveeseesseesseessssenseenseesseessessssesnneens 142
Figure 5.31: ShOWS the PFD/CP LINAIILY ...ccveeeveeireeiieeeieeereeireesteesteeetreeveeereenreenseesteesaseenseesseenseesseesseesasesns 142
Figure 5.32: Negative feedback SYSTEM .........ooi it et e et e e e rae e et 144
Figure 5.33: OsCillation BUIAUD .....ccoiiiiie e e e ree e s e rae e e e eareeas 144
Figure 5.34: (a) Lossless LC Tank (b) Lossy LC Tank (c) LC Tank with Negative Resistance..........c........... 146
Figure 5.35: Simple Cross-Coupled OSCIllator.... ... 146
Figure 5.36: (a) Cross coupled oscillator (b) load tanks merged (c) small signal model to get Zin........... 146
=V R A - 11 o = 1Y =T AV 0 LSRR 148
Figure 5.38: Varactor C-V characteristics of a tail biased VCO .........cccoiiiiiieiieciee e 148

Xiii



Figure 5.39:
Figure 5.40:
Figure 5.41:
Figure 5.42:
Figure 5.43:
Figure 5.44:
Figure 5.45:
Figure 5.46:
Figure 5.47:
Figure 5.48:
Figure 5.49:
Figure 5.50:
Figure 5.51:
Figure 5.52:
Figure 5.53:
Figure 5.54:
Figure 5.55:
Figure 5.56:
Figure 5.57:
Figure 5.58:
Figure 5.59:
Figure 5.60:
Figure 5.61:
Figure 5.62:
Figure 5.63:
Figure 5.64:
Figure 5.65:
Figure 5.66:
Figure 5.67:
Figure 5.68:
Figure 5.69:
Figure 5.70:
Figure 5.71:
Figure 5.72:
Figure 5.73:
Figure 5.74:
Figure 5.75:
Figure 5.76:
Figure 5.77:
Figure 5.78:
Figure 5.79:
Figure 5.80:

eT ol 21 =Te IRV USRIt 149
Varactor C-V Characteristic of @ Top Biased VCO .......ccoocieiiiiiiiii it 149
(61170 Y 6 @ TSR SPR 150
Tail biased VCO with coupling Capacitors ........cccuveiiecieie ittt 151
(a) Discrete tuning using switched capacitors (b) Discrete CUrves.......ccoveeeeveeeeecvereeennen. 151
(a) Use of a floating switch (b) Equivalent Circuit of the switch.........cccccveieeiiiiiieciieeceen. 152
Effect of Phase NOise 0N OSCIllators .....ccuiivciieiiiieiiiiciec ettt e e e 153
(a) Ideal Spectrum (b) Spectrum of a Noisy OSCIllator.........ccccveeeeeiieeeeciiee e, 153
(a) One transistor going into triode region (b) Equivalent tank circuit.........c.ccccoevevveercvennns 153
VCO Transient SIMUILION «....oieieieiee ettt be e e see e sbeeesabee s 155
Transient SIMUIation ACroSS COMMEIS ....iiiiiiiiiiiiiee ettt e eectee ettt e e s eeaee e s sbee e e s ssateeessenraeessanes 156
Kvco Variation across VCONTIO! .......ccuiiiiieeiieiiiieces ettt e sate s seeseae e steesaeeessneeenes 156
VCO CUIVES @t TT COMNEY eieiiiitettee e e e ettt te e e e e e ettt e e e e e e st e e e e e e e e sansereeeeaeeeeeannnsneeeeeeas 157
VCO CUIVES @t FF COMNMBE e e e e e e e e e e e e e e e e e e e e e e e e e e eas 157
VCO CUIVES @t SS COMMEI ...ttt ettt et te e e e e e et e e e e e e s nereeeeeeeeeennnneeeeeeas 158
VCO PRASE NOISE .eeeeveieieieeiiie et e eteeestte e st e s stee e sateesteeesateesbeeessteesaseeesteessseeeseeesnsessnseeesnseenn 158
VCO Phase NOISE ACrOSS COMMEIS ...uuuiiiiiiiiieeiiiieeeeiiteeeesieeeeesseeeessseeeesssseeesssseeessssseessssssees 159
01 Y I l o FTRSUSRRt 160
Divider based 0N CIML LatCh......ccueiiiiiiiiieciee ettt e siee st te e eaee e snreeenes 160
(@Y TR DLV To L= oY o 1=Y - 4 o Yo WSS PPR 161
COMPIELE CIMIL DIVIAET «..eviiieeiieee ettt e e et e e e be e e e s e e e e enbaeesenbeeeeennrenas 162
Divider Output for 3.5 GHZ INPUL...ciiiiiiiieccciiee ettt e e e e e aae e e e aaeeaeas 163
Divider Output for 3.5 GHz Input @Cross COMMNES ....ccccuuieieeiireeeeiiieeeeiireeessrreeessareeesseaeeeeas 163
Divider Output Frequency for 3.5 GHZ INPUL.......c..eeiieiiieeeeeee e 164
Divider Self OSCIHIAtION ...ccuviieiieecie e s e e e s e te e sbee e sateeebeeesnbeaenns 164
Divider Output at 3.4 GHZ INPUL c..eviiieiiie et e e e e e s sr e e e s saa e e e e sanaeeeeas 165
Divider Output at 3.6 GHZ INPUL .....eeeiiiiieee e e e ecbrrr e e e e e e enreees 165
L0V U T SRRt 167
Transient Simulation in TYPICal CASE ....ccivcuiiiiiiiiiie et srae e e eanes 167
Transient SIMUIation ACroSS COMNEIS .....uicciieicieeeiieesieeerteeeeteeerteeeseeeereeesaeeseeeesreeesreeesaees 168
Cascade TranSient OULPUL........uiiiieii it e et e e e e e e e e s abeae e e e e e s eennnnbeaaeeeaeesenas 169
Harmonics Of the CaSCATE ... ..civiiiiiiecee ettt e e 169
Cascade OULPUL PRASE NOISE ....cccccuiiiieeiiiieeecitee ettt et e et e e e e are e e e e abae e e eabeeeeenreeas 170
GIIDEIT COII IMIIXET 1.ttt ettt ettt ettt ettt ettt esbe e s bt e e sabe e ssbeeesabeesabaesnaseesabaeenns 172
Proposed Mixer Circuit SChemMatiC......cuuiiiiciiiiiciiie e e 174
YD =T R =T d =T ol o St 174
Conversion GaiN VS LO POWET ....ccciiiiiiiiiiiiiieei ettt e e e 175
Conversion Gain VersuS FIEQUENCY ........uuueuuuuuiuiuiiiiiiiiiiiuieiuiaiaiaeseeeaeneaeaeneneneneneaeaeanneaeanananane. 175
Conversion Gain Versus Frequency across COMMEIS.... ... uuurururururernrnrnrnrnrnnnnnrnnnnnsnnnnnnnnennnane 176
NOISE FIGUIE @CrOSS COMMEIS..ciiiiiiiiiiiiiiiiiiieiiieieieieeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeseseeeseseeeeeeees 176
1-dB COMPreSSION POINT ..ccccuviiiiciiiieccieee ettt sstr e e et e e e et e e e esaaaeeesntaeessnsaeeeennssneeaas 177
INPUEL RETEITEA IP3... .ottt ettt ettt e e e et e e e e eebte e e e sbteeeeebeeeeeessaeeesassaeaesnnes 177



Figure 5.81:
Figure 5.82:
Figure 5.83:
Figure 5.84:
Figure 5.85:
Figure 5.86:
Figure 5.87:
Figure 5.88:
Figure 5.89:
Figure 5.90:
Figure 5.91:
Figure 5.92:
Figure 5.93:
Figure 5.94:
Figure 5.95:
Figure 5.96:
Figure 5.97:
Figure 5.98:
Figure 5.99:

Figure 5.10
Figure 5.10
Figure 5.10
Figure 5.10
Figure 5.10
Figure 5.10
Figure 5.10
Figure 5.10
Figure 6.1:
Figure 6.2:
Figure 6.3:
Figure 6.4:
Figure 6.5:
Figure 6.6:
Figure 6.7:
Figure 6.8:
Figure 6.9:
Figure 6.10
Figure 6.11
Figure 6.12
Figure 6.13
Figure 6.14
Figure 6.15

[0 o3 Lo =Y <To L o o T = o PR 178
LO tO RF FEEANIOUZN ...t s e e e e aaeeeeas 178
RF 0 IF FEEAAIOUZN.....eiiiiiiie e e e s saae e e s aaeeeean 178
RF 10 LO FEEANIOUZN ...t s e e et e e e s naeeeean 179
LOW PSS @PPIrOXIMAtION ...ueiiiiiiiiiiiiiitee ettt et e e e e e e st ee e e e s s s brbeeeeeeeessnnnenee 181
(€10 L O 21T U= o PP OPR 182
Schematic Of the “GM” CeIL......uuiiiee e e e 184
Schematic Of the “GM 21" Cell..uuuiiiiiiiiee e e 184
Schematic of the “GM 227 Cell....uiiiiiiieee e s 185
Gm Open Loop Gain @and PhaSe ........coociiiiieiiiiee ettt e e e rae e e arae e e e 186
] o 2 1o TU =T PRSP 186
T =T oT=T o ol o RSP 186
Filter's AC and Transient ReSpoNnSse aCroSss COMMNEIS ......eciicuiieeeeiieeeeeirreeeeeireeeeessreeesesrseeessanes 187
Filter's INPUt Waveform . ......oo ettt e s bee e e s ebee e e e e 187
FIlter’'s OULPUL FIEQUENCY «.vviiiiiiieeceiieee ettt e e e ettt e e e ette e e e ette e e e ebteeeesbteeeeeseeeeeeseneesaseneassnes 188
FIEEI'S NOISE FIGUIE ..eveeeeieiiiee ettt ettt e et e e e e tte e e e e bt e e e e ebte e e e eabteeeeebasaeseseneeeessanaesanes 188
Proposed Limiter Circuit DIagram......ccuueeieciieeeeciiee e scrree e estre e e sstre e e estae e e sssae e s ssasaeeessnneeeeas 190
[T V=Y =TS o o= ol o USRSt 191
Limiter's AC & Transient ReSponse across COIMENS ........eeevcueeeeeiirveeeeiirreeesisreeessseeeesssseeeens 191
0: Simulated Noise Figure across COMNEIS ....c.uuiiiiciiieeeiiieeeeiieeeeestreeeesrreeesssaeeesssseeeessssseeesns 192
1: Limiter’s OULPUL FIEQUENCY ...ueiii ettt et tee e e e etee e e e eabae e e e enbaee e eareeas 192
2: Feedback Divider TESTDENCR .....ccciiiiiee ettt e s aee e saaee s 193
3: Feedback Divider Output Waveforms ......c..eeeieciiieiiciieccceee et 194
4: Feedback Divider's Phase NOISE .......coccieieiiieiieeciiecciesectee e seesesesvae s ssie e sae e s ae e ssnaeesveeenns 194
5: PLL CONtrol VOItage LOCK......ooi ettt e et e e et e e e saaaneaean 195
Lo W o o I - Vol 14 o~ SRS 195
A M S o - L Lo PR 196

Amplification of constant- and variable-envelope signals and the effect on their spectra. ..201

CASCOUR PA...ec ettt et ettt et e s et e s bt e e s ab e e s bt e s b be e s be e e bbeesabe e s baeesabeesbeeebteesabeeeaees 202
Voltage of NOAE X @Nd Y. ..ottt e e e be e e e e be e e e e abae e e eenreeas 202
00217 NS 204
AMPIIfication OFf AIM (ClasS A) .....eeecieeiiieeciie ettt e e e rae e s re e e sbe e e s beeebaeesaaeesabaeesareean 204
TranSTEr 18SS Class B .....cccueiiiieeiiiiecieecieecstte e see ettt estee s s e e e saee e s te e ebeeesnteesbeeesneaesneeesnseean 206
Class B WAVETOIMS ...civiiiiiieiiiie ettt ettt ettt et esbe e e saaeesabe e sbae e sabeesabaeenasaesabaeenans 206
C1ASS € ettt ettt ettt ettt ettt e s e sttt e e s bt et e st e e b te e e be e e hbe e s te e s baeeeabeesbaeentbeesabaeenares 207
00 T RV = Y=Y o T 0 TR 207
: Efficiency as a function of conduction angle. .........ccccoeeeiiiiiciii e, 208
output power as a function of conduction angle .........ccueeeeciiiiiiii e 208
2 = T ol o [T I o =T PR 210
TCIASS D ettt ettt et e st e st e e s be e e bt e e s be e e bae e e bee s baeenateesbaeenabaen 210
T C1aSS D WAVETOIMS ...eeiiiiieiieccte ettt sttt et s bt e st e e sba e e s beesbaesnabaesbaeesabee s 210
B O - 11 PP ORISR 211



Figure 6.16:
Figure 6.17:

Class F with a quarter wave transformer..........coevciee i e 211
(O T TV 1Y o] o o SRR 212

FIGUIE B5.18: Class E..oouereeiiiiiiiie ittt sttt sttt e e e st e e e st e e e s sabee e e e sabeeesenbeeeesnnbeeessnnreeeeennrenas 214
Figure 6.19: The transiStOr iS ON ..uuiiiiiciieeccciee ettt erte e e e e etee e s e ebe e e e e sbe e e e esabaeeeeenbaeeeeensaeeeennsenas 214
Figure 6.20: The transistoris Off ... s s ree e s s ree e e e sareeas 214
Figure 6.21: The Class E WaVe fOrMIS......ciiiiiiiiiiiiee ettt e e stee e e e sree e s s sree e s s ssbee e s snbaeeeenareeas 214
Figure 6.22: Realization in Daseband ..........cuviiiiiii i e ree e e e rae e e e 218
Figure 6.23: Feedforward liN@arizatioN.........ccciveiiiii et e e s e s e eree e e 219
Figure 6.24: Polar feedback LIN@arization.........cccueiiieiiiei it e s 220
Figure 6.25: Cartesian Feedback LiNEarization ..........ccceeiieiiie et 220
Figure 6.26: BasiC OUt PRasing.......coiiiiiiiiieiiii ettt e st e e s s sree e s e sbee e s e sabe e e s ssabeeesssabaeesenarenas 221
Figure 6.27: EER BIOCK di@gram......cccociiiiiiiiee ettt e etee e e et e e e e ta e e e e eata e e e e abaee e e e araeeeennrenas 222
Figure 6.28: Polar transmitter block diagram ..........coouviiiiiiii e e 222
FIGUIE 6.29: PA BIOCKS ...veiiiiiiiie ittt ettt sttt sttt ettt e e et te e e st e e e st ae e e esabeee e esbaeeesssseeessnnseeeesnnsenas 225
Figure 6.30: SCheMAtiC OF CIVIL ....vviiiiiiee ettt et e e et e e e et e e e e eaba e e e e abae e e e e nbaeeeeeanenas 226
Figure 6.31: Differential Input and Single ended Output after CMOS Inverter........cccoceeeevvieeeeccveeeeennen. 227
Figure 6.32: CIMIL OULPUL 3CrOSS COMNEBIS c.oiiiiiiiiiieeeeeeiiiiitetee e s e s siitrteeee e s s s ssabeaeeeeesssssssnbeaaeeeessssssnsaneeeess 227
Figure 6.33: Chain Of INVEITEIS......uiii ittt ettt e e e e tee e e e et ee e e e sbe e e e e abaeeeeeabaeaeeensaeeeennsenas 228
FIgure 6.34: Chain Of INVEITEIS......uii ittt ettt ee e e et ee e e e et e e e e e s bae e e e nbaeeeeesbaeaeesnsaeeeennsenas 228
FIUre 6.35: TransmiSSION Gat.....cccuviiiiiiiiiiiiiiieeee e ettt e e e sttt e e e e s s e st bt e e e e s s ssssatbeaeeeeesssassnneaeaeess 229
Figure 6.36: Only 0one path is SEIECTEM..........uvi i e e e e e e ree e e e 229
Figure 6.37: All paths are SEIECIEA. ........ccoiiiii i e e e e e e e e e e e arae e e eenreeas 230
Figure 6.38: All paths are SEIECLEA.........ciiiiiiii e e ree e s e ae e e e saraeas 230
Figure 6.39: ON State Of Class E .....ceeiiiiiiiiie ettt e e et e e e are e e e e bee e s e arae e e e eareeas 231
Figure 6.40: OFF STAte Of Class E.....cccccuiiiiieiiie ettt e et e et e e e etee e e e tee e e e sbae e e eenbaeeeeeabaeeeeeasaeeeennsenas 232
Figure 6.41: Class E WaVETOIM c....uuiiiiiice ettt ettt e e et e s e saba e e e e bae e e e sabaeeeenareeas 233
Figure 6.42: Class E WaVETOIM .. ...uoi ittt e e et e e e e e te e e e e abae e e e nbae e e eeabaeeeennrenas 233
Figure 6.43: Class E CIFCUILS AESIZN.......uiiii ittt et e e etee e e e et e e e e eabae e e e nbaee s eearaeeeeenrenas 234
= U N o 7 R oy o o (1 ot oY SRR 236
Tl Y LT 2 ol [ Vo LW ot o U 236
FIGUIE 6.46: PA SCHEMATIC. .. .uiiiiiiiee ettt e e et e e ettt e e e e et e e e e e be e e e eeabaee e e nbaeeeeesaeeeeensaeeaennsenas 237
Figure 6.47: Drain Voltage and CUIMENT ........evi ittt e e e e e e sree e s s eabae e e enreeas 237
Figure 6.48: Cascode Voltage and INternal NOAe...........ooiiiiiiiiciiie et 238
FIGUIE 6.49: 1/P @GN OFP...erieieeeteeetee ettt ettt ettt e e ebeebeesbeestaestbeeabeebeenbeebeestsesaseeaseenseenseestaesteesaseses 238
Figure 6.50: Output Power VS VDD_PA and its derivatiVe........cccceeeieciee it 239
Figure 7.1: PLL Control VOItage in LOCK. ... ittt et e e e et 241
Figure 7.2: Envelope Variation at PA OULPUL........cciiiiiiiei ettt e e e vee e e evae e e 242
Figure 7.3: FOUr QPSK QUETPULS .cciiiiiiiiiiiiiiiiiieiiieieieieeeeeeeeeeeeeeeeeeeseeeseseseseseseeesesesesesesesesesesssssesessessesessseesenes 243
Figure 7.4: Zoomed QPSK QULPULS ...uviiiiiiii ittt ettt e e e e e e e e er e e e e s s e e ennbrae e e e e e s e e nnnaneneeans 243
Figure 7.5: QPSK CONSTEIIALION ....uviiiiiiiee ettt e et e e et e e e sbae e e e aba e e e e e nrae e e enareeas 244
Figure 7.6: Transmitter OQutput Phase NOISE ........ueviiiiiieiieiiie ettt e e eree e e 244
Figure 7.7: Transmitter OULPUL SPECIIUM ...oooiiiiiiiiieieieeeeeeeeeeeee e e e e e e e e e e ee e e eeee e e e e eeereeeeeeeeeeeseeseereees 245



List of Tables

Table 1.1:
Table 1.2:
Table 1.3:
Table 2.1:
Table 2.2:
Table 3.1:
Table 3.2:
Table 3.3:
Table 3.4:
Table 3.5:
Table 3.6:
Table 3.7:
Table 5.1:
Table 5.2:
Table 5.3:
Table 5.4:
Table 5.5:
Table 6.1:
Table 6.2:
Table 6.3:
Table 7.1:

POWET SPECLIAI IMIASK...eiiiiiieeieiiiie ettt ettt e e sttt e e s st e e s sbte e e s sbteeessbeeeessaseaeessnssaeessnnes 8
NB-loT Relative Carrier leakage power specifications .........ccccvveieecieie e 8
NB-loT Relative Spurious Emissions Specifications ..........ccccevvcieeiiiiiiee et 9
SPECtral EMISSION IMASK....ciiicuieii ittt et e e e e e tae e e e sab e e e e eabae e e eeabaeeeennnreas 17
Y o UL g (o TW I =10 0113 (o o N 17
Binary vs. Thermometer COAING ....cououiiiiiiiie ittt e e s e e e ae e e ssaraeeeeas 37
DAC System leVel REQUITEMENTS ........uiieieiiiie ettt ettt e e e rarae e e eeata e e e esasaeeesensaeeeeas 40
Sub-decoder input and OULPUL SINAIS ....ccceciiiei i e 41
Reconstruction Filter required Specifications.........cccviiiiciiiiiiciie e 65
Filter COMPONENTS VAIUES ...cccoeeiiiieeiee ettt ettt e e et e e et e e e e satae e e entaeeeesnnaeeaean 77
Filter variations QCrOSS COMMEIS ....icuiiiiiieiieeeiieeeteeesteeesteessteeesateessbeeessteeebeeessseesnteeenseeesnseesnnees 80
Envelope Filter Components’ VAlIUES .....cc.uiiiiiciiiiiiciiie ettt e e e e s seaee e 94
OPLL Parameters Values SUMMAIY .....cc.ueeiieciiieeiciieee ettt e eecttee e e etteeeeerteeesebaeeessnseeeesnsaneesnnes 128
Y D T Yol Y11V Yo B o Y=ol P 179
Biquads EIEMENTS VAIUES .....oiiieiiiieciiieeetee ettt ree e s e e et e e e s abee e e s nbae e e e naneeas 182
LimMIter’'s REQUITEA SPECS ...uvviieeiiiii ettt e et e ettt e e e stte e e e tae e e et e e e s e abeeeeeateeeeensaeesenreeeeenasenas 190
LiImMIter’'s ACHIEVEA SPECS ....uviiiiiiiiee ettt et e et e e et e e e e e bbe e e e e abeeeeenteeeeenraeeeennsenas 192
Key concerns and tradeoffs in non-linear classes ........ccvcuvieiiiiiiei i 216
Key concerns and tradeoffs in Polar modulation systems..........cccceecvieeiecieeeccciiee e, 224
The value of the COMPONENTS ......oiiiiiiiee et e e are e e e e e e e s e nreeas 235
Performance Comparison With The State-Of-The-Art Transmitters .......ccoccceeeeeeveicciveeeeeeeenn. 245

XVii



Chapter 1 : Introduction

1.1 Introduction to Internet of Things

The Internet of Things (10T) is the network of physical devices, vehicles, home
appliances, and other items embedded with electronics, software, sensors, actuators,
and connectivity which enables these things to connect and exchange data, creating opportunities
for more direct integration of the physical world into computer-based systems, resulting in
efficiency improvements, economic benefits, and reduced human exertions.

The number of 10T devices increased 31% year-over-year to 8.4 billion in 2017 and it is
estimated that there will be 30 billion devices by 2020 [1]. The global market value of 10T is
projected to reach $7.1 trillion by 2020. 10T involves extending internet connectivity beyond
standard devices, such as desktops, laptops, smartphones and tablets, to any range of
traditionally dumb or non-internet-enabled physical devices and everyday objects. Embedded
with technology, these devices can communicate and interact over the internet, and they can be
remotely monitored and controlled.

loT targets to potentially create the integration of different wireless technologies, and
subsequently will create market for new services. Some of the existing PHY layer protocols
related to wireless 10T are IEEE 802.15.4, IEEE 802.15.6, Bluetooth Low Energy (BLE),
EPCglobal, LTE-A, Z-Wave, 6LowPAN, and Near Field Communication (NFC).

Future 5G networks may need to ensure the rapidly emerging requirements of 10T applications.
Some relevant Quality of Service (QoS) requirements include spectral efficiency, energy
efficiency, connectivity and latency. To meet these diverse requirements, an efficient, scalable
and flexible air-interface is required and, therefore, different modules of Physical (PHY) and
Medium Access Control (MAC) layers should be optimized so that they can be configured
flexibly according to the technical specifications of each use case. One of the important aspects
in this regard is the design of PHY layer for loT-based wireless systems considering the practical
constraints of energy efficiency, spectral efficiency, cost-effectiveness, and quality of
experience.

However, the design of loT-enabled wireless networks which can deliver a variety of services
with desirable quality of experience under energy/resource constrained practical wireless
scenarios is crucial. In contrast to other wireless communication paradigms, 10T has its own
unique features and diverse requirements, as shown in Fig.1.1, such as group-based
communication, time-tolerant, small data transmission, secure connection, monitoring
surrounding environment/parameters, low cost and low energy consumption. Besides, several
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requirements such as bandwidth, reliability and latency of different existing services are highly
diverse. In terms of connectivity, it’s challenging to find out which devices need to be connected
and which communication technology is suitable to connect them. Furthermore, several other
issues such as dynamic resource allocation, harmful interference mitigation and interoperability
of different technologies have to be investigated while devising communication technologies for
loT.

Ultra Low Large# Reliable
Power of Devices & Secure

Global Spontaneous Delay
Coverage Communications Sensitive

& Mobility (<1 ms)
Limited A Periodic Delay

s ommunications Tolerant
Mobility (<15 min)
Machine Small Data

Low Cost Originated Transmission

Only

Figure 1.1: Main loT PHY layer characteristics

1.2 Development of Narrow Band loT Standard

One of the characteristics of Machine Type Communication (MTC) is the broad spectrum
of capabilities. For example surveillance cameras have to deliver a huge amount of data while
being almost stationary, whereas devices for fleet tracking have a small amount of data while
performing a lot of handovers.

Yet another class of devices has neither of these capabilities. Examples are devices for meter
reading like electricity, gas, or water consumption. They are often stationary, thus need not an
optimized handover. Only a small amount of data is usually transferred, which is even not delay
sensitive. However, the number of these MTC devices may become quite big, even up to several
orders of magnitude compared to the traditional devices. Using existing LTE technology would
lead to a network overload, because despite of their small amount of user data the amount of
signaling is about the same. The first specification of NB-10T focuses on this class of devices.

These devices are often installed at places without power supply. Consequently they run
completely on battery and it may be very expensive to change the battery, because they may only
be accessed by trained staff. Hence, in some cases the battery lifetime can even determine the
lifetime of the whole device. Optimized power consumption is therefore essential for a proper



operation. In addition, the coverage at these places is often quite bad. Therefore, the indoor
coverage has to be significantly improved, up to 23 dB are regarded as necessary. Finally, due to
their sheer amount of required devices, they have to be in the low cost range. As a goal, each
module shall be in the price range of less than 5 US$ [2].

In order to reach devices achieving all these requirements, the 3rd Generation Partnership Project
(3GPP) organization, which unites seven telecommunications standard development
organizations, worked on three different IoT standard solutions; LTE-M, NB-IoT, and EC-GSM.

loT Solutions

LTE-M
( 3GPP Rel.13)

NB-loT
(3GPP Rel.13)

( GERAN )

Figure 1.2: Three different solutions for specifying an optimized Internet of Things
standard

The normative phase of NB-l1oT work item in 3GPP started in September 2015 [2] and the core
specifications were completed in June 2016 in Release 13. Commercial launch of NB-loT
products and services started around the end of 2016 and the beginning of 2017.

1.3 Narrow Band 10T (NB-10T) Classification and Uses

The Narrow-Band Internet of Things (NB-10T) is considered as a massive Low Power
Wide Area (LPWA) technology proposed for data perception and acquisition intended for
intelligent low-data-rate applications. It is considered also a new 3GPP radio-access technology
in the sense that it is not fully backward compatible with any existing 3GPP devices; however it is
designed to achieve excellent co- existence performance with legacy GSM, General Packet
Radio Service (GPRS) and LTE technologies. Therefore, it is a promising technology as it
doesn’t need any new infrastructure to be operated; it can operate using the present base stations
and equipment allowing fast low-cost deployment.



NB-IoT is intended to be used in applications that require low rate of signaling and long life
time. Examples of such applications include:
e Smart metering for electricity and gas consumption.
e Earth global observation to monitor the rates of emissions, pollutants and different gases
in air, to monitor also forests fire destruction and to quantify the purity levels of water.
e Personnel usage by individuals for applications regarding tracking children remotely.
e Fire Alarms in factories and industries as well as the optimization of the supply chain
performance.
e Access monitoring and control of the smart homes.
e Smart lighting and camera systems in smart cities
e |t can also be used in remote payment transactions.

Narrowband loT use cases: example of

® o @
.-
=

Figure 1.3: NB-loT use cases

1.4 NB-10T Spectral Issues

The RF bandwidth of NB-1oT physical layer is 200 KHz, only 180 KHz of them are
allowed for transmission and the rest of the bandwidth acts as a guard as shown in Fig.1.4. So, a
single NB-10T carrier spans bandwidth of 180 kHz in uplink and 180 kHz in downlink with
Frequency Division Duplexing (FDD). And to reduce RF front end costs, half duplex operation
has been chosen in Release 13, so devices can only transmit or receive at any one time, unlike
LTE where full duplex is supported

In downlink, NB-loT adopts QPSK modem and OFDMA technology with sub-carrier spacing of
15 KHz, while in uplink, BPSK or QPSK modem and SC-FDMA technology including single
sub-carrier and multiple subcarrier are adopted. A single sub-carrier technology with sub-carrier
spacing of 3.75 kHz and 15 kHz is applicable to 10T terminal with ultra-low rate and ultra-low



power consumption. It can be noted that the coverage ability for 3.75-kHz spacing is higher than
that for 15-kHz spacing because of the higher power spectral density. Also, the 3.75-kHz sub-
carrier spacing provides larger system capacity than 15-kHz sub-carrier spacing. However, in the
in-band operation mode scene, 15-kHz sub-carrier spacing has better LTE compatibility because
for 15-kHz sub-carrier spacing, the NB-1oT uplink frame structure (frame size and time slot
length) is the same as the LTE network [3].

The uplink supports both single sub-carrier and multiple sub-carrier transmissions. In single sub-
carrier transmission, the sub-carrier spacing can be 3.75 kHz or 15 kHz; while in multiple sub-
carrier transmission, the sub-carrier spacing of 15 kHz is adopted. The terminals need to support
both single sub-carrier and multiple sub-carrier transmissions for easier selection of suitable
mode by base station.
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Figure 1.4: Channel Bandwidth and Transmission Bandwidth Configuration

LTE PHY layer standard specifies 19 bands for NB-IoT deployment. According to GSA’s
Evolution to LTE report — April 9, 2015, the mostly used LTE band among 393 commercially
launched networks is the 1800 MHz band (B3) with 45% share as shown in Fig.1.5. Hence, this
band (B3) is chosen for the NB 10T transceiver to be compatible with most of the deployed
networks. This band specifies the range of frequencies from 1710 MHz to 1785 MHz as the
uplink operating band and specifies the range of frequencies from 1805 MHz to 1880 MHz as the
downlink operating band.



The NB-10T system supports three deployment modes due to its extremely narrow bandwidth;
independent deployment mode (standalone), guard-band deployment mode and in-band
deployment mode, as shown in Fig.1.6.

e Independent deployment mode (standalone) utilizes frequency spectrum occupied by
current GSM/EDGE wireless access network system to replace the existing single or
multiple GSM carrier waves (Re-farming process). It is also called standalone
deployment because it utilizes independent frequency band that does not overlap with the
frequency band of LTE.

e Guard-band deployment mode utilizes the resource blocks which are not used for current

LTE carrier like the wave guard band (edge band of the LTE).
¢ In-band deployment mode utilizes the resources blocks of LTE carrier wave. It takes 1
Physical resource block (PRBO of LTE frequency band resources for deployment.

Spectrum used currently in
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Figure 1.5: GSA report concerning the domination of networks operating at the 1.8G band.
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Figure 0.6: The three deployment schemes of NB 0T system

1.5 NB-10oT Transmitter Standard Specifications

The 3GPP organization issued the full technical requirements of the NB-IoT physical
layer Transmitter in Release 14 [4]. These specifications concern on the quantification of the
permitted level of out of band emissions, in band emissions, spurious emissions, Error VVector
Magnitude (EVM), and maximum output power.

1.5.1 Out of Band Emissions

The out of band emissions specification in the standard was done on two levels; first of
them is defining a certain power spectral mask. This mask represents the permitted power
spectral density (PSD) profile that specifies the permitted amount of transmission in various
frequency ranges around a given channel frequency. The goal of standardizing such a mask is to
prevent transmitters of the standard from transmitting spectral components on other frequencies
that could interfere with other transmissions and corrupt them. The spectral mask defined for
NB-loT transmitters is depicted in table 1.1.



Table 1.1: Power Spectral Mask

Afoos (KHZ) Emission Limit Measurement
(dBm) Bandwidth
+0 26 30 kHz
+100 -5 30 kHz
+150 -8 30 kHz
+300 -29 30 kHz
+500 — 1700 -35 30 kHz

The second level of defining the out of band emission level is defining the Adjacent channel
leakage ratio (ACLR). ACLR is the ratio of the filtered mean power centered on the assigned
channel frequency to the filtered mean power centered on an adjacent channel frequency. Since
NB-IoT is deployed over existing GSM and UTRA bands, two ACLR specs are determined for
both GSM and UTRA channels.

GSM’s ACLR is 20 dB at a frequency offset +200 KHz from the NB-lIoT channel edge with 180
KHz adjacent channel measurement bandwidth. UTRA’s ACLR is 37 dB at a frequency offset
+2.5MHz from the NB-loT channel edge with 3.84 MHz adjacent channel measurement
bandwidth. By comparing the ACLR requirements with the requirements of the power spectral
mask; it can be noticed that achieving the mask is enough to achieve the ACLR requirements.

1.5.2 In Band Emissions

The in-band emission is measured, according to the standard, as the ratio of the UE
output power in a non-allocated resource block to the UE output power in its allocated one.
These in band emissions include the carrier leakage power and the image rejection criteria.

Carrier leakage is an additive sinusoid waveform that has the same frequency as the modulated
waveform carrier frequency. The relative carrier leakage power is the power ratio of this additive
sinusoid waveform to that of the modulated waveform and it’s required to be as small as
possible. Carrier leakage limits for different power levels is shown in table 1.2.

Table 1.2: NB-10T Relative Carrier leakage power specifications

Power level Relative Limit (dBc)
0 dBm < output power -25
-30 dBm < output power <0 -20
-40 dBm < output power < -30 -10




Regarding the image rejection criteria, the standard deals with the image as an in-band emission
and puts specification regarding the image rejection to be greater than 25 dB rejection for both
in-phase and quadrature signals.

1.5.3 Spurious Emissions

The standard defines the spurious emissions as the emissions which are caused by
unwanted transmitter effects such as harmonics emission, parasitic emissions, intermodulation
products and frequency conversion products. The specs for these emissions are applied in the
spectrum parts which are not included by both spectral emission mask and ACLR requirements.
These specified emission levels are given in table 1.3.

Table 0.3: NB-10T Relative Spurious Emissions specifications

Frequency Range Maximum Level Measurement Bandwidth
9 KHz : 150 KHz -36 dBm 1 KHz
150 KHz : 30 MHz -36 dBm 10 KHz
30 MHz : 1 GHz -36 dBm 100 KHz
1GHz :12.75 GHz -30 dBm 1 MHz

1.5.4 Error Vector Magnitude (EVM)

The error vector magnitude (EVM), also known as constellation error, is a measure of the
accuracy of the signal constellation of the transmitted signal and can be given in percentage or
dB in wireless standards. This is effectively a measure of the receiver’s ability to decode the
signal, since errors in symbol positions on the constellation have a direct impact on the bit-error
rate (BER) of the system.

The Error Vector Magnitude is a measure of the difference between the reference waveform and
the measured waveform. For NB-1oT using QPSK modulation scheme, the EVM percentage
allowed by the standard is <17.5%. EVM is affected and degraded by the effects of many factors
such as Inter symbol Interference, LO phase noise, carrier leakage, I-Q mismatch [5]. Thus, a
margin should be provided to overcome the mentioned non-idealities.

Fig.1.7 shows the deviation of the constellation points from their reference positions for QPSK
modulation.
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Figure 0.7: EVM for QPSK modulation

1.5.,5 Transmitter Output Power Level

According to the NB-1oT standard, the permitted maximum power, when using the 1.8G
band for uplink transmission, is classified into 3 classes according to the region of operation in
order to obey the regional guidelines either concerning environmental codes or other
technologies band requirements. These classes are:

e Class 3: 23dBm + 2

e Class 5:20dBm + 2

e Class 6: 14dBm = 2.5
Concerning the minimum power to be transmitted; it’s specified to be at -40 dBm while the
transmit-off power shouldn’t exceed -50 dBm
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Chapter 2 : Transmitter Architectures & System Design

2.1. Introduction

The choice of an architecture is determined by not only the RF performance that it can
provide but other parameters such as complexity, cost, power dissipation, and the number of
external components.

In the past ten years, it has become clear that high levels of integration improve the system
performance along all of these axes. It has also become clear that architecture design and circuit
design are inextricably linked, requiring iterations between the two [1].

2.2. Transmitter Architectures

In this section, a literature review is presented to reach the most suitable transmitter
architecture for our applications.

2.2.1. Super-Heterodyne Transmitter

The super-heterodyne transmitter is a classical approach. In this architecture, as
shown in Figure 2.1, the modulation is done at an intermediate frequency (IF) and
subsequently upconverted to the transmit frequency by a mixer.

This architecture requires a significant amount of circuitry, typically including
both an IF filter and an RF filter to overcome noise and spurious issues. In addition,
this architecture requires a PA with good linearity, thus compromising the potential
for high-power efficiency and complicating output power control [1].

A+

SAW PA Isolator
Filter

IF VCO UHF VCO

Figure 2.1: Super-heterodyne up conversion with 1Q vector modulator
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2.2.2. Direct Upconversion

The direct-conversion architecture (see Figure 2. 2) is used in many transmitter
designs for different standards and modulation formats.

The amount of circuit blocks is reduced compared to the super-heterodyne
transmitter, and, for several applications, this is the architecture that offers the best
compromise of performance versus power consumption and circuit complexity.

Disadvantages

e The direct-conversion transmitter therefore often needs additional filtering
after the PA.

e This solution requires a PA with good linearity, compromising the overall
transmitter power efficiency and complicating output power control.

e A pre-driver to buffer the PA's heavy capacitive load.

e 1/Q Mismatch Effect on constellation and EVM [2].

e DC offset comes from Digital baseband leads to carrier leakage [2].
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Figure 2.2: Direct Upconversion with 1Q vector modulator
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2.2.3. Phase Modulation Using a Fractional PLL

One approach in phase modulation is to modulate the phase using a fractional-N
Sigma -Delta PLL where the PLL reference is a crystal oscillator depicted in Figure
2.3. The phase and envelope are extracted using a cordic processor. The phase is
differentiated then applied to the sigma- delta modulator then to the PLL divider. It
relies on that the PLL contains a VCO which acts as an integrator to restore the phase
at the PLL output. This architecture is different from our choice to where the phase
modulation is done on two steps using two PLLs in the system. The phase signal
applied to the Sigma-Delta modulator is generated from a power hungry cordic
processor [3]. The power reported in [4] shows that the cordic processor for a 12 bit
word size will exceed 10 mW according to the implementation and the throughput.
The sigma delta modulator will require a high resolution sigma delta modulator to
reduce the quantization noise. This would require more bits and more power
consumption. This shows that adding a second PLL can save the power consumed by
the cordic processor. Moreover, there are other issues that make it less attractive to
use this architecture [5]. One issue is that separating the signal into phase and
amplitude using the Cordic causes high out of band emissions. Hence, Finite Impulse
Response (FIR) filters need to be designed. Another issue, is the need for high
sampling rate to get a higher image rejection and spectrum purity. This increases the
clock speed and the power consumption. It is shown that these filters, clock
distribution circuits power consumption can reach 50 mW depending on the
frequency of operation and number of bits [6]. Thus, this architecture would
consume much higher power consumption than the proposed architecture.

Another transmitter architecture is the Digital Transmitter proposed in [6]. This
transmitter architecture suffers from the same disadvantages related to power
consumption in the fractional N Sigma- Delta PLL based transmitter.

PA j’
; .?—- Isolator
PLL
2
4

VCO [}
ZA
Modulator D/A
Digital Ll Amplitude
Phase Modulation
Modulator

Figure 2.3: Fractional N Sigma-Delta PLL based Transmitter
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2.2.4. Modulation By Offset PLLs

Another transmitter architecture is the offset PLL based modulation depicted in
Fig. 2.4. The offset PLL transmitter proposed in [1] upconverts the baseband | and Q
signals to an intermediate frequency (IF) then the phase of the upconverted signal is
extracted using a limiter. This is done to avoid extracting the phase using the power
hungry cordic processor. The IF frequency is chosen such that the limiter does not
introduce AM/PM conversion [1]. The extracted phase is applied to the offset PLL
depicted in Fig. 2.5. The offset PLL uses a mixer, filter and limiter in the feedback
loop. This is done to translate the PLL output frequency the IF frequency without
affecting the phase. Thus, this offset PLL is considered as a unity feedback loop. The
phase at the PLL output tracks the phase at the PLL input. The envelope is extracted
and applied to the PA supply.

2.2.5. Proposed Architecture

Our proposed architecture replaces the sigma delta modulator discussed in
section 2.23 with the offset PLL and the 1Q DACs with the upconversion mixers and
the limiter for phase extraction. The envelope path consists of a DAC followed by a
reconstruction filter and a DC/DC converter to control the PA supply. A divide by 2
is inserted after the VCO such that the VCO runs at twice the PA frequency and
avoid VCO pulling. The divider by 2 circuit is inserted inside the loop in the forward
path such that the PLL output phase tracks the extracted phase at the IF frequency.
The PLL feedback mixer gets its LO frequency from another PLL. The PLL must be
chosen such that its VCO runs at a different frequency from the PA and the offset
PLL VCO by 20% [2]. Hence the IF frequency was chosen to be 250 MHz and the
LO frequency at the feedback mixer is 1.5 GHz for an output frequency of 1.75 GHz.
The PLL output is applied to a non-linear PA to drive the antenna. For the envelope
path, the envelope is extracted in the digital domain without the need of the cordic
processor. Then the envelope is applied to a DAC and an antialiasing Filter. To solve
the issue of the delay mismatch, a delay will be inserted in the digital domain in the
envelope path to compensate for the mismatch [2]. As will be shown in the next
chapters, The phase path consumes 26.32 mW in the phase path and consumes only
6.78 mW in the PLL. Thus, adding another PLL means that the digital circuitry that
consumes more than 50 mW [6] is replaced by analog circuitry that consumes only
35 mW. This means more than 15 mW reduction in the power consumption but on
the expense of a larger area. In our approach, power was traded for area.

15
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2.3. System Design

The next step after choosing suitable architecture for the transmitter is performing system
level design to reach the targeted gain, noise, swing, and linearity specs. Unlike receivers, RF
transmitters do not have equations to relate the blocks’ specs with the cascade specs. This
requires extra efforts in performing the system design.

2.3.1. Emission Levels

The most critical issue in RF transmitter systems is the level of unwanted
emissions to the neighboring channels [7]. Hence, a good starting point is the
required level of unwanted emissions specified by the standard. The standard divides
the unwanted emissions into two different categories. Firstly, the spectral emission
mask is defining the emissions levels at a specific offset from the transmitting
channel edge. This offset ranges from 0 to 1.7 MHz. The emissions in any part of the
frequency spectrum other than the range specified by the spectral emission mask are
defined by the spurious emission level in the standard. Spurious emissions are
emissions, which are caused by unwanted transmitter effects such as harmonics
emission, parasitic emissions, intermodulation products and frequency conversion
products. Tables 2.1 and 2.2 illustrate the specified levels by the standard for both
spectral emission mask and spurious emissions. An important note from the standard
states that the spurious emissions requirements are applied for the frequency ranges
that are more than 1.7 MHz. Thus, the focus will be on achieving the spectral
emission mask specs.

Table 2.1: Spectral Emission Mask

Af (KHz) Emission | Measurement
Limit Bandwidth
(dBm)

+0 26 30 KHz
+100 -5 30 KHz
+150 -8 30 KHz
+300 -29 30 KHz
+500 — 1700 -35 30 KHz

Table 2.2: Spurious Emissions

Frequency Range Maximum | Measurement
Level Bandwidth
9KHz < f <150KHz -36 1 KHz
150KHz < f <30 MHz -36 10 KHz
30 MHz < f <1000 MHz -36 100 KHz
1GHz < f <£12.75GHz -30 1 MHz
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2.3.2. Design Procedure

From Table 2.1, the emission limit at offset 400 KHz from channel’s center is -
29 dBm. By subtracting the measurement bandwidth, the noise density is then -74
dBm/Hz. This value is required at the PA’s output. For design simplicity, this spec is
translated to the PLL’s input by adding a 7-dB margin. Normalizing to the 14-dBm
carrier power gives a normalized noise density of -95 dBc/Hz. The target now is to
determine the amplitude noise level corresponding to this phase noise level. This was
estimated by measuring the phase noise of ideal, noiseless limiter. The input of this
limiter is the superposition of an ideal sinusoidal signal and a noise source, which is
simply a resistance with noise power equals to 4KTR. Fig. 2.6 shows the setup
illustrated. The resistance value is tuned until reaching the required phase noise
value. Fig. 2.7 presents the output phase noise of the limiter at resistance value
equals to 95 MQ. The amplitude noise corresponding to this 150 KQ resistance is
1.58 PV?/Hz. This value will be considered as the sum of contributions of both
limiter’s input referred noise and the baseband chain output noise. A 0.1 fV?/Hz
input referred noise is assumed for the limiter which corresponds to 20 dB noise
figure. The remaining noise for the baseband chain is 1.58 PV?/Hz which is
equivalent to -105 dBm/Hz. 3-dB is subtracted from this value to take into account
both I and Q branches. Therefore, -108 dBm/Hz is the required output noise from the
baseband chain.

The baseband chain includes: DAC, reconstruction filter, mixer and summer. A
good point to start with is to assume several reasonable assumptions and then move
from these assumptions to the definition of rest of the parameters. The assumptions
used are:

e DAC full scale is 200 mV.
e Oversampling ratio (OSR) = 32 (Sampling frequency = 6.4 MS/sec.)
e Limiter Sensitivity (minimum accepted signal amplitude) is 50 mV.

As the full scale output from the DAC is 4 times the sensitivity of the limiter, then
the signal must be exposed to attenuation by 1/4 of its strength along the path from the
DAC to the limiter. This attenuation can be achieved across the mixer and summer by
designing a mixer and summer stage with conversion gain of -10 dB (corresponds to
attenuation of 1/4).

From literature, it was found that to implement a mixer and summer with
conversion gain of -10 dB, the accompanied noise figure will be in the range of 45 dB.
Therefore, when applying this fact with the mentioned assumptions, we get:

Noise level before mixer = Noise level after summer — Gain — NF

= —108 — (—10) — 45 = —143 dBm/Hz 2.1)

18
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This noise level must be achieved at offset of 500 KHz (PLL bandwidth).
Moving to the filter, as the signal channel transmission bandwidth is limited to 90
KHz, the filter -3 dB point can be designed to be at 120 KHz in order to pass the
signal without any attenuation. Now the specification on the attenuation of the filter
at stop band can be created.

Filter approximation chosen is Butterworth approximation as it is characterized
by its low group delay. According to this approximation, the stop band attenuation
can be calculated as:

As = 10 log(1 +€? Qs?™) (2.2)

For € =1, and Qs = 500/120 = 4.2, it can be found that for a 4™ order butter
worth low pass filter, attenuation of 50 dB can be achieved at 500K. By assuming a
noise figure factor of 45 dB for such filter, it can be found that the noise level before
filter is calculated as:

level before filter = Noise level after filter + Filter Attenuation — NF
= —143+50—-45= —-138dBm/Hz (2.3)

This is the noise level required after the DAC, so in order to define the DAC
SNR specification, this noise level needs to be integrated on the sampling bandwidth
of the DAC (fs/2). So by integrating, it can be found that the noise level is -138 + 10
log (3.2M) = -72 dBm. With signal full scale amplitude of 200 mV (-4 dBm), we can
easily find that the required SNR of the DAC is -4 — (-72) = 68 dB.

After defining the required SNR level of the DAC, the effective number of bits
can be estimated using the following relation:

SNR —1.76 — 10log(OSR) _ 68 —1.76 — 10log(32) _ .
6.02 - 6.02 I

Thus, the system requires 10 bit Digital to Analog Converter as a margin.

The PLL feedback path is characterized individually. Starting from the mixer,
assuming that the mixer’s input noise is above the thermal noise by 3 dB. Again,
similarly to (2.1) and (2.3), gain and noise figure of the mixer and filter cascade are
related by Gain + NF = 37 dB. The filter’s gain is chosen to be 0 dB and the mixer’s
gain is chosen to be 3.5 dB. Thus the total noise figure of both blocks is 33.5 dB. A
simple cascade analysis is made results into 25 dB noise figure for the mixer and 35
dB noise figure for the filter.

The frequency planning on the system level was applied in order to achieve
reasonable design specifications on different components of the chain. The digital
base-band channel has transmission bandwidth of 90 KHz, when a signal is
transmitted; it is first up-converted to 250 MHz then introduced to the limiter which
extracts only the phase information which is then introduced to the offset PLL to
make it converted to its transmission 1.7 GHz band.
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Chapter 3 : Digital to Analog Converter (DAC)

3.1 DAC Overview

Digital-to-Analog converters (DAC) are key building blocks in many mixed-signal system-on-
chip (SoC) designs. They are responsible for providing the interface between the digital and the
analog domains within the chip as well as interfacing the system to the real world. Fig. 3.1
illustrates the basic fundamental operation of a DAC where a stream of digital samples is
reconstructed to a piecewise constant output analog signal. The output of the DAC is usually
smoothened with a reconstruction filter depending on the target application.

= fit) a
83—} Analog Dutput f{t)

M-Bit Digital-to-
Analog Converter

—- ¥

Figure 3.1: Ideal DAC output without reconstruction filter

The performance of DAC often proves to be the bottleneck in electronic systems. With the
growing demand for high bandwidth communications, it is crucial to develop high speed
converters. Great care is needed to design a data converter that is fast, accurate, consumes little
power, and takes up minimum area. Historically high speed data converters were implemented
using technologies such as SiGe or GaAs [1]. The downside to these technologies is that they are
expensive to manufacture, consume large amounts of power, and cannot be integrated on the
same chip as traditional CMOS technology. So, to counter these trade-offs, research has been
done to implement high speed converters using standard CMOS technologies.

Main concept of operation of DAC is taking a certain binary word, and outputting a reference
voltage corresponding to its decimal weight. These reference voltages create a pulse amplitude
modulated signal that has a staircase-like pattern. The number of binary inputs the DAC receives
is known as the resolution. For an N bit resolution DAC, there are 2" possible output voltage
levels. The binary word input D can be characterized as:
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N-1
D= Z m(bm)  (3.1)
m=0
where m is the index of the binary word, and b is the 1’ or 0’ value of the bit at that index.

Another important term to be highlighted is the reference voltage of the DAC which is the
analog value from which all the outputs are scaled. With this full scale voltage Vrer , the analog

output at any given digital input can be determined by:

D
vout = Vref * oN (3.2)

The least significant bit (LSB) is the bit bo in the digital word. In converters, the term one LSB is
associated with the minimum step size in the analog output. The LSB can be defined as:

Vref
LSB = N (3.3)

Since the minimum analog output voltage corresponds with the digital word consisting of all
’0’s, the maximum analog output voltage will be one LSB less than Vref . The range from the
minimum output voltage to the maximum is known as the full scale range. The full scale voltage

Vs can be calculated as:
N

VFs = N

*Vref (3.4)

The output of the DAC can be described as a series of rectangular functions. This is because the
DAC acts as a sample hold, holding the output level for 1/fs seconds, where fs is the sampling
frequency [2]. The rectangular pulse in time domain will form the function a sinc function in the
frequency domain. The frequency response characteristic of the DAC output can be expressed as:

. (T fin
1 Sin
HO) = 75+ % 35)
fs

This output characteristic is known as sinc weighting, which can be problematic for the
converter. Fig.3.2 shows the frequency response of the DAC output. The problems that arise
from such response can be categorized into two main problems:

e Magnitude attenuation across frequency increase. The magnitude of the signal is
attenuated by 3.92 dB at the Nyquist frequency, and reaches zero at the sampling
frequency.

e The spectrum replica each fs/2 which creates signal aliases that accordingly causes high
distortion in the output signal.

In order to overcome these problematic effects of the sinc weighting response of the DAC;
oversampling technique is used, where the signal is sampled in the digital domain to frequency
much greater than the Nyquist frequency. This technique makes the attenuation that accompanies
the roll-off of the DAC frequency response be shifted away from the signal bandwidth. So, the
signal can pass through the DAC without attenuation. The oversampling ratio (OSR) can be
obtained simply as the ratio between the sampling frequency and the Nyquist one. Fig. 3.3 gives
better insight on the effect of oversampling on the spectrum.
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Oversampling also has a great contribution in the anti-aliasing process; as due to oversampling
the aliases are much separated from the main signal giving opportunity for designing a
reasonable reconstruction filter to get rid of these aliases without affecting the signal itself. The
reconstruction filter smooths the rectangular output of the DAC into a smooth sine-like output.
An ideal reconstruction filter would have a brick wall response [3], attenuating everything passed
the Nyquist frequency. In practice, a brick wall filter cannot be designed. Designing a filter with
a large amount of attenuation in a short transition band requires an analog filter consisting of
many orders. High order filters add complexity and increase the area of the design. Increasing
the transition band of the filter reduces the filter complexity, but the bandwidth of the DAC will
be sacrificed.

In this work, full procedure for designing a digital to analog converter with a reconstruction filter
will be presented through the following sections.

3.2 DAC Performance metrics

The performance of a DAC can be expressed in terms of its static performance and dynamic
performance. Static performance metrics analyze the accuracy of the converters output versus the
expected output at a given code. Typically the input is swept to produce the full range of binary
codes, so the DAC output appears as the characteristic staircase plot. The voltage level at each
code is measured to determine the accuracy. Measuring the performance this way provides good
insight on how accurate the DAC is once the output settles.

However, the dynamic performance is more important. The dynamic accuracy of the DAC is
measured by applying a sinusoidal input to an ideal analog to digital converter, which then
supplies the DAC with the digital corresponding inputs. The DAC then reconstructs the sinusoid,
and then FFT analysis can be done to see how the DAC performs.

3.2.1 Static Performance Measures

Static performance measures include: Differential Non-Linearity (DNL), Integral Non-Linearity
(INL), Gain error, Offset error, and monotonicity.

3.2.1.1 Static Monotonicity

If a DAC is monotonic, then the output always increases as the input increases. It is normally not
necessary to state such a condition for a DAC explicitly to have this behavior. In order to ensure
this property in the DAC, specs regarding DNL and INL need to be defined as stated in sec.
3.2.1.2. Fig. 3.4 shows obviously the difference between a monotonic DAC and non-monotonic
one. For the ideal DAC, each code has an analog corresponding voltage greater than the previous
code. While for the non-monotonic one, the corresponding voltage decreases when moving from
code 010 to code 011.
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Figure 3.4: Comparison between ideal and non-monotonic 3 bit DAC

3.2.1.2 Static Linearity

The two main static linearity performance metrics are the differential nonlinearity (DNL), and
the integral nonlinearity (INL).

Differential nonlinearity is the difference of the output level between two adjacent codes. Often
times DNL is measured in terms of LSB, in an ideal case the difference between two codes is 1
LSB. If the step between two adjacent codes is 1.25 LSB instead of 1 LSB, then the DNL is said
to be 1/4 LSB. In order to maintain sufficient accuracy, the DNL must be between -1/2 to +1/2
LSB. In order to guarantee the output is monotonically increasing, the DNL should never be
greater than 1 LSB [4]. Non-monotonic behavior can produce large unacceptable errors in the
output.

Integral nonlinearity is the measure of the actual output voltage level minus the ideal level. One
way to measure INL is to sweep the digital input and plot the analog output. A line is then drawn
from zero to full scale; the output deviation from this line is the INL. The INL per code can also
be defined as the summation of the DNL from all previous codes. As with DNL, the acceptable
range of values for the INL is within + %2 LSB. In order to maintain monotonicity in the output,
the INL must be less than 1 LSB for every code.

Fig.3.5 and Fig.3.6 clarifies the definition of DNL and INL respectively on a 3 bit Digital to
Analog Converter with maximum DNL of 0.75 LSB and maximum INL of 0.75 LSB as well.
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Other linearity issues associated with digital to analog converters are offset and gain errors.
Offset error is when all output codes are uniformly increased by a DC voltage. This error usually
does not impact the performance of the converter, but must be compensated when measuring the
DNL and INL. Offset error factor is measured to represent the ratio between voltage generated
from the DAC when all zeros code is input to the LSB value of the DAC.

Gain error is when the output varies from the ideal best-fit line in a linear or non-linear fashion.
A linear gain error will not affect the performance of the converter; however a non-linear gain
will cause distortion. Gain error can simply be calculated as the difference between the ideal gain
to the actual one.
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3.2.2 Dynamic Performance Measures

The dynamic performance describes the behavior of the DAC when the input word makes
transitions between different values. The major dynamic measures can be described through
frequency domain measurements. Dynamic performance measures include: settling time, glitch
peak, clock feed through, sampling time uncertainty, SNDR, SFDR, and effective number of
bits.
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3.2.2.1 Settling time and glitch peak.

The output signal of an actual DAC cannot change its value instantly. The time it takes for the
output to settle within a certain accuracy of the final value, for example 0.1%, is called the
settling time [5]. This value of time determines the highest possible speed of the circuit. To properly
test the settling time of the converter; the output can either move from zero to full scale, or in a
binary weighted architecture it may be important to know the mid-scale settling time. When the
input changes, there will be a delay before the output begins to rise. Once the output begins to
rise, the speed it rises with depends on the slew rate of the converter. As the output reaches the
final value, there may be overshoot and ripple that will increase the settling time as depicted in
Fig.3.9.

The overshoot, or undershoot in the rising output causes glitches.

Glitches can occur from charge feed through errors or from timing skew from components within
the DAC. Charge feed through happens when charge builds up between the drain and gate of a
CMOS switch. When the switch changes state, the charge of this coupling capacitance is
discharged to the output of the switch. Switches in converters have to be carefully designed to
ensure charge feed through does not reduce the quality of the output [6]. The glitch energy can
be estimated by approximating the glitch as a triangle, then taking the area under it. Special
design techniques can be used to reduce the glitches in the DAC.
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Figure 3.9: Settling time and glitch power of an actual DAC

3.2.2.2 Clock Feed-Through (CFT) and Sampling time Uncertainty in DAC

Due to capacitive coupling in switches; the clock (or digital switching signals) affects the analog
output signal [7]. The clock feed-through (CFT) can introduce both harmonic distortion and
distortion tones at multiples of the clock signal. The CFT is reduced when reducing the
capacitive coupling and therefore the switch transistor sizes should be small to decrease the size
of the parasitic capacitances. However, with a smaller transistor, the on-resistance increases
which may degrade the performance due to an increased settling time.
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Due to noise and other non-ideal effects in the circuit, the time between two samples will change.
This sampling time variation gives an error in the output that is determined by the size of the
output step and the time variation. The average power of this error (Pe) can be calculated as:

Pe=x. ¢ (36
e= T3 (3.6)

where X is the step size, Te is the error in the sampling time, and Ts is the sampling time of the
converter. This power error increases as the signal frequency increases since the step size gets
larger.

3.2.2.3 Dynamic Frequency Domain Measures

In real world applications, the dynamic frequency domain measurements provide a better idea of
how the converter performs. This is done by applying a full scale sinusoid with a certain
frequency to the converter. For some communications applications, the converter may have to
handle multiple-tone input. Special metrics such as intermodulation distortion can be used for
such applications.

The first dynamic frequency domain specification is the signal to noise ratio (SNR) of the DAC.
The SNR is defined as the spectral power of the input compared to the noise floor. The input
signal must be at full scale in order to measure the SNR. Smaller amplitude will reduce the

SNR, which is intuitive since the signal to noise ratio is directly proportional to the input signal
power. In the ideal case, the noise floor would only consist of the quantization noise produced by
the converter. In practical converters, errors from linearity, glitches, clock skew, and output

settling time will increase the noise floor. The RMS quantization error can be expressed as:

_ VLSB 37
Qrms = _\/ﬁ (3.7)

By dividing the signal power by Qrms, we can get SNR as in equations (3.8), and (3.9)
2N VLSB/
2V2

SNR =
Qrms

(3.8)

SNR indB = 6.02N + 1.76(dB) (3.9)

From (3.9), it is obvious that increasing the resolution of DAC by one bit will increase the SNR
by about 6 Db. Equation (3.9) can be applied for Nyquist rate DACs but in case of presence of
oversampling, SNR will be calculated as:

fs

SNR in dB = 6.02N + 1.76(dB) + 10 log (m) (3.10)

The second important frequency domain dynamic specification is the Spurious Free Dynamic
Range (SFDR). It represents the measure of the fundamental signal versus the highest distortion
spur in the spectrum. Typically in a DAC, the largest spur will either be the second or third order
harmonics, or their aliases. Fig. 3.10 shows a typical FFT representation of an actual DAC
showing its achievement of more than 70 dB SFDR.
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Figure 3.10: FFT representation of an actual DAC

SFDR like SNR is also affected by the static linearity of the DAC. Equation (3.11) gives a better
insight on the relation between SFDR and maximum INL.

N
INLmax) (31D

SFDR ~ 2010g<
From the work in [8], it can be seen that the shape of the INL curve will determine which
harmonic distortion order will dominate the SFDR. An arch shaped INL curve will cause the
second order harmonic to be the dominant spur, while an ’S’ shaped INL curve will cause the
third order harmonic to be the highest spur.

Due to the mentioned spurs, harmonics, noise and distortion; the practical resolution of the
converter usually degrades at high frequencies as the DAC is not ideal. The effective number of
bits (ENOB) is the measure of this reduced resolution. From the SNR equation, the ideal signal
to noise ratio is determined from a given resolution. Working in reverse, the resolution is
calculated by factoring in the distortion; replacing the SNR variable with the SNDR. So, by
measuring the SNDR of the converter, the real resolution of the output can be determined using

equation (3.12). OSR is the oversampling ratio which is equal to 10 log (fs/ 2BW).

SNDR — 1.76 — OSR
ENOB = c02 (3.12)

Other frequency domain dynamic metrics are briefly discussed in the following points:

e Total Harmonic Distortion (THD): It is defined as the ratio between the signal power to
the sum of the powers of all harmonics.

e Signal to Noise and Distortion Ratio (SNDR): is the ratio of the power of the
fundamental and the total noise and distortion power within a certain frequency band.

e Dynamic Range (DR): The range from full scale (FS) to the smallest detectable signal
usually is called the dynamic range (DR) of the converter. It can be calculated as:

Maximum full scale signal power
DR = 10log( ) (3.13)

Smallest Detectable signal power
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3.3 DAC Architectures

There are many different architectures to convert digital signals to an analog output. Choosing
the appropriate architecture depends on the application of the converter. Requirements such as
area, power, bandwidth, accuracy must be considered. As the operating speeds increase, it
becomes harder to design a high resolution DAC.

The main building block in every DAC is a component that creates an appropriate analog output
level by dividing a reference voltage. Elements such as resistors split the reference voltage into
smaller voltage or current levels. Transistor current sources can also create output currents that
are converted to the analog output voltage by the load resistors. Capacitors are also used in some
architectures to store charge from the reference voltage and discharge it to the output.

3.3.1 Resistor String DAC

It is considered the simplest DAC architecture as seen in Fig. 3.11. It is made up of 2V resistors
in series, each resistor corresponding to one LSB. A reference voltage is connected at one end of
the resistor string, and ground at the other. Switches are connected after each resistor, the output
of each switch is tied together to form the DAC output.

The digital input must go through an N: 2V decoder, which then enables or disables the switches.
When the switch is enabled, a voltage division of the reference occurs which becomes the analog
output.

This structure results in good accuracy and is inherently monotonic. It is also fast for 6-8 bits
DAC and compatible with purely digital technologies [9]. The disadvantage of this topology is
that the output is always connected to (2V-1) switches in “off” state and one switch in “on” state.
When resolution becomes a big value, large parasitic capacitance appears at the output and
conversion speed becomes much slower. Also this architecture occupies large area and needs
large settling time especially for DAC with 8 bit or higher resolution. Matching this large
number of resistors properly is also a very difficult task.
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Figure 3.11: Resistor String 3 bit DAC. The control signals to the switches are generated
from 3:8 decoder

3.3.2 Binary Weighted Resistor Ladder DAC

The binary weighted resistor DAC shown in Fig. 3.12 is built using a resistor ladder network
consisting of N resistors. The MSB resistor has a resistance of R, the resistor value will increase
by two for each descending bit. Each resistor is connected to a switch that is controlled by the
digital input representing the bits. The outputs of the switches are all connected to an op amp
which is acting as a buffer. A reference voltage connected to the resistor ladder allows current to
flow through the resistors to ground, or the virtual ground in the op amp to form the output.
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Figure 3.12: Binary weighted resistor ladder 4 bit DAC

The problem with this architecture is that in higher resolution designs, the difference in resistor
values becomes large. Process variation in fabrication makes matching of resistors difficult. If
the MSB resistance is off by 1% in an 8 bit DAC of this design, an error of more than one LSB
will occur. Also, this architecture depends on an op amp which accordingly will limit the
possible speed of the converter.

3.3.3 R-2R Ladder DAC

The main drawback of the binary weighted ladder DAC is the difficulty in matching resistors
having large difference between their values, so in order to overcome this drawback; R-2R
ladder DAC is implemented as shown in Fig.3.13.

A resistor ladder is formed by having a series of resistors of value R, then rungs of resistors of
value 2R. Depending on how the reference voltage is arranged, the R-2R can be described as
being in voltage mode or current mode. In voltage mode, the switches switch between Vref and
ground. The output is taken at the end of the resistor network. While the current works by having
the switches switch between the output and ground, while the reference voltage is connected to
the resistor ladder.

The advantage of this type of implementation is that it uses a small number of components (2N
resistors only), and only two different sizes of resistors. This improves the precision due to the
relative ease of producing equal valued matched resistors. Also, the output impedance for this
design is always constant independent of the applied code. This is because the equivalent
resistance on each side of the ladder rung is 2R. The disadvantage is that if the number of bits is
high; there will be a time delay between the LSB and the MSB.

The current mode R-2R DAC must use an operational amplifier to switch the reference voltage
between ground and virtual ground. The op amp output buffer can affect the performance of the
DAC by limiting the bandwidth, and thus causing linearity errors.
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Figure 3.13: R-2R ladder current mode 4 bit DAC

So in case of choosing the current mode R-2R DAC, the linearity of the implemented resistors
should be as high as possible.

3.3.4 Charge Scaling DAC

Charge scaling DAC is considered a switched-capacitor (SC) DAC, where the charge stored on a
number of scaled capacitors is used to perform the conversion. The converter can be
implemented in a binary weighted fashion, or using a C-2C network like in resistor networks.
One difference with the charge scaling architecture is the need for a reset switch that discharges
all the capacitors between each conversion.

The charge scaling converter is fast, accurate, and easily implemented in CMOS after the
emergence of sub-micron CMOS. The disadvantage of the architecture is that it requires an op
amp which can limit its performance. Parasitic loading of the capacitors from the op amp can
limit the resolution of the converter; this can be solved by using a switched capacitor integrator.
This architecture also suffers from great charge feed-through errors in the output.
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Figure 3.14: Charge Scaling DAC Architecture
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3.3.5 Current Steering DAC

The current steering DAC is the preferred architecture for high speed converters. This
architecture is shown in Fig.3.15. It works by summing the current produced by an array of
current sources. A load resistor is connected to the output of the current sources on one end, and
the supply voltage at the other. When the current source is enabled, current flows through the
load resistor. This current is dumped by the current source, thereby converting the current into a
voltage eon the resistor. The output voltage is formed from the voltage division between the
power supply connected to the resistor, and the voltage drop produced by the current draw from
the current sources. Since an op amp is not required to form the output voltage, higher
performance can be achieved.
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Figure 3.15: Current Steering 4 bit DAC

A binary weighted current steering DAC can easily be implemented as in Fig. 3.15, only N
current sources and switches are needed. The problem with the binary weighted design is that a
large glitch can occur at the output when several current sources are being switched at once. For
example, when the MSB current source switches on (mid code), all the other current sources will
be turning off. If the MSB current source does not reach its final value before the other sources
switch off, then a glitch will occur.

Also as the current sources are binary weighted, the sizes of the transistors representing the
current sources will be binary weighted leading to a great ratio between LSB current source
transistor and MSB transistor. The ratio between them is equal to 1: 2V~1, this ratio becomes
unreasonable for high resolution DAC as achieving matching between transistors with such
difference in their aspect ratios is an extremely complicated task.

A solution to these drawbacks of the binary weighted implementation is to move to the unary
weighted current steering DAC as obvious in Fig.3.16. In this design, every current cell produces
a unit current of I. The LSB will consist of a single unary current cell, while the MSB will be
comprised of 2N~ current sources. In order to send the correct control signals to the unary
current cells, a binary to thermometer decoder is used. Thermometer coding is preferred over
binary because only one bit switches at a time, eliminating the MSB current source glitch.
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Figure 3.16: Unary weighted current steering n bit DAC. Control signals c (0) to c(2*n-2)
are generated from the binary to thermometer decoder

The difference between binary and thermometer coding can be clarified obviously in Table 3.1

Table 3.1: Binary vs. Thermometer coding

Decimal | Binary | Thermometer
0 000 0000000
1 001 0000001
2 010 0000011
3 011 0000111
4 100 0001111
5 101 0011111
6 110 0111111
7 111 1111111
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Unary weighted current steering DAC, although solves most of the drawbacks accompanied with
the binary weighted corresponding DAC, but is limited to certain DAC resolution, above which
its usage would be not the best choice. As resolution surpasses 10 bits, the amount of current
sources required becomes very large. This is an issue since all of these cells will consume large
area. The routing required to control thousands of current cells introduces a large amount of
parasitic capacitance that will limit the speed of the converter. The thermometer coded design
also requires the thermometer decoder which adds complexity, and increases power consumption
from the logic gates. Therefore another enhanced technique for current steering DAC
implementation was used, i.e. Segmented Current Steering DAC.

The segmented current steering DAC shown in Fig.3.17 represents a trade-off between high
speed, and reduced area and complexity. In the segmented technique the DAC is divided into 2
sub DACs named after the segment of bits they represent as: Most Significant Segment DAC and
Least Significant Segment DAC. The most significant segment is implemented in a unary
fashion while the least significant segment is implemented in binary fashion. The segmentation
factor expresses the ratio of the most significant segment (unary part) from the total number of
bits. So for a 10 bit DAC if 4 bits are implemented in a unary weighted implementation (Most
Significant Segment), then it’s said to be 40% segmented.

MuE segmment L5E segment

'n.j_=1 um_=m' 'd0_=1 dy =0 d =0

L, I, I [ Iy
13\ 7o oL,

.|=—

Figure 3.17: Segmented current steering DAC

The optimal ratio between binary weighted bits and thermometer coded bits must be determined
before designing the converter. From the work in [10], the amount of segmentation for a 10 bit
DAC should be approximately 30-70% for proper operation. Fig. 3.18 shows the summary of the
work done.

When designing a current steering DAC, the finite output impedance of the current cells must be
taken into consideration to maintain accuracy. The current cells are typically made up of
transistors acting as current mirrors, with the drain of the current mirror connected to the DAC
output. As the output voltage changes, the drain voltage on the current mirror will also change.
Since the current mirror does not have infinite output impedance, the changing drain voltage will
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cause the reference current to vary. To get an accurate reference, we need to add an output buffer
and designing the current cells with increased output impedance.
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Figure 3.18: Normalized required area versus percentage of segmentation

Fig. 3.18 shows the normalized required area versus percentage of segmentation. Based on DNL
performance only, the minimum analog area for 100% segmentation is 1/1024 from the
minimum analog area for 0% segmentation. On a logarithmic scale, the minimum analog area
requirement as a function of segmentation will form a straight line connecting the above
mentioned points, as shown in Fig. 3.18. INL depends mainly on the area, so it has no variation
across segmentation ratio. For the digital area in the converter, it increases as the segmentation
increases due to the need for larger and more complicated decoders. This area has nothing to do
with the linearity specs of the converter which are controlled by the ratio of segmentation and
analog area only.

As we increase the percentage of segmentation, the required total area is first dominated by the
DNL requirement, then by the INL requirement, and finally by the decoding logic. So, if the
system requirement is DNL= 0.5 LSB and INL = 1 LSB. For minimum area, the flat part of this
curve would be optimum and the total area would be determined by the INL requirement.

In the next section, the system level requirements of the DAC for the NB-10T transmitter will be
discussed and according to these requirements, the proper DAC architecture will be chosen.
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3.4 NB-1oT DAC system level requirements

The NB-10T DAC system level requirements are summarized in table 3.2:

Table 3.2: DAC System level Requirements

Quantity Value
Number of Bits 10 bits
Sampling Rate 6.4 MS/sec
SNR 69 dB
SFDR 65 dB
DNL <0.5LSB
INL <1LSB

According to the required specifications, it was found that the best architecture to be used is the
segmented current steering DAC with segmentation ratio of 40% (4 bits thermometer coded, 6
bits binary coded).

3.5 Proposed DAC Overview

The DAC system starts with a binary to thermometer decoder which converts the 4 most
significant (MS) bits to 16 control lines. These control lines along with the least significant (LS)
bits enter a master-slave latch (register) in order to be synchronized. The output of the latch is
input to the switch drivers of the DAC core in order to finally generate the control signals that
control the switches responsible for current steering. The output current is dumped into 200 ohm
resistors in order to be converted to corresponding voltage. This voltage is buffered through an
80 MHz operational amplifier in order to increase the overall output impedance of the current
sources. Finally, the signal passes through a 4" order differential low pass reconstruction filter in
order to get rid of the aliases in the spectrum and make the signal smoother by eliminating the
glitches to avoid any undesired specs. Fig.3.19 clarifies the DAC overall system.
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Figure 3.19: Proposed 10-bit DAC overall system

3.6 Digital Sub-Circuits

Digital Sub-Circuits include binary to thermometer decoder and master-slave latch.

3.6.1 Binary to Thermometer Decoder

The thermometer decoder can be implemented in a 1-D, or 2-D way [11]. The one
dimensional design uses a single decoder to convert the binary bits and address each current cell.
The two dimensional decoder allows the current cells to be arranged in a matrix. Two decoders
are required to address the rows and columns in the current cell matrix. The advantage of using
the 2-D design is that the complexity of the thermometer decoder can be reduced, which is why

this method was chosen.

The four MSBs (B9, B8, B7, and B6) are divided into 2 groups; one group is input to the column

sub-decoder (B7, and B6) while the other group (B9, and B8) is input to the row sub-decoder.

The logic for the 2:4 sub-decoders is easily obtained from table 3.3, where the 2 input bits are
swept across all their possible values, and the output 4 signals are defined from the definition of

thermometer code.

Table 3.3: Sub-decoder input and output signals

MS bit (Y) | LS bit (X) T3 T2 T1 TO
0 0 0 0 0 1

0 1 0 0 1 1

1 0 0 1 1 1

1 1 1 1 1 1

X AND Y Y XORY | I’

By rearranging the equations using inverted inputs, it can be seen that 2 level logic using NAND,
NOR, and NOT gates can implement the required function. The logic gates were sized large
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enough in order to ensure high speed and drive strength. Fig.3.20 shows the output of the
implemented sub- decoder for all possible cases.
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Figure 3.20: DAC Sub-decoder input and output signals

Now by having the row and column sub-decoders, the 15 unary weighted thermometer coded
current cells corresponding to the MS segment of bits can be implemented in a 4*4 matrix 2D
structure as shown In Fig.3.21.

B9

= Row Sub-
Decoder

B8

Column Sub Decoder

B7
B6

Figure 3.21: MS segment implemented in a 4*4 matrix

For each cell to be activated, it contains a local decoder unit which simply performs an ANDing
operation between the row line and the column line of the cell. And for thermometer coding
action, the local decoder also contains the next row line so that if the next row becomes
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activated, then all the cells in the current row should be activated as well. Fig. 3.22 shows the full
decoding blocks implementation.

3.6.2 Master Slave Latch

The MS segment passes through the digital decoder circuits unlike the LS segment of bits.
Therefore, the delay of the signal path through the decoders can lead to unwanted deviation and
skewing between the control signals connected to the core. In order to overcome these effects,
dummy decoders can be placed in the path of the LS segment. Instead of using these dummy
decoders, the 15 output control lines from the local decoders are input to a master slave latch in
order to be synchronized with the LS segment 6 bits. This type of latch, shown in Fig.3.23,
consists of two cascaded D latches and an inverter placed in the clock path.

Each D latch is simply implemented as cross coupling inverters in order to store the signal until
the clock edge arrives. Fig.3.24 shows the implementation of the D-latch used. The signal is
input with its inverted version as a differential input to the latch at the negative clock edge when
clk’ moves from low to high enabling the switches of the Master Latch. After that the signal is
held by the feedback loop of the cross coupled inverters until the next positive edge of the clock,
which when occurs will allow the signal to move from Master Latch to Slave Latch before going
to the output. The inverters used at the end of each latch stage are put to boost the signal
strength. The functionality of the master slave latch has been tested with a clock speed of 10
MHz and it proved high accuracy as depicted in Fig.3.25.
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Figure 3.22: Row and Column Sub-decoders connected to the local decoders’ matrix
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Figure 3.23: Master-Slave Latch block diagram
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Figure 3.24: Master Slave Latch Gate level implementation
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Figure 3.25: Master Slave performance with a clock of speed 10 MS/s
3.7 DAC Current Cell Design

The current cell is the main sub-circuit to the current steering DAC. It generates the required
current to be provided at the output of the DAC. Based on the input word, the currents generated
by number of current sources are properly switched and summed at the output node. Design of
the current cell must take into account several factors like: transistor mismatch, output
impedance, area, and power consumption. Inaccuracies in the current cell will greatly reduce the
static and dynamic performance of the converter. A basic current cell consists of differential
switches and a current source. The differential switches receive control signals from the local
decoder and latch sub-circuits and then determine which output the current will go through.

3.7.1 DAC Current Source Design Issues

Design of the DAC current source is greatly affected by the fabrication non idealities which
cause undesired mismatch between similar components. These variations impact the accuracy of
the reference current being produced. So, in order to overcome these variations and improve the
matching of the current source, its transistors need to be sized larger to decrease the fabrication
possible errors but this would lead to greater area. So to compromise between these two effects;
Pelgrom’s model was developed to characterize the mismatch factors between transistors based
on their area and distance between them. From Pelgrom’s model, the minimum transistor area
can be calculated according to (3.14):

AB? + (V 2AvtV )2
t
(WL) min = . f: (3.14)

where Avt is the threshold voltage mismatch parameter, AP is the current factor mismatch
parameter; both of these being process dependent variables. The relative standard deviation of
the current source is denoted as o. From Pelgrom’s model, it can be noticed that in order to
optimize the area needed with certain mismatch factor, the overdrive voltage can be increased.
But this solution would lead to a limitation on the headroom for the current cells; this problem
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was solved by using a current mirror with level shifter technique that will be discussed in the
next section.

Another important parameter to be cared for during the design of the current cells is the output
impedance of the current source. Ideally a current source achieves infinite output impedance.
Output impedance of a current steering DAC is highly dependent on the applied code as the code
defines the number of switched-on current branches and accordingly defines the output
impedance. This code dependent nature of the output impedance causes the DNL and INL to
vary. This variation in the INL will impact the dynamic performance of the converter leading to
the degradation in the achieved SNDR and SFDR.

In order to achieve relatively high output impedance for all codes, 2 design techniques are used.
First, the current cell is implemented using a cascode current source architecture with long-
channel transistors to increase the ro of the transistors used. This technique increases the output
impedance and also decreases the parasitic capacitances accompanied with the current branches
leading to a decrease in the clock feed through effect. The second technique is to add an op-amp
buffer at the output of the DAC, as the input impedance of the buffer is usually huge. In this
work, both the techniques were used together to obtain the highest possible output impedance.

Now we reach to the third important design parameter of the current steering DAC current
source namely, the LSB current value (Isg). This parameter is greatly affected by the variations
of the power supply. For high resolution DACs, designing for extremely low I sg will lead to
overall low power consumption especially for modern low supply technologies, but this requires
a very stable and sensitive power supply circuit. So there is a need to compromise between these
2 effects.

High ILss can achieve good linearity for the converter, i.e better DNL. But on the other hand
increasing I sg leads to the reduction of the output impedance of the DAC current source leading
to loss of linearity; therefore the design must choose a point in between achieving enough low
DNL without losing the output impedance specification.

3.7.2 DAC Current Source Implementation
In order to achieve high output impedance, a cascode current mirror can appear as a good
candidate as shown in Fig.3.26. The output impedance can be calculated through the well-known

relation indicated in (3.15).
Rout =ro4 +ro2 + gm4.rod.ro2 (3.15)
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Figure 3.26: Cascode Current Mirror Architecture

For low supply technologies, the traditional cascode architecture would be not the best choice
because the compliance voltage of this architecture is equal to the sum of the overdrive voltage
of Q4 and the gate to source voltage of Q2, which leaves only a relatively small headroom for
the connected switches and for the DC level of the next stages in the chain. Therefore, the need
for low compliance high output impedance current mirror architecture is crucial. Fig. 3.27
suggests a better implementation for a cascode current mirror with overall compliance voltage of
twice overdrive voltage.
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Figure 3.27: Cascode Current Mirror with level shifter

M5 behaves as the source follower and is biased by the output of the simple current mirror M6
and M1 which defines Vgs of M5 to be larger than its threshold voltage by the overdrive.
However, VVds of M2 would be zero with equal thresholds and overdrives on all transistors. So,
to bias M2 at the boundary between the active and triode regions, Vds of M2 is required to be
equal to overdrive voltage. Thus, the overdrive voltage of M5 is doubled by reducing its W/L by
a factor of four to satisfy the requirement of Vds of M2. This makes the overall compliance
voltage of the mirror equivalent to the summation of the overdrives of M2 and M3 which is the
lowest possible value. Thus this type of level shifting is considered as high-swing cascode
current mirror. Source follower is used to implement level shift and the current mirror behaves as
an active load.

Now, we have obtained a well-designed high output impedance with high output swing, the next
important factor is the accuracy of the mirrored current. Lack of accuracy in the current mirror
can lead to unequal steps which will affect the DAC linearity. So for a high accurate current
mirror based on the previous discussed cascode structure, work in [12] was done. Fig.3.28 shows
the implemented high accuracy current mirror.
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Figure 3.28: High accuracy cascode current mirror
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Figure 3.29: Feedback loop of the proposed design

The MOS transistors MN1 - MN4 are used as a two-stage cascode current mirror. The MOS
transistors MN5 -MN6 and MP1 - MP4 are used to improve the match accuracy of the cascode
current mirror.

The MOS transistors MP1 -MP4 are used to match the current IM6 and IM7. Putting the aspect
ratio of MPI - MP4 the same, then lin = IM6 and IM6 = IM7. Making the aspect ratio of M7
equal to that of M2, makes VGS7 equal to VDS2 because VGS7 is equal to VDS4 and it’s easy
to find out that VDS2 is equal to VDS4. With this situation, we can find that this circuit creates a
negative feedback loop which ensures that lout is equal to lin.
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Fig.3.29 gives a better insight on the created feedback loop. If lout decreases, this will result in
an increase in the source voltage of MN3. MN3 source node is also the gate node of MN7, so
when this node increases, VGS of MN7 increases, so this transistor wants to sink more current
but as the current sunk in MN7 is constant, the effect of increase of VGS7 will lead to an
increase in VDS7 increasing the drain voltage of MN7 which is also the gate voltage of MN3, so
it increases back to its biased value pushing back lout to be equal to lin.

Fig.3.30 shows the implemented current mirror which is implemented in a PMOS topology
rather than NMOS because in the chosen DAC architecture, a current source is needed rather
than a current sink. To meet the minimum area requirements along with all other specifications
discussed through this section, the length of the transistor of the cascode current source was
chosen to be Ium while its width was chosen to be 2.4um. ILsg was pushed to IpA and
accordingly all the 6 branches representing the LS segment of bits carried currents of 1, 2, 4, 8,
16, and 32 pA respectively, while the 15 current cells representing the unary thermometer coded
MS segment of bits carried 64 uA each.

The achieved mirroring accuracy was great, as the mirroring error for all branches had an
average value of 0.18%. Fig.3.31 shows the variation of the mirroring error for all the 7 different
current values.

Figure 3.30: Implemented high accuracy cascode current mirror
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Figure 3.31: Mirroring Error % across different current values

When designing the current cells to achieve high output impedance, it should be noted that the
LSB current cell has the most stringent impedance requirements. The output impedance of the
overall converter can be represented as:

Runit

Zout = (3.16)

where Runit is the LSB current cell impedance, and n is the decimal code that the DAC is
converting [13].

In order to calculate the output impedance of the implemented design, an AC source of
amplitude 1V was placed at the output. AC analysis was applied to get the current value
generated from the AC source at the required frequency of operation of the DAC at 6.4 MHz.
Fig.3.32 shows that the generated current was around 730 nA indicating an output impedance of
1.36 MQ for the LSB branch. For next branches, the output impedance will be simply equal to
that of the LSB branch divided by multiples of 2 according to the binary weight of the branch.
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Figure 3.32: Calculation of the output impedance of the DAC current source

Fig.3.33 shows the stability of the current mirror feedback loop. It achieves phase margin of 66°.
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Figure 3.33: Stability of the current mirror feedback loop
3.7.3 DAC Current Cell Switch Design

To reduce the impact of glitches in the current cells, the crossing points of the differential current
switch control signals can be modified. Instead of defining the high voltage input to a switch as
Vdd and the low input voltage as Gnd, the swing of the control signals can be reduced by raising
the logic low voltage. This method is used in [14] and achieved better linearity specifications.

A switch driver circuit is designed as shown in Fig. 3.34 to decrease the control signals swing.
The driver works by having two NMOS transistors that are controlled by the digital output from
the master-slave latch. When the digital input is zero, the driver output will be Vdd since the
transistor will be turned off. When the digital input is high, the transistor will turn on. This
causes some of the current from the resistor to sink to the current source, causing the output
voltage level to decrease. The resistor and current source are set up so that the driver will output
1.2 V for a logic one, and 400 mV for a logic zero.

In the case of input high, the corresponding output level of the switch driver circuit will be 400
mV. This voltage will be input to the gate of one of the 2 differential switches of the cell. In
order to ensure that this switch will be in cut-off region, the switch is made up of thick oxide
high threshold voltage transistor. This type of transistors is characterized by its high threshold
voltage; therefore 400 mV on its gate will not be enough to create a channel. Also in order to
further ensure keeping the switch transistor in cut-off region, its aspect ratio is designed as large
as possible in order to decrease its gate to source voltage and thus ensure that it will not exceed
the threshold voltage. Increasing the aspect ratio also helps in decreasing the on resistance of the
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switch, as the on resistance, as indicated in (3.17), of an NMOS transistor is inversely
proportional to its aspect ratio.

1
Ron = (3.17)

un. Cox.% (VGS — Vth)

Vdd Wdd

= =

autp

>

aulkn

inp inn

q

Figure 3.34: Current Cell Switch Driver Circuit

But the aspect ratio cannot be increased except for certain limit; this limit is related to the speed
of switching required. Since the larger width transistor has more gate-drain capacitance, so it
takes time for the switch to completely steer the current to either of the node. Hence, to decrease
the internal capacitance of the transistor and improve the speed of switching, transistors are
needed to have smaller width.

Since the current scales up by a factor of 2 for the six branches representing the 6 least
significant bits (LS segment), the Ron resistances will need to be scaled down by the same
factor, therefore, the aspect ratio of the switch transistors will be scaled up by a factor of 2 for
each higher order bit. The other 15 current cell switches (representing the MS segment) will all
have the same switch size as they all carry the same current.

The main drawback of using the implemented switch drivers is the increase in the leakage
current passing from the switch. This is because the switch that is required to be off is working at
a boundary region between the cut-off region and sub threshold. Therefore, this represents a
drawback. But as this technique helps in decreasing the effect of glitches, this is considered a
more important criterion for a transmitter than leakage current, because decreasing the glitches
helps in minimizing the power of spurs that appear in the spectrum of the transmitter which is an
essential characteristic for the transmitter.
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Fig.3.35 shows the full switch block containing the differential switches and their switch driver
circuit.

Figure 3.35: Full implemented switch block

Fig.3.36 and Fig.3.37 show the performance of the differential switch block.
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Figure 3.36: The output voltage signals from the 2 differential switches. Glitches that
appear on the signals are due to the inverter CMOS placed between the 2 differential
control signals entering the switch block
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Figure 3.37: Input Control Signal to the Switch block (in green), and output signal from the
Switch block (in blue). The output signal has rail-to rail voltage of 0.8 V unlike the input
which has rail-to rail of 1.2V

Fig.3.38 shows the full implemented current cell containing one of the current source branches,
the current mirror, and the switch block (Differential switches and their switch driver).
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3.8 DAC Buffer Design

At the output of the DAC core, a buffer is implemented in order to enhance the output impedance and
accordingly enhance the performance of the converter. The output buffer also isolates the DAC core from
the reconstruction filter to prevent any undesired loading between the 2 blocks.

The requirements of the buffer are relaxed regarding the required GBW as the input signal to the buffer
will have frequency of 100 KHz (channel bandwidth) with full scale amplitude of 0.2V. Also the buffer
will be driving an Op-Amp RC filter, discussed in section 3.8, whose input impedance is estimated to be
in the range of tens of KQs, therefore the architecture chosen for the buffer design is the two stage fully
differential Op-Amp shown in Fig.3.40.

out2

el

Figure 3.40: Fully Differential two stage Op-Amp

Using this architecture allows a high output swing which gives a good degree of freedom in the
design of the filter. A common mode feedback circuit is essential in order to properly define the
output common mode voltage level of the buffer. The common mode feedback circuit
implemented senses the differential output voltage by 2 resistors. These sensed voltages are
summed up in the input node of the error amplifier and then compared with the required common
mode level. The action taken by the error amplifier is impacted back on the 2 stage op amp
through the Vb node highlighted in Fig.3.40.

The main drawback of using this architecture is the presence of power hungry second stage
which needs high current values to pass through it. Another drawback is the presence of 2 poles
in the path of the signal degrading the stability of the buffer. In order to overcome the
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degradation of the stability specification and increase the achieved phase margin, compensation
capacitor is added across the second stage. Adding the compensation capacitor works according
to the pole splitting technique of compensation, where the dominant pole is pulled to lower
frequency in order to ensure reaching the GBW frequency early enough before the non-dominant
pole starts to be in action.

The addition of compensation capacitor across the gate and drain of M5 and M6 transistors in
Fig.3.40 (second stage transistors) will make the first stage output node be the dominant pole
node as by miller effect, the added compensation capacitor will increase the capacitance of the
first stage output node by Av2*Ccomp, Where Av2 is the second stage gain.

Another effect of the addition of the compensation capacitor is the creation of a right half plane
zero which in turn will degrade the stability, so in order to get rid of the effect of the right half
plane zero, resistance is added in series with the compensation capacitor. The value of this
resistance is equal to 1/gm2 where gm2 represents the trans-conductance factor of the second
stage transistor.

Fig.3.41 shows the implemented two stage op amp with its common mode feedback circuit.
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Figure 3.41: Two stage op amp with CMFB circuit

Current consumed in the first stage of the op amp is 150 uA, while that consumed in each branch
of the second stage is 350 pA. Compensation capacitor of 800 fF is used in series with 400 ohm
resistor for compensation across the second stage. The output common mode level is adjusted at 700
mV. Fig. 3.42 and Fig.3.43 show the AC response of the op amp in both open loop and closed
loop configurations respectively. In open loop, the gain of the op amp is 43 dB with bandwidth
of 1.62 MHz leading to overall GBW of 180 MHz. Closed loop configuration shows closed loop
bandwidth of 168 MHz which is consistent with the fact that GBW = closed loop bandwidth.
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Figure 3.43: Closed loop AC response of the op amp

For testing the stability of the op amp, a cmdm probe was placed at the output of the op amp in
order to break the loop at a common point. Using stb analysis on the spectre, PM was calculated
to be more than 63° as depicted in Fig.3.44. Fig. 3.45 and Fig.3.46 give better insight on the
linearity specifications of the op amp.
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Figure 3.44: Op Amp loop gain and phase
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Figure 3.45: Transient input and output signals of the buffer
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Figure 3.46: Harmonics of the output signal from the buffer. The third harmonic is 88 dB
below the fundamental

The output noise of the op amp was simulated and depicted in Fig.3.47. The total integrated

noise summary showed integrated noise of about 1.02*10~8 V2 /Hz. This noise value gives SNR
of about 64 dB.
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Figure 3.47: Output noise of the op amp

3.9 DAC Reconstruction Filter Design

As stated in section 3.1, designing a digital to analog converter requires the presence of a
reconstruction filter to get rid of the unwanted aliases in the spectrum and to smooth the staircase
like output signal, eliminating the spurs from the spectrum. The specifications of the required
filter are depicted in table 3.4. In this section, the design of the reconstruction filter is presented
but before that we would present a brief overview on the filter design.

Table 3.4: Reconstruction Filter required Specifications

Characteristics Required
Type LPF
Bandwidth (-3 dB point) 120 KHz
Attenuation >50 dB
Required attenuation frequency (stop band) 500 KHz
NF <45dB
P1dB -1dBm

65




3.9.1 Filter Design Overview

‘Filter’ is a general term. It is used to separate desired parts from unwanted parts of an original
set. In an electrical point of view, filters have a variety of duties. Filters are used to cut a
particular range of the frequency spectrum of an electrical quantity out of the overall frequency
spectrum to retrieve the interesting information out of the plenty of information channels and
noise. They can be used as equalizers or matched filters in transmission channels in order to
compensate distortion caused by the transmission channel itself. Filters can also be employed for
smoothing purposes at the output of digital-to-analog converters.

Filters are defined mainly by their frequency domain response. Hence, it is more convenient to
gain insight on filters’ characteristics from frequency domain plots. Fig. 3.48 shows a practical
frequency response template for an analog filter. This response divides the frequency spectrum
into three regions:

e Pass band: Is the range of frequencies that can pass through a filter. This region is
determined by the pass band edge frequency(w,). The “flatness” in the pass band is
measured by the amount of “ripple” that the magnitude of the signal undergoes (4,). If
ripples are very large then the filter -undesirably- changes the frequency contents of the
wanted part from the signal.

e Transition band: It is the transition between the pass band and the stop band (that
includes undesired signal components) it represents how much of the interferer remains
alongside the signal. For better frequency selectivity, this band must be sufficiently
narrow.

e Stop band: The range of frequencies over which the filter does not allow signals to
pass. This range is specified by the stop band edge frequency (ws). The attenuation (A4;)
must be large enough to suppress the interferer signal to a level that is far below the
desired signal.
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Figure 3.48: Practical Frequency response template for a low pass filter

Filters divide the frequency spectrum into different bands and, hence, shape the transfer
characteristic of the filter. As explained earlier, stop-bands denominate frequency ranges, over
which some signal components are blocked from the signal. In contrast to this, pass-bands are
frequency ranges, over which the signal can pass from the input to the output without blocking.
The allocation of the stop-bands and pass-bands specifies the type of the filter. Feasible filter
types are the low-pass filter, the high-pass filter, the band-pass filter, the band-stop filter, the all-
pass filter and, or the equalization filter.

Low-pass Filter: Low pass filters are filters that pass the signal’s frequency components below a
cut-off frequency (also called corner frequency) and reject the frequency components above it.
Low-pass filters could be considered the mostly used type of filters in communication systems.

High-pass Filter: Opposite to LPF, high-pass filters allow frequency components above the
corner frequency to pass and reject components below it.

Band-pass Filter: Band-pass filters can be considered a combination of both low-pass and high-
pass filters. It passes signals in a certain bandwidth only. Band pass filters are usually considered
the first block in any wireless receiver chain as it’s responsible for catching the required channel
sent.

Band-stop Filter: Band-stop filters do the inverse response for band-pass filters. Frequencies
between two corner frequencies are allowed to pass and any other frequencies are rejected. A
special case of band-stop filters is the notch filters whose transfer function contains a zero at
certain frequency.

All-pass Filter: Unlike the previous types, All-pass filters do not change the amplitude of the
input; rather they only change the phase. Hence, they can be used for phase equalization at the
digital demodulators.
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Equalization Filter: Equalization filters or equalizers are used for the correction of an uneven
frequency response characteristic for smoothing purposes of signals or systems. The transfer
function is different from the above considered and is often only usable for one special case of
distorted signal.

Figures 3.49 through 3.51 show the frequency response of these different filter types.
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Figure 3.49: The frequency response of low pass filter and high pass filter respectively
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Figure 3.50: The frequency response of band pass filter and ban stop filter respectively
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Figure 3.51: The amplitude and phase frequency response of all-pass filter

3.9.2 Filters Mathematical Representation

Considering filters as Linear Time-Invariant (LTI) systems, the relation between its input x(t)
and the output y(t) is determined using the convolutional integral between x(t) and the impulse
response h(t).

y@® = [ x(Dh(t - 1)dt (3.17)
Taking the Laplace transform for both sides in (1.1) gives
Y(s) = X(s)H(s) (3.18)

where s is the complex frequency variable and H(s) is the filter’s transfer function. For most of
filters under consideration H(s) is a rational function of s, i.e., the ratio between two real and
finite polynomials in s.

N(s) _ aps™+ap_1s"" 1 ++as5 +ag [T~ (s-2y)

= q, =2 (3.19)

D(s) S™ 4+ bp_1S™"1 +-4+ bys + by n TLi(s—pd)

H(s) =

Where N(s) and D(s) are the numerator and denominator polynomials respectively, m is the
filter’s order, z; and p; are the roots of the numerator and denominator respectively (Also called
zeros and poles). For the system to be causal; m should be greater than n. For stability reasons,
a; and b; must be real and b; must be positive [15].

If the signal is sinusoidal with angular frequencyw, this allows the substitution of s by jw in
(3.19).

H(jw) = |H(jw)|e 1 (3.20)

where H(jw) can be considered as the Fourier transform of h(t). Equation (3.20) represents the
filter’s transfer function in terms of its magnitude and phase response. It is a usual practice to
represent the magnitude of H(jw) in the form
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A(w) = 20log(|H(jw)) (3.21)

This gives the filter gain in decibels. However, in most cases, we talk about the filter attenuation
or loss, - A(w), also in dB.

3.9.3 Filters Mathematical Approximation

A physical realization of an ideal filter transfer function is impossible. Hence, a frequency
scheme is given, which is dependent on many system parameters and trade-offs. Within this
frequency scheme the real filter transfer function has to be located. Important selection criteria
are for example a fast transition from the pass-band to the stop-band or a minimum filter
distortion. As we approach the ideal filter transfer function, we need to put greater effort
regarding number of elements, power consumption or costs. Various approximations for the ideal
filter transfer functions are realizable. Important and popular approximation functions are
Butterworth approximations, which are explained in more detail, Chebyshev and inverse
Chebyshev approximations, elliptic or Cauer approximations, and Bessel approximations.

Butterworth Approximation

The Butterworth filter was first described by Stephen Butterworth and is nowadays popular and
often used. The Butterworth filter approximation is demonstrated on the normalized low-pass
filter. Frequency transformation can be made to realize different types of filters. The normalized
Butterworth function of Nth-order is given by:

. 1
H(](x)) = NEEvSIae (3.22)

The Butterworth low-pass filter has some important characteristics:

e The magnitude function of a Butterworth low-pass filter is monotonically decreasing for
> 0 and the maximum of |H(jw)]| is at w = 0.

e An Nth-order Butterworth low-pass filter has a maximally flat magnitude function.

e A Butterworth filter shows an overshoot in the step response in the time domain, which
worsens at rising filter-order N.

e Butterworth filter is characterized by its low group delay.

e The Butterworth response completely avoids ripples in the pass/stop bands at the expense
of the transition band slope.

The distribution of the poles and zeros in the s-plane are characteristic for filters and can also be
used for filter identification. A normalized Butterworth low-pass filter has its poles in the left
half plane on the circumference of the unity circle with the center in the point of origin of the s-
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plane. The poles are spread equidistant over the half circle in the left half s-plane. The location of
the poles s, of H(S) in the left half plane can be calculated as:

2k+N-1 . . (2k+N-1
|+ jsin 4
2N 2N

In case of an even filter order no real pole is existent, an odd filter order has exactly one real
pole.

Sk = 0 + jw, = cos( (3.23)

Chebyshev (Equiripple) Approximation

Chebyshev filters offer a frequency response that approximates the ideal low-pass filter more
precisely than a Butterworth filter. The transfer function has only poles and lack of any finite
zeros. The pass-band of a Chebyshev filter exhibits a pass band ripple, which ranges between
two constant values. The ripple amplitude can be adjusted freely. The ripple amplitude is directly
proportional to the filter slope in the transition-band (filter selectivity) and the overshoot of the
step response in the time domain. The greater the pass-band ripple, the higher the filter
selectivity and the overshoot. The number of ripples depends on the order N of the filter. For
frequencies greater than the cut-off frequency the filter has a monotonically decreasing
magnitude function similar to Butterworth filters.

Inverse Chebyshev Approximation

The inverse Chebyshev filter has complementary properties of the Chebyshev filter concerning
the magnitude response. In the pass-band the magnitude function is monotonically decreasing for
® > 0 and the equiripple appears in the stop-band. The filter selectivity is not as high as in
Chebyshev filters. The zeros in the filter transfer function bring an additional realization effort.

Elliptic or Cauer Approximation

Elliptic filters have an equal ripple in the pass-band and in the stop-band. Therefore elliptic filter
is also called double Chebyshev filter. The two ripples are individually adjustable. The transition
between pass-band and stop-band shows high filter selectivity. The sharp filter edge is realized
by a transfer function using a balanced combination of poles and zeros. The magnitude function
of an elliptic filter is the best approximation of the ideal low-pass filter compared to Butterworth
and Chebyshev filters.

Bessel Approximation

In contrast to Butterworth or Chebyshev filters, which approximate the magnitude function of an
ideal low-pass filter, the Bessel filter approximates the phase response. Hence, the Bessel filter is
also called maximally flat group delay filter. In the pass-band the Bessel filter has a distortion
free transmission and keeps the group delay constant. The constant group delay in the pass-band
results in a step response, which shows no overshoot. The filter selectivity is not as good as in
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Butterworth filter structures. The filter order N is the only parameter to adjust a normalized
Bessel filter. The value of N defines the phase and the magnitude response. The higher the filter
order, the larger the frequency range with constant group delay and the higher the filter
selectivity.

3.9.3 Analog Active Filter Topologies

Various filtration techniques and topologies have been developed in the previous decades. Each
topology is used for certain applications and frequency ranges. Fig. 3.52 shows a classification of
active filters topologies used across different frequency ranges. The widely used active filter
topologies are Op amp-RC, Gm-C and Switched-C filters.
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Wireless communicatio Hard disk drive
Video Space

Sensors
Sigma delta converters|Wireless Communica

Loop filter in PLL

>

> — >
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Figure 3.52: Classification of active filters topologies used across different frequency ranges
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Opamp RC Filters

The RC active filters are still being used in low-frequency applications. These filters use op
amps, resistors and capacitors as basic elements. In integrated circuits, the resistors can be
implemented either as diffused or poly-silicon resistors. The absolute accuracy of the resistance
is in the order of 30%. The linearity of the poly-silicon resistors is quite good and the accuracy of
resistor ratios can be as good as 1%. Nevertheless, the accuracy of the RC products can be as
worse as 50%. Even more, the RC product is a strong function of both technology tolerances and
temperature variations. In filtering applications, the frequency of the poles and the frequency of
the zeros are determined by RC products. Typically, the quality factor of the filter is determined
by resistors and/or capacitor ratios. Because the filters are more sensitive to variations in the
frequency of the poles than to the quality factor of the poles, the accuracy of the active RC filters
is quite low. The accuracy of these filters can be improved if certain kind of tuning, either on
chip or externally, is included. The active RC filter approach is almost not used for high-
frequency applications because there are some other major disadvantages; e.g. the resistors are
implemented in long strips over field oxide or over active area. Therefore, there are distributed
capacitors connected to the resistor. These distributed capacitors limit both the precision and the
high frequency performance of the filter. Furthermore, due to the use of the resistors buffered op
amps are required. The two poles buffered Opamp limits the frequency response of the system
and increases dramatically the power consumption.

OTA-C Filters

A more versatile technique is the so-called OTA-C. OTA-C filters have already been used for
frequency ranges from audio frequencies (a few kHz) up to very high-frequency (GHz range).
The OTA is a voltage-to-current transducer with very high output impedance. The C stands for a
capacitor implemented in CMOS technology. The OTA has tunable trans-conductance and can
work at high frequencies, which make it most attractive for fully integrated high frequency filter
design. It is used as an open loop amplifier in gm-C filter design. Practical OTAs will have finite
input and output impedances. At very high frequencies, the OTA trans-conductance will be
frequency dependent. These non-ideal characteristics will degrade frequency performances of
OTA-C filters. Practical OTAs also exhibit nonlinearity for large signals and have noise, which
will affect the dynamic range of OTA-C filters. In fully integrated high frequency gm-C filter
design, automatic tuning circuitry is usually included on the same chip to overcome the effects of
parasitics, temperature and environment.
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Switched-C Filters

In switched capacitor filters, the main characteristics are determined by a clock frequency and by
capacitor ratios. In CMOS technologies both parameters can be controlled with an accuracy as
high as 0.5%. Even more both parameters, clock frequency and capacitor ratios, are almost
independent of the process parameter tolerances and temperature variations. Hence, a major
advantage of this technique is the high accuracy of its integrator time constant. Therefore, the use
of additional tuning circuits is avoided. These factors make these techniques very attractive for
the design of high-performance analog integrated filters. In low frequency applications, the high
DC gain and high Gain-Bandwidth Product (GBW) of the CMOS Operational Amplifiers (Op
amps) make these filters insensitive to the parasitic capacitors. Furthermore, as the poly-silicon
capacitors are quite linear and due to the Op amp local feedback (small ac-signal at its input
terminals), the Total Harmonic Distortion (THD) of the switched-capacitor filters is very low,
e.g. THD < - 70 dB. Unfortunately, these advantages of switched-capacitor filters are not
necessarily maintained for high-frequency applications. This is mainly due to the finite
parameters of the Op Amp (finite DC gain and finite GBW), finite resistance of the switches, and
clock feed through effect. In high-frequency applications, the Op amp has to be fast enough to
settle to the right output within a half clock period. For a settling precision of 0.1 %, the settling
time should be higher than the GBW of the Op amp at least by a factor 7. However, due to the
additional capacitors connected to the OPAMP output the effective settling time increases and as
a result even larger GBWs are required. Typically a factor 10 (or more) instead of 7 is very often
used. In order to guarantee the stability of the closed loop system, the second pole of the Op amp
should be placed around 3 times higher than GBW. For high-frequency applications it is very
difficult to satisfy last constraint because it means that the frequency of the Op amp second pole
should be higher than the clock frequency by a factor of 30. The other major limitation of
switched-capacitor systems is the relatively low DC gain of the CMOS Op amp. The DC gain of
the Op amp has to be high enough to reduce the ac signal at its input terminals. If so, the circuit
becomes parasitic insensitive and allows the total charge and discharge of the capacitors.

3.9.4 DAC Reconstruction Filter Implementation

The output of the DAC consists of rectangular pulses summed together. In the frequency domain,
these pulses become a weighted sinc function. This sinc function in the output causes spectral
images. To reduce the impact of the spectral images, a reconstruction filter is applied to the
output of the converter. This filter consists of a multi-order low pass filter. By filtering the
output, the pulse-like output is smoothed to appear sinusoidal.

For this design, a Butterworth low pass filter was chosen. This is because the Butterworth filter
has a maximally flat response opposed to other common filter types as stated in section 3.9.3.In
order to define the required order of the filter; the magnitude frequency response in (3.22) is
used.
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Using equation (3.22), we can find that the pass band magnitude can be estimated as:
Ap (indB) = 10log(1 +€%)  (3.23)

While the stop band magnitude can be estimated as:

As (indB) = 10log(1 +€? Qs?™) (3.24)

stop band frequency

where (0s = , n is the filter order, and € can be set to 1 is set to one in

pass band frequency
order to have the gain of the filter through the pass band equal to 0 dB.
According to the specs required from the filter, namely having pass band width of 120 KHz and
stop band attenuation of 50 dB at 500 KHz, it can be found that Qs is equal to 4.167. By
substituting with the required values, the filter needed is a 4" order low pass filter.

The 4™ order low pass filter can be implemented as 2 successive biquads, each of them is
considered a second order filter. For a second order filter, the general transfer function is shown
in (3.25):

w02

wo

H(s) =
s?2 +75+ wo?

(3.25)

According to (3.25), for getting quality factor (Q) greater than %2 , complex poles will certainly
be created.

As the filter to be designed has a cut-off frequency (corner frequency) in the range of hundreds
of KQs, it can be found, as obvious in Fig.3.52, that the most proper topology to be used is the
Op amp RC topology.

Biquads in Op amp RC topology can be implemented either using single amplifier, or two
amplifiers like Geffe Biquad or even three amplifiers like Tow-Thomas Biquad. To decide which
kind of Biquads to be used, first we need to briefly characterize these 3 Biquad topologies.

The general performance parameters of a biquad are listed as:

e Parasitic Insensitivity: This parameter means that the filter performance is not affected
by the parasitic capacitances of different nodes within the filter.

e Small Parameter Sensitivity: Small process variations on the R and C sections should
have low effect on the quality of the filter.

e Independent Tuning: It is better to be able to independently tune the gain and bandwidth
of the filter.

e Small Component Spread: Having components of nearly equal sizes enhances the
accuracy of the filter performance.

e No Op amp input Swing: It is easier to design an op amp with no input swing which is
achieved if the inputs i=of the op amp are connected to virtual ground nodes.

Single amplifier biquads cannot achieve the small parameter sensitivity and the small component
spread at the same time unlike the two and three amplifiers biquads. But on the other hand,
multiple amplifier biguads consume much power and need large areas to be implemented. So, as
the system required to be implemented has constraints on the power consumed, single amplifier
bigquad was chosen.
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The Multiple Feedback Single Amplifier Biquad architecture, shown in Fig.3.53, was chosen as
it needs less power, less area and simple op amp design and specifications. The drawback of this
architecture is its parasitic sensitivity as the parasitic capacitances can affect the performance of
the filter but as this filter will be operated at relatively low frequencies; this draw back will not
have any dominant effects. Another drawback of this architecture is its high parameter
sensitivity. Changes due to process or temperature can affect several components of the filter
degrading its performance. So, to overcome this drawback, programmability phase has been
introduced to the filter in order to count for the process and temperature variations. This
programmability phase will be discussed in details in next sections.

R1 R2
Vin ——AANA AW

—OVour

Figure 3.53: Multiple Feedback Biquad

The transfer function of this biquad is obtained as:

-1
H(S) — - Ili’l.RZ.Ci.CZ - (326)

2 1 . - .
o +(R1.Cl "R2.C1' R3.C1)S "R2.R3.C1.C2

As the order of the filter is 4" order, the poles of its transfer function can be obtained through
(3.23) which represents the poles equation according to butter worth normalized approximation.

The poles of this 4™ order filter on the s plane are located at:
s1=(-0.3826 + j 0.9238), s2= (-0.3826 - j 0.9238), s3= (- 0.9238 -j0.3826), and
s4= (- 0.9238+j0.3826).

By distributing these 4 poles on the 2 stages and de-normalizing for cut off frequency of 100
KHz (2pi*100KHz), the required transfer functions of each of the 2 biquads are given as:

(3.94% 1011)
s24+1161006s+3.94* 1011

(3.94% 1011)

H1(s) =
( ) s24+480663s+3.94% 1011

, H2(s) =
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It can be noticed that the quality factor of the second biquad (1.307) is higher than that of the
first biquad (0.54). This is in order to prevent the peaking of the signal in the middle node
between the two stages.

Now we have the transfer function of the filter topology and the required transfer functions for
the 2 biquads. So the values of resistors and capacitors can be easily estimated as shown in table
3.5. Components used are rppoly_wo resistors and mimcap 3 terminal capacitors.

Table 3.5: Filter Components Values

R1 R2 R3 Cl C2
First Stage 45 KQ 23 KQ 45 KQ 60 pF 11 pF
Second Stage | 75 KQ 36KQ 75 KQ 20 pF 11 pF

Fig.3.54 shows the implemented 4" order butter worth reconstruction filter. The op amps used
for its implementation are the same as the one used in the implementation of the buffer in section
3.8.

The achieved cut-off frequency of the filter is 116 KHz as depicted in Fig.3.55 with attenuation
of 49 dB at 500 KHz. This corresponds with the required specification of the filter to a great
extent.

Figure 3.54: Implemented 4th order butter worth filter
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Figure 3.55: AC response of the reconstruction filter

Fig.3.56 shows the transient response of the filter. It can be seen that the filter causes delay of
4us in the path of the signal. The noise figure of the filter was simulated and it achieved noise
figure of 45 dB at the typical corners. By varying the temperature, it was observed, as shown in
Fig.3.57 that the noise figure at 100 KHz didn’t vary in a great manner.
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Figure 3.56: Transient response of the reconstruction filter
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Figure 3.57: Noise Figure of the implemented filter across temperature variations

79



250.0 4

200.0 o

150.0 o

dB (dR)

1000 o

50,0

oo A

1) 1 z 2 4 105 1 Dﬁ 1 D? 1 DS 109
freq (Hz)

Figure 3.58: Noise Figure of the implemented filter across temperature variations and
process variations of the components

The filter was simulated under different process variations as well as different temperatures
through corner analysis. The AC response of the filter was affected by the variations especially
the variations in the process variations of the passives. Fig.3.59 shows the AC response
variations across different corners. Table 3.6 shows the variation in the cut-off frequency and the
stop band attenuation at stop band for the main corners.

Table 3.6: Filter variations across corners

Corner Cut-off frequency Stop band Attenuation
Temp = 27, typical-typical 116 KHz 49 dB

Temp = 120, typical-typical 116.2 KHz 48 dB

Temp = -40, typical-typical 114.37 KHz 50 dB

Temp = 27, fast-fast 133.3 KHz 43.45 dB

Temp = 120, fast-fast 134 KHz 42.6 dB

Temp = -40, fast-fast 131 KHz 44.33 dB

Temp = 27, slow-slow 101.8 KHz 54 dB

Temp = 120, slow-slow 103 KHz 53.25 dB

Temp = -40, slow-slow 99.2 KHz 54 dB
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Figure 3.59: Variations in the AC response of the filter across corners

From table 3.6, it is obvious that the bandwidth of the filter increases by increasing the
temperature and in the fast-fast corner. The change in the cut-off frequency of the filter is
responsible for the change in the attenuation level at stop band. As temperature increases, more
current is conducted in the circuit, therefore as current increases, the resistivity of the poly
material forming the resistors decreases, leading to higher bandwidth. Same analysis can be done
for the fast-fast process variation, because in this variation the threshold voltage decreases,
giving chance for more current to be conducted as well.

In order to achieve the system requirements for all cases, the filter needs to be programmable so
that it would be able to achieve the required bandwidth and stop band attenuation for all corners.
From Fig.3.59 and table 3.6, the variation in the AC response due to change in temperature is
small enough to be tolerable, however the variation due to process parameters change is rather
large. Therefore, the cases will be classified into 3 groups; one for typical-typical, another one
for fast-fast and the last one for small-small.

Programmability is applied on the filter by adding components of different values instead of the
previously implemented ones. These new components alongside with the old ones will be
connected to the circuit through switches. The control on the switches will be applied from high
layers according to the process variation produced from the fab after manufacturing the IC chip.
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This control will decide which component will be connected to the circuit and which will not be
connected. This programmability technique causes loss in area due to the presence of redundant
components; therefore it requires careful implementation in order to change only the smallest
possible number of components.

Control is done using 2 bits X0 and X1 as we only have 3 different states. According to the
transfer function of the biquad topology used, shown in (3.26), in order to change the cut-off
frequency of the biquad, we can change the value of the capacitors or resistors. As this topology
has lower number of capacitors than the number of resistors; it was chosen to tune the capacitors.

For the fast-fast corner, the circuit suffers from bandwidth higher than the required which leads
to lower attenuation at the stop band. So, to decrease this bandwidth we need to increase the
capacitance. Changing C1 capacitor of the first stage from 60 pF to 90 pF was enough to achieve
the required performance as shown in Fig.3.60. Therefore, the 2 capacitors (60 pF and 90 pF) are
placed and connected to the circuit through two switches controlled by XO.

On the other hand, for the slow-slow corner, the filter suffers from bandwidth lower than the
required which leads to undesirable attenuation in the pass band. So, to increase this bandwidth
we need to decrease the capacitance. Changing C2 capacitor of the second stage from 11 pF to 7
pF was enough to achieve the required performance as shown in Fig.3.61. Therefore, the 2
capacitors (11 pF and 7 pF) are placed and connected to the circuit through two switches
controlled by X1. Fig.3.62 shows the performance of the filter at all main corners after
programmability. It shows outstanding uniformity in the performance for all cases.
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Figure 3.60: Programmable Filter performance at the fast-fast corner
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Figure 3.62: Filter performance at all corners after programmability

Concerning the linearity of the filter, P1dB compression point was calculated and it was high
enough to pass the full scale output signal of the DAC without any compression. The P1dB point
of the filter, as shown in Fig.3.63, is equal to 8.57 dBm which corresponds to input peak voltage
of 850 mV which is much greater than the full scale output of the DAC (200 mV), so the filter
achieves great linearity performance.
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Figure 3.63: Reconstruction Filter P1dB compression point using pss simulation
3.10 Full DAC System Integration Results

Once the DAC was completed, a test bench was created which can be seen in Fig.3.64. To test
the dynamic performance of the DAC, an ADC was required. Instead of constructing a 10 bit
ADC, an ideal circuit was used from the Cadence ahdILib. This library contains ideal circuits
built using Verilog-A. The model present in the library was for an 8 bit ADC, so its Verilog-A
code was modified and extended to be 10 bit ADC. The modified Verilog-A code is placed in
Appendix 1.
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Figure 3.65: Transient response of the DAC system

Fig.3.65 shows the transient response of the DAC integrated system. The input signal to the ideal
ADC is plotted along with the DAC output and the reconstruction filter output. It can be seen
that the output signal of the DAC suffers from glitches due to its stair-case nature, but the
reconstruction filter was able to smooth the signal completely and get rid of the glitches. Also,
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the delay of 4 us due to the filter settling time is clear, this high settling time for the filter is due
to its very narrow bandwidth (only 120 KHz).

In order to test the linearity of the DAC and obtain its SFDR; periodic steady state (pss) analysis
was applied on the whole DAC system with beat frequency of 100 KHz. The DAC achieved
SFDR of 75 dB and the highest harmonic was the third harmonic as shown in Fig. 3.66. Also the
total harmonic distortion (THD) was calculated to be -74.5 dB as can be estimated from the
result in Fig.3.67.
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Figure 3.66: DAC system output harmonics
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Figure 3.67: DAC system output THD

The output noise level after the DAC was simulated and it showed a noise level of -153 dBm/Hz
at offset 500 KHz. A peak appears in the noise response at 100 KHz frequency, as shown in
Fig.3.68, this is because this point represents the end of the pass band and at higher frequencies;
the filter will start to dominate the response.
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Figure 3.68: DAC system output noise

The output DAC integrated noise in the region from DC to 3.2 MHz (fs/2) was calculated and it
was equal to 4.96x 107° V2/Hz, as shown in Fig.3.69 and this corresponds to SNR = 10 log
2% = 69 dB.

4.96% 1079
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Figure 3.69: DAC system output integrated noise summary

The rise time of the converter was measured to see how fast the output transitions. A step input
was given to the DAC so that the output would change from zero to the full scale range. The
measurement was taken when the output settled within 1 LSB of the final step response. The rise
time of the converter was measured to be 217 ns as shown in Fig.3.70. It’s worth to be
mentioned that the test was applied on the output node of the DAC buffer before the filter.
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Figure 3.70: DAC rise time simulation

After examining the dynamic performance of the DAC, we move to examining its static
performance. The setup for testing the static linearity properties, depicted in Fig.3.71, shows that
the input bits are simulated as pulse voltage sources. By making the frequencies of these sources
double of each other, we can make these 10 sources simulate all the possible codes for the DAC,
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starting from all zeros case to the full scale. The resulting stair-case voltage output of the DAC is
depicted in Fig. 3.72

The differential non linearity and the integral non linearity were calculated for all codes by
exporting the transient results of the DAC output from Cadence Spectre to Matlab. A Matlab
script, found in Appendix 2, was written in order to measure the DNL and INL of the DAC based
on their definition stated in section 3.2. The resulting maximum DNL of the converter was
measured to be 0.16 LSB at the 608" code. This code corresponds to 1000110000, at this code
the 2 highest weighted branches of the current steering DAC core LS segment are on along with
8 branches from the MS segment; therefore it’s considered the highest step in the full scale stair
case. Considering the INL, its greatest value was 0.96 LSB just slightly below the maximum
limit of the INL for proper monotonic DAC performance.
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Figure 3.71: Full System Integration for Static performance test
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Figure 3.72: Output DAC staircase voltage
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Offset error of the DAC can be easily noticed from the staircase output and is equal to 8.5 mV.
However, to calculate the gain error, a linear line having the same start and end points of the
DAC staircase was plotted and the gain of two lines was calculated in the middle region by

extracting two points from each line. The gain error was calculated to be 15uV /LSB. Fig.3.75
clarifies the calculation of the gain error.
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Figure 3.75: Gain error of the DAC system

Finally, we reach to the power dissipation of the DAC system. It can be categorized into the
digital sub-circuits, and the analog circuits. The analog power dissipation is based on the current
drawn through the load resistor by the converter. Since the full scale output current of the DAC
is designed to be 1024 pA, then the power consumed by the DAC current cells is 1.228 mW.

In addition to this, the filter and the DAC output buffer also consumes an amount of current
calculated to be 2.9 mA which corresponds to 3.48 mW.

For the digital sub-circuits, the average power dissipation for the thermometer decoder is 83.5
uW, and the local decoder consumes 34 uW. Each latch needs 73.9 uW and as we have 21
latches, total power needed by these latches is 1.55 mW. The switch drivers also sink total
amount of current of 80 pA each; so all the switch drivers consume 2mW.

By adding all these power values, it can be found that the full DAC system consumes 8.5 mW.
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3.11 NB-1oT Transmitter Envelope path

For the designed transmitter envelope path, the system level design showed the need for a 10 bit
DAC similar to that implemented for the phase path. The only difference is the need of a
reconstruction filter with different specifications as well as a DC-to DC converter in order to
convert the envelope signal generated from the DAC to a higher voltage level to act as a variable
supply for the power amplifier to restore the amplitude information of the signal. The DC to DC
converter was implemented as an ideal block, the DAC used for the envelope path is exactly the
same as the one implemented in previous sections; therefore we will focus on th envelope pathe
filter requirements and implementation in this section.

According to the work done in [16], it was found that the bandwidth of the envelope signal for a
SC-FDMA QPSK modulated signal can reach 6 times the bandwidth of the phase signal;
therefore the required bandwidth of the envelope filter was estimated to be 600 KHz. The stop
band attenuation was defined to be 50 dB at 3.2 MHz as this attenuation is enough to get rid of
the effect of aliases.

By moving through similar procedure as that explained in section 3.9, it was found that these
specifications can be met by designing a 4™ order butter worth low pass filter with multiple
feedback topology. Table 3.7 show the values of the resistors and capacitors used in this
implementation.

Table 3.7: Envelope Filter Components’ Values

R1 R2 R3 Cl C2
First Stage 5.5 KQ 2.8 KQ 5.5 KQ 75 pF 11 pF
Second Stage | 14 KQ 7KQ 14 KQ 12 pF 11 pF

The performance of the filter is depicted in the Figures 3.76 to 3.79. The filter achieved stop
band attenuation of -51 dB at 3.2 MHz with total settling time of 0.75 pus. Total noise Figure
generated from the filter is 37.6 dB and the P1dB compression point was calculated to be 8.742
dBm
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Figure 3.77: Envelope Filter transient Response
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Figure 3.79: Envelope Filter P1dB compression point
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Comparing the performance of the envelope filter with the phase filter shows that increasing the
bandwidth of the reconstruction filter leads to a significant decrease in its settling time as
highlighted in Fig.3.80. Also the increase in the bandwidth lead to the usage of lower resistors
in the Op amp RC architecture of filters; this decrease in resistor values lead to lower noise
figure.

Figure 3.80: Group delay of both the reconstruction filters of the phase and the envelope

3.12 Conclusion

A 10 bit current steering DAC was designed to act as first stage of a NB-1oT transmitter. The
DAC was implemented with segmentation ratio of 40% and was able to achieve worst case DNL
of 0.164 LSB and worst case INL of 0.97 LSB. The dynamic performance of the DAC was tested
and it achieved SFDR of 75 dB and SNR equal to 69 dB corresponding to the output noise level
of -153 dBm/Hz. The DAC needs at most 217 ns in order to settle at its final value. The DAC
was followed by a reconstruction filter in order to smooth the output signal and achieve the
required noise level at offset 500 KHz which represents the PLL bandwidth. The reconstruction
filter was implemented as 4th order butter worth low pass filter; it was designed based on the op
amp RC topology. The filter achieved band stop attenuation of 50 dB at 500 KHz with noise
figure of 45 dB and P1dB compression point of 8.57 dBm. The group delay of the filter at 100
KHz was measured to be 4.2 ps. The overall DAC system consumed less than 8.5 mW for
sampling frequency of 6.4 MS/sec.
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Chapter 4 : Mixer

Frequency translation is a substantial operation in wireless transceivers. It can be either
up-conversion for transmitters or down-conversion for receivers. Great efforts were exerted to
come up with variety of implementations for mixers in both active and passive forms. Each of
These variants will favor some performance parameters over another and the choice of which
circuit to use will be decided based on the need of the designer. In order to judge the
performance of mixers- either passive or active - , we have to know their performance
parameters [1]. Briefly, they are linearity, conversion gain, port-to-port feedthrough and noise
figure. It is also important to mention the concept of single and double balanced mixers and their
pros and cons. coming till here, it's time to talk about these parameters in more details.

4.1. Performance Parameters

Conversion gain: What makes Conversion gain unique from the gain of amplifiers is that
Conversion gain is defined between two signals that are not at the same frequency due to
frequency translation. In addition, it may be a voltage or power conversion gain. Strictly
speaking, voltage conversion gain is defined as the ratio of the RMS voltage at the IF port
(Output) to the RMS voltage at the RF port (Input). The previous definition is assuming a down-
conversion mixer but it can be also applied to the case of up-conversion mixer without loss of
generality.

Port-to-port feedthrough: Due to the inevitable intrinsic capacitances of the device, we
will suffer from unwanted signal leakage between ports as shown in Fig. 4.1. The severity of
port-to-port feedthrough will vary according to the transceiver architecture. For example as
shown in Fig. 4.2, LO-RF feedthrough causes DC offsets at the IF port and in case of direct
conversion, it may cause Radiation from antenna. RF-LO feedthrough in Direct conversion
receivers may cause LO injection pulling which will corrupt the LO spectrum [1]. That is why
we use LO buffers. On the other hand, in transmitters we care more about LO-RF feedthrough
because it would corrupt the transmitted signal constellation as shown in Fig. 4.3, which will
raise EVM.

Noise figure: Generally, Noise figure is used to know how much degradation in SNR. Due
to frequency translation in mixers, mixers' noise figure has two definition to account for noise
folding in image bands. As shown in Fig. 4.4, Single side band noise figure is used when the
desired signal is on one of the sides of w;, and not both. As shown in figure(3-b) Double side
band noise figure is used when signal is on both sides of w;, (Which is the case in Direct
conversion receivers). For noiseless mixers, DSB noise figure is 0 dB while SSB noise figure is 3
dB due to the extra noise component folded back as shown in the Fig 4.5.Thus, we can say that
SSB noise figure is more than DSB noise figure by 3 dB.
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Figure 4.3: DC offset in transmitted constellation due to LO-RF feedthrough
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Linearity: In mixers, linearity and noise cannot be treated independently. For convenience,
we will investigate both cases of receiver and transmitter. In receivers, we seek to achieve
linearity specification without raising NF. Moreover, we may sacrifice NF to increase linearity
and compensate this by raising gain of the LNA to make noise of the subsequent stages
negligible. On the other hand, in transmitters we favor linearity over noise as we deal with large
signal levels. Up-conversion mixer linearity is dependent on the baseband signal swing and type
of modulation. 1db compression point is used to quantify how linear is the system as shown in
Fig. 4.6.
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102



4.2. Mixer’s Classification

Mixers can be classified into active and passive. Another classification is to categorize
them as unbalanced, single balanced or double balanced. An unbalanced mixer is that with both
input and LO signal in single ended fashion. The distinction between single and double balanced
will be discussed in a later section. It is worth mentioning that the previous two classification are
independent. In other words, both passive and active mixers could be unbalanced, single
balanced or double balanced.

4.2.1. Single-balanced Vs Double-balanced

By single balanced, we mean that only LO signal is differential while the input
signal is not. If we have both LO and input signals in differential fashion, then we
have a double balanced mixer. Single balanced mixers are called so because of the
balanced LO waveforms, this configuration provides differential outputs even with a
single ended RF input, easing the design of subsequent stages. Also, the LO-RF
feedthrough at w,, vanishes if the circuit is symmetric. On the other hand; the single-
balanced mixer suffers from significant LO-IF feedthrough. In the double balanced
mixer, the circuit operates with both balanced LO waveforms and balanced RF inputs.
The advantage of such topology is the cancellation of the LO-IF feedthrough. Figures
4.7 and 4.8 show the implementations of single and double balanced passive mixers
respectively.

4.2.2. Active Vs Passive

Mixers can be generally classified as passive topologies, whose transistors do not
operate as amplifying devices and active topologies, which achieves conversion
voltage gain higher than unity. Both can be realized as a single-balanced or a double-
balanced circuit. Passive mixers provide better linearity performance than active
mixers but worse noise performance. On the other hand, active mixers provide better
isolation between ports as passive mixers incorporate impedance translation from
baseband to RF port. Passive mixers have the temptation of having no DC current
flowing through it. Hence, ideally, there is no flicker noise. Consequently, passive
mixers are good candidates for low power applications. Unfortunately, to enjoy the
aforementioned merits, we have to afford that switching is lossy operation. They can
give loss ranging from few dBs to around 10 dBs.
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4.3. Passive Mixer Topologies

Passive mixers can be either in voltage mode or in current mode. The choice of which mode
to use is not only dependent on the given specifications, but also it depends on the output of the
previous stage whether it is voltage or current. For convenience, in receivers if we have a low
noise trans-impedance amplifier, we would better use a current mode mixer. For our case, we
will see which is better to use in the next two sections.
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4.3.1. Current-mode Passive Mixer

As shown in Fig. 4.9, a current passive mixer is composed of switching quad that
commutes the input AC current periodically [2]. Since the output is current from the
switching quad, we have to convert it to voltage for the sake of the next blocks. A
trans-impedance amplifier is used for this task. Moreover, if the previous stage is not
delivering a current, which is the case in the DAC’s filter used in this chain, we have
to use a Gm stage to convert voltage to current. The switching quad linearity is
superior. The same claim holds for the TIA due to the feedback, which creates a low
impedance node, making swing at the input too small. Unfortunately, the linearity of
Both TIA and switching quad will be degraded dramatically by the humble linearity
of Gm stage. Moreover, huge current will be used for TIA and Gm stage. Based on
the previous comparative study of advantages and disadvantages of the current mode
passive mixer, it will not suitable for this application because we need linear mixer
with low power consumption.
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Figure 4.9: Current mode passive mixer

4.3.2. Proposed Passive Mixer

A voltage mode passive mixer would be favored among these topologies [1]. It is
composed of switching quad that takes an input voltage. This voltage is used to feed
the output nodes in certain sequence. For example, assuming 50% duty cycle, node X
will be feed by the positive terminal of the input for half of the LO cycle and by the
negative terminal on the other half of the cycle. The output waveform is shown in
Fig. 4.11. The advantage of voltage mode mixer is that we do not have to use a Gm
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stage before it. This will lead to superior linearity because switching quad can offer
high linearity as mentioned in section 4.2.1. Moreover, this topology will give low
power solution. More details can be found in [3].

Regarding Conversion gain, an abstraction is made to the mixer as shown in Fig.
4.12. The conversion gain is as shown in (4.1).

Ge = 20logy [2(—2—) -2 (—2—) | (4.1)

ZL+RonN||ZoFF ZL+ ZofrF

Regarding noise performance, we can say for a 50% duty cycle, each output node is
connected to a single switch resistance at a time. This means that power spectral
density at output will be 8KT/g,,. This will lead to a noise figure as given by (4.2).

SSB NF = 10 logy, (é + ;) 4.2)
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Figure 4.10: Voltage mode passive mixer driving capacitive load
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4.3.2.1. Voltage-mode Mixer’s Issues

As we saw in the previous section how voltage mode passive mixer works,
we can say that a well-designed switch will lead to good performance. Therefore,
we have to mention some issues related) to MOS switches [4].

Voltage Limitation: A great attention must be given to the voltage levels
between the device terminals [4]. Each technology will specify the upper limit of
the voltage difference between the device terminals to avoid stress and keep it
reliable. If we exceeded these limits, we would suffer from irreversible
breakdown effects. For example, If the LO is high such that the voltage
difference between gate and source is high, the gate oxide will breakdown
irreversibly. Moreover, if the voltage between source and drain is too large, the
depletion region around the source will get wider until it touches that of the drain
and an excessive large current will flow. The latter mentioned issue manifests
itself more and more as the technology node advances. Therefore, a great
attention should be given to biasing to avoid these issues.
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Speed: Since sampling mixers drive capacitive load that is composed of the
capacitance of the next stage and its own parasitic capacitance, the input will
suffer from a delay due to the finite bandwidth RC filter as shown in Fig. 4.13.
This delay will lead to an error where the output will not track the input
faithfully. This will exacerbate distortion and reduction in conversion gain.
Therefore for good performance, we have to guarantee that the pole
at (15 Croaq) ! is sufficiently away from the operating frequency.

Feedthrough: Ideally, using double balanced mixers will remove both
feedthroughs from input and LO ports to the output port. However, practically
this rejection will be of finite value. Feedthrough is mainly due to the device
capacitance as shown in Fig. 4.14. LO to IF feedthrough is given more care
where the LO transitions are coupled to the output through a capacitive divider
between overlap capacitance Cgd and the load capacitance, causing error in the
sampled value at the sampling instants. From (4.3), we can say that driving heavy
capacitive load would reduce this effect. Finally, we have to say that using
perfectly matched double balanced mixer would make this issue insignificance.

W Cop
AV = (Viomien + Viopias) ——— (4.3)

W Cop+Croad

Charge Injection: For the MOS switch to be on, we set the gate to high voltage
in order to be enough for making strong inversion and form a conductive
channel. The channel is rich in charges and supposed to offer good transmission
for the signal without any distortion. When the gate signal goes down, the switch
is supposed to be completely off and there is no channel available for signal
transmission. Charge injection takes over when the switch is moving from ON to
OFF state as shown in Fig. 4.15. Roughly, half of the channel charges finds its
way to the input source while the other half will accumulate on the capacitive load
[4].We can calculate the voltage offset added due to charge injection using (4.4).

AV = W L Cox (VLo,HIGH+V Lo bias—Vin—VTH) (4.4)
2Croad

According to [4], charge injection introduces nonlinearity in addition to dc offsets
because the amount of accumulated charges is function of the input signal.
Nonlinearity will manifest itself more and more if we considered body effect.
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Figure 4.15: Charge injection effect on transmission accuracy
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4.3.3. Passive Mixer Results

For consistence, performance parameters that are addressed in section 4.1 are
simulated. Results are shown in plots for better visualization.

Conversion Gain: CG is plotted versus LO swing in Fig. 4.16. Conversion gain is
about -3.87 dB. From the plot, we can deduce that conversion gain is of well defined
value for LO swing equal to or above 750 mVpp. Practically, we have to use rail to
rail LO swing to avoid soft switching which will manifest nonidealities that will
degrade performance.

Noise Figure: In Fig. 4.17, noise figure is plotted versus frequency at different
corners. At typical situation, Noise figure of around 8 dB is achieved. At corners,
Noise figure will depart from its value at typical situation, achieving 6.415 dB at best
corner and around 10 dB at worst corner.

1-dB Compression Point: In Fig. 4.18, 1 dB compression point is calculated at
different corners. At typical situation, P1dB is around 12 dB. Linearity changes at
corners achieving 11.4 dBm at worst corner and 12.8 dBm at best corner.

Output Waveform: In Fig. 4.19, mixer’s output voltage is plotted versus time for an
input of amplitude 160mv. The waveform is near to the waveform shown in figure

(7).

LO-Baseband Feedthrough: In Fig. 4.20, LO feedthrough to the baseband port is
plotted for each harmonic of the LO signal. It is obvious that isolation is about -230
db. This means that LO signal is highly attenuated when it leaks to the baseband
port. Consequently, we won’t suffer from offset in the transmitted signal
constellation due to self-mixing.
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Figure 4.17: Noise figure
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P1dB compression point
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Figure 4.18: 1-dB compression point
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LO-Baseband feedthrough
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Figure 4.20: LO-Baseband feedthrough

4.4, Quadrature Summer

In quadrature up-converters, we must sum their outputs in order to be processed by the rest
of the chain. Hypothetically, if we have two voltage sources, we may sum them by connecting
them in series. Unfortunately, quadrature up-conversion mixers will not lend themselves to this
idea. On the other hand, summing currents can be made by injecting them into a single node. The
previous thoughts can give us a good method for solving this problem. As shown in the Fig. 4.21
we may convert voltages into currents, injecting these currents into nodes and then convert again
to voltage.

4.4.1. Voltage Summer Implementation

On the circuit level, a trans-conductor will play the role of converting voltage into
current. The most simple and well-known trans-conductor is a MOS device. On the
other hand, a trans-impedance amplifier can do the job of converting current into
voltage and the simplest implementation would be a resistor. As shown in Fig. 4.22,
a quasi-differential pair is used for summing voltage. Thanks to the ground at the
source terminal, we can achieve high linearity. After summing, we must have some
sort of filtering in order to extract the desired tone from the mixer output. For the
sake of this job, we may exploit the load resistance along with a capacitor parallel to
it in order to do the job of filtering and summing currents. It is worth mentioning that
a great attention should be given during design because the bias point in a strong
function of voltage and temperature variations.
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Figure 4.21: Hypothetical implementation of voltage summer

4.4.1. Voltage Summer Results

In this section, gain and linearity are simulated. Plots for results are given for
better visualization. As shown in Fig. 4.23, gain has minimum value around -11 dB
and maximum value around -4.8 dB at 250MHz. As shown in Fig. 4.24, input
referred 1db compression point is calculated at different corners. Its maximum value
is around 9.2 dBm and its minimum is around 0 dBm.
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Figure 4.22: Quasi-differential pair as voltage summer
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Figure 4.24: 1-dB compression point

4.5. Overall Results

To make sure that system level specifications are achieved. Simulations are carried out for I-
Q mixers followed by the summer. From system level design it is required to achieve total
conversion gain of -8.5 dB. At typical situation, conversion gain of -9.28 dB is achieved as
shown in Fig. 4.25. From system level design, it is required to achieve 1 dB compression point
not less than -3 dBm. In Fig. 4.26, 1 dB compression point is calculated at different corners. At
typical situation, P 1-dB is around 3 dBm. The 1 dB compression point is about 5.8 dBm at the
best corner while it falls to around -2.26 dBm at the worst corner. Additionally, we need to
achieve an overall maximum noise figure of 45 dB. Simulations were carried out and noise
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figure is plotted versus frequency at different corners in Fig. 4.27 At typical situation, the
achieved noise figure is about 36 dB. This value will fall to 32.76 dB at the best corner and rise
to 41.38 dB at the worst corner.
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Figure 4.25: Overall gain

116



(dBm)

dB (dB)

20,0

10.0

0.0

-10.0

-20.0

-30.0

~40.0

-50.0

-60.0

42,0

A0 YA YR e N T YERY ] kPO £ 12 A b vty PO ) vty PO | i vty O i e |

Power = "(50, {/netD37 /net041))"

1st Order freq = 250.1M

40.0

-30.0 -20.0 -10.0 0.0 10.0 20.0
pin (dBm)

Figure 4.26: Overall 1-dB compression point

40,0

38.0

36.0

M76: 251.35862MHz 36.393779dB

34.0

BT O O R L T O O (o R LRl O R 08 |

32.0

M78: 250.88909MHz 32.766468dR

250.0

T T T T T T T T T T T T T T r r T T T T T T T T
250.5 251.0 251.5 252.0 2525 253.0
freq (MHz)

Figure 4.27: Overall noise figure

117



References

[1]
[2]

[3]

[4]

B. Razavi, “RF microelectronics”, Upper Saddle River, NJ: Prentice Hall, 2012

Yun-Yong Yu, Si-Zheng Chen, Tong Li and Hao Min (2016) Design of a Low Power
Current-Driven Passive Mixer, IEEE.

K. Komoni and S. Sonkusale, "Modeling, simulation and implementation of a passive
mixer in 130nm CMOS technology and scaling issues for future technologies”, 2008 51st
Midwest Symposium on Circuits and Systems, 2008.

B. Razavi, “Design of analog CMOS integrated circuits”. Boston, Mass. McGraw-Hill.

118



Chapter 5 : Offset PLL

Phase-Locked Loops are from the most essential and critical building blocks in any RF
system. PLL’s are used in a variety of applications such as Frequency Synthesis, Frequency
Modulation and Demodulation, Clock and Data Recovery and Clock Skew Cancellation. In our
application, the PLL is used to precisely up-convert the phase path signal from IF frequency to
RF frequency.

5.1. Basic Concepts

A PLL can be simply considered as a negative feedback system for signal’s phase.
Ideally, PLL consists of a Phase Detector (PD) and a Voltage Controlled Oscillator (VCO) as
shown in Fig. 1. A phase detector is a circuit that detects the phase difference between two
signals and produce a proportional output voltage corresponding to this phase difference. The
VCO in turns generates an output signal with a frequency proportional to the applied voltage.
This output frequency can drift due to VCO’s phase noise. However, the loop locks this
frequency by means of negative feedback thus maintains an accurate and stable output
frequency.

5.2. Type-l1 PLL

From Control theory, a system type is determined by the number of poles which the open
loop transfer function has at the origin (at s=0). Type-I PLL is same as the simple PLL shown in
Fig. 5.1 except for the addition of a LPF (Loop filter) is to remove the high frequency
components added by the PD due to repetitive pulses which can modulate the VCO frequency.
Fig. 5.2 shows a simple block diagram representation for Type-1 PLL. The output of the loop
filter is the average voltage to these pulses and is used as a control voltage to the VCO. Having a
lower cut off frequency attenuates the ripples in Vcont. Since the PLL is a phase feedback
system, thus the transfer function should be derived from a phase-domain point of view. The
phase detector simply subtracts the output phase from the input phase and scales the result by a
factor of Kpp S0 as to generate an average voltage. This voltage is applied to the low-pass filter
and subsequently to the VCO. Since the phase detector only senses the output phase, the VCO
must be modeled as a circuit with a voltage input and a phase output. According to [1], the VCO
is modeled as ideal integrator with gain Kvco. The loop filter can be modeled by a simple
parallel RC section. The corresponding phase-domain model for Type-I PLL is shown in Fig.
5.3. The transfer function is then given by

H(s) = KppKyco (5.1)

R1C152+s+KppKyco
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By comparing (5.1) to the familiar second order system transfer function

H(s) = —2n" (5.2)

s2+28wps+wn?
where ¢ is the “damping factor” and w,, the “natural frequency”.

Thus,

_1 , WLPF
S( "~ 2+/KppKvco (5'3)

Wy = 4/ KppKycowrpr (5.4)

1

and Wipr = E

Type-I PLL incorporates some drawbacks as mentioned below [1].

e There is a tight relation between the loop stability (damping factor) and the LPF corner
frequency.

e The limited acquisition range, if the input frequency and the VCO free running
frequency are far apart at the startup, the PLL may never acquire lock.

¢ Finite static phase error and its variation with input frequency.

Ideal
Reference "

-

Figure 0.1: Simple PLL

PD —™ VCO 9 Vout
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Figure 5.3: Type-1 PLL Phase-domain Model

5.3. Type-Il (Charge Pump) PLL

One critical drawback of type-1 PLL is limited acquisition range. This limitation arises
because the PD produces little information if it senses unequal frequencies at its input. To
address the acquisition range issue, the PFD (Phase/Frequency Detector) is introduced.

5.3.1. Phase/ Frequency Detector (PFD)

Fig. 5.4 conceptually shows the operation of a PFD. The circuit produces two
outputs, Q4 and Qp, and operates based on the following principles: (1) a rising edge
on A yields a rising edge on Q4 (if Q4 is low), and (2) a rising edge on B resets QA
(if Q4 is high). The circuit is symmetric with respect to A and B (and Q4 and Qg,).
We observe from Fig. 4(a) that, if w4 > wg, then Q4 produces pulses while Qj,
remains at zero. Conversely, if wg > w,, then positive pulses appear at Qg, and Q4
= 0. On the other hand, as depicted in Fig. 2(b), if ws >wp, the circuit generates
pulses at either Q4 or Qp, with a width equal to the phase difference between A and
B. Thus, the average value of Q, — Qp, represents the frequency or phase difference.
To arrive at a circuit implementation of the above idea, we surmise that at least three
logical states are necessary: Q4 = Q5 =0; Q4 =0,Qz =1;and Q4 =1, Qg =0.1In
addition, to avoid dependence of the output upon the duty cycle of the inputs, the
circuit should be realized as an edge-triggered sequential machine. Fig. 5.5 shows a
state diagram summarizing the operation.
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Figure 0.5: State Diagram of the PFD

5.3.2. Charge Pump

To address the finite static error in phase and the dependency between system
stability and LPF corner frequency, Charge Pumps are introduced. A charge pump
sinks or sources current for a limited period. Fig. 5.6 shows a conceptual view of the
charge pump. When up is high and S1 is on, I1 charges C1. When down is high and
S2 is on, 12 discharges C1. Nominally, 11=12=Ip such that in locked condition when
up and down pulses arrive simultaneously, no current flows in C1 and Vout is kept
constant. The operation of the charge pump is shown in Fig. 5.7. During the Up
cycle, a pulse of width AT on Q4 turns S1 on for a period of AT charging C1 by
AT.I1/C1. During the Down cycle, a pulse of width AT on Qp turns S2 on for a
period of AT discharging C1 by AT.12/C1. Fig. 5.7 shows the integration behavior of
the charge pump, hence its transfer function is

Veont roy — Mo 1
A% (s) = (5.5)

277.'61 S
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In addition, the total transfer function of the charge pump PLL is given by

In Kyco LK
2nC1s S pAvco
H(s) = . = 5.6
(s) +_»_Kvco 2mCys2+IpKyco ( )
2nC1s S

Equation (5.6) shows that the open-loop transfer function has two poles at s=0, thus
called Type-1l PLL. Moreover, the system is unstable due to the absence of
coefficient of s in the characteristic equation. The system can be stabilized if one of
the two integrators (VCO and Charge Pump) becomes lossy. A series resistance is
added with C1 to introduce this effect as shown in Fig. 5.8. The closed loop transfer
function is now given by

IpKvco

_ 2nCq
H(s) = sz IpKveo, . TpKvco
T 2m 1T 2mcy

(R1C15+1)

(5.7)

Similar to Type-1 PLL, the transfer function in (5.7) is compared to the second order
system transfer function to get the damping coefficient and the natural frequency.

R I, K C
&= 71 /—p ;‘;" L (5.8)
I, K
w, = /?’ZH—VCC" (5.9)

Interestingly, as C1 increases (so as to reduce the ripple on the control voltage), so
does & —a trend opposite of that observed in type-1 PLLs.

For the continuous time approximation to be valid (i.e. the charge pump is
approximated correctly as an integrator), The bandwidth of the loop filter should be
much less than reference frequency (generally 0.1 reference frequency is sufficient)

Charge !
Pump :

Up

Down

Figure 5.6: Conceptual Charge Pump View
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5.4. Higher Order Loops

The loop filter consisting of R1 and C1 in Fig. 8 does not maintain a smooth control
voltage as it does not suppress the ripples resulting from current passing through R1 even in the
lock condition. Fig. 9 demonstrates the ripple resulting from Up/Down pulses arriving every Tin
seconds with a small skew equals AT.

A solution to smooth these ripples is to introduce a capacitor C2 tied directly from control line to
ground introducing a low impedance path for the unwanted charge pump current as shown in
Fig. 5.10.
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Figure 0.10: Addition of second capacitor to loop filter

5.5. Offset PLL

Offset PLL (OPLL) depends on mixers to perform feedback frequency-division
operation. As explained before, implementation of the divider using a mixer is to keep the phase
information without change while translating the VCO output frequency to the PFD/CP input
frequency [1]. The main difference between a PLL and an OPLL is that the frequency
modulation of the reference input is reproduced at the VCO output without scaling [2]. Fig. 11
shows a block diagram of the proposed OPLL in this work. A divide-by-2 divider is used and the
VCO is run at twice the PA frequency to avoid injection pulling between the PLL and the PA [1,
3]. Each block will be presented in details as well as OPLL system design equations and
parameters in the following subsections.
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55.1. OPLL Bandwidth

Phase locked loops perform low-pass filtration for reference frequency and/or
phase variations [1]. This behavior can be utilized to reduce the signal’s frequency
and/or phase noise. However, PLL has a high-pass behavior regarding the VCO
phase noise. Hence, a trade-off arises between reference spurs rejection and VCO
noise rejection. Additionally, tight PLL bandwidth increases the loop settling time
and hence, introduces more phase error [2]. Based on the previous discussion, PLL’s
bandwidth should be chosen in order to achieve a good compromise between good
noise suppression, hence relaxing noise requirements on baseband blocks, and
settling behavior and phase error. Therefore, the PLL’s bandwidth is chosen to be
500 KHz.
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5.5.2. OPLL System Design

In this subsection, the OPLL system design methodology is illustrated. The target is
to reach the required specs of each block. A summary is presented in Table 5.1 The
OPLL in Fig. 5.11 is considered a unity feedback loop as the feedback divider only
multiplies the frequency not the phase. The following design equations are from [1].
Equations (5.8) and (5.9) are rewritten again for consistence.

§= % @ (5.10)
an = [ (5.11)
Ws-a5? = 0p2[1+ 282 + [ + 2892 + D] (5.12)
PM = tan~1[4¢2(1 + 32152)] — tan~1[4¢&2 %(1 + ﬁ)} (5.13)

0= e (5.14)

Where M is the divide ratio of the divide-by-2 divider following the VCO, i.e. M=2.

As explained in the previous subsection, the loop bandwidth (w;_,45) is chosen to be
2n*500 KHz. The charge pump current can be chosen within the range from few
microamps to few milliamps. Here it is chosen to be 1.6 uA. The VCO gain is set to
be 250 MHz/V and C1 equals to 100 pF. Substituting by these values in (5.11) gives
a natural frequency w,, = 2w * 225 Krad/s. Now & can be achieved by substituting
in (5.12). Hence, ¢ = 0.8485. Additionally, the loop filter resistance’s value is
obtained by substituting in (5.10). Thus, R, = 12 KQ. By choosing the PLL’s phase
margin to greater than 60, the value of C, can now be obtained by substituting in
(5.13) and (5.14) respectively. Therefore, for C, = 5 pF, PM = 63.45°.

In addition, the VCO Phase noise is determined according to the spectral emission
mask specification. Hence, the VCO phase noise at an offset of 500 KHz -85
dBc/Hz.
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Finally, the total integrated phase noise corresponds to an Error Vector Magnitude
(EVM) of 7.9 % which meets the standard specs according to the following equation

[1]

EVM = /4% Sy f

(5.15)

Where S, is the phase noise at the loop BW in rad?/Hz and f is the loop BW. As
will be evident in the next chapter, a much better phase noise was achieved and a

better EVM.

Table 5.1: OPLL Parameters Values Summary

Parameter Value
R1 12 KQ
C1 100 pF
C2 5 pF
Ip 1.6 1A
Kvco 250 MHz/V
Bandwidth 500 KHz
Phase Margin 63.45
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553. PFD

In this subsection, the PFD circuits architectures, design procedure and simulation
results are presented. A practical PFD implementation have some non-idealities
compared to the explained theory in subsection 5.3.1.

5.5.3.1. Dead Zone

Charge pump switches need a finite pulse to turn on the switches. Narrow phase
error produces short pulses that cause the charge pump not to respond to this
phase error. Fig. 5.12 shows the effect of dead zone on the PFD transfer function.
To resolve this issue, the up and down pulse widths are made greater than switch
on-time with an overlap in the up/down pulses to keep the control voltage
constant in lock. Fig. 5.13 shows the overlap in the up/down pulses.

Qctr1 Ideal With dead zone

./

=]
=1

=

Figure 0.12: PFD transfer function with dead zone
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Figure 0.13: Up/down overlap to reduce the dead zone
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55.3.2. Maximum Operating Frequency

The maximum frequency (fqx) IS the frequency at which the PFD can still
operate properly. There is a tradeoff between the maximum operating frequency
and the dead zone reduction. Moreover, f,,qx IS equal to 1/2T,,;. However, in our
case a T,.s; of 150 ps makes the maximum operating frequency of 3 GHz which is
much above our operating frequency of 250 MHz. Moreover, increasing T,
increases the noise contribution of the charge pump. Thus a compromise between
the noise contribution and the acceptable phase error is done.Up and Down Skew
and Width Missmatch

5.5.3.3. Up and Down Skew and Width Missmatch

An arrival time mismatch of AT translates to two current pulses of width AT,
height I,, and opposite polarities that are injected by the charge pump at each phase
comparison instant. Owing to the short time scales associated with these pulses, only
C2 in Fig. 5.14 acts as a storage element, producing a pulse on the control line. These
pulses produce spurs at offset frequencies equal to multiple of the reference frequency
[1]. Equation (5.16) shows the amplitude of this spur relative to the carrier.
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Figure 5.14: Effect of Up and Down skew on V_cont for a second-order filter
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5.5.3.4. Literature Review

Various architectures were introduced in the literature as in [4,5]. The PFD in [4]
achieves the least dead zone; but requires a duty cycle of 50% which is not
guaranteed. The NAND PFD in [5], which is shown in Fig. 5.15, and the Tri-State
PFD in [1], which is shown in Fig. 5.16, are other architectures for the PFD. Both
architectures can be optimized to reduce the dead zone and can be used at a high
frequency. The NAND based PFD can operate at a higher frequency as it does not
reset the output through a feedback signal. However, the Tri-State PFD speed was
sufficient for our design. The chosen topology is the Tri-State.
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Figure 5.15: NAND PFD

The D flip flop whose input D is connected to VDD can be implemented as a two SR
Latch Flip Flop. The Latch is designed using two NOR gates in a positive feedback.
The NOR based SR latch is chosen instead of the NAND based SR latch as it is an
active high topology making it easier to implement. The logical implementation is
shown in Fig. 5.17. Figure 5.18 shows the complete implementation of the PFD. The
AND gate is implemented using a NAND gate and an inverter. A symmetric NAND
gate as depicted in Fig. 5.19 is used to reduce up/down mismatch [5].The NOR gate is
depicted in Fig. 5.20. The up pulse is passed by an inverter to be able to turn on the
PMOS switch in the charge pump. The down pulse is passed through a transmission
gate such that the up and down pulses almost have the same delay until they reach the
charge pump switch. This reduces the clock skew but does not eliminate it completely.
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Figure 0.17: SR Latch Logical implementation
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Figure 5.20: NOR gate implementation

5.5.3.5. Simulations Results

The PFD consumes 16.428 pw average power from 1.2 V supply. The
output of the PFD is shown in Fig. 5.21 where the feedback frequency is higher
than the reference frequency.
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Figure 0.21: PFD Transient Simulation

55.4. Charge Pump

The designed CP is presented in this subsection. Similar to the PFD, this
subsection starts by listing the non-idealities which evolve with the practical CP

implementation compared to the explained theory in section 5.3.2.
5.54.1. Charge Sharing

Charge sharing occurs depending on the location of the two switch
transistors. This effect can be pronounced in the drain switched charge pump
depicted in Fig. 5.22(a).

When both switches S1 and S2 are OFF, Node X is pulled up to VDD while node

Y is pulled down to GND and VCONT is a floating node. For non-ideal narrow
pulses there is a series of short periods when both switches are on at the same

time. This will cause V, to decrease while V, increases, this results in a deviation

in output VCONT due to charge sharing between C,,C, and C;..
The solution to this problem is to hold V,and V,at constant voltages during

switching. The implementation of this solution will be shown in the chosen
charge pump topology.
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Figure 5.22: (a) Drain Switched Charge Pump (b) Clock feedthrough

5.5.4.2. Charge Injection and Clock Feedthrough

Clock Feedthrough relates to the gate-drain overlap capacitance of the switches.
As shown in Fig. 5.22(b), the UP and DOWN pulses couple through Cgdl and
Cgd2 respectively and reach VCONT causing undesired ripples. Proposed
solution is to place the switches near supply rails as in source switched topology.

Charge Injection occurs when the switching transistors, M1 and M2, carry a
certain amount of mobile charge in their inversion layers when they are on. When
the switches turn off, they dispel this charge through their source and drain
terminals. If the source of the drain of the switch is next to the output node, it
causes undesired ripples, which causes the output to deviate from its desired
value.

If the current values IUP and IDN are not exactly same, or there is some delay
between the controlled signals UP and DN, then there will be a natural phase error
between reference frequency and output frequency of the VCO even if the PLL is
in locked state. This is achieved by keeping VCONT constant by keeping
Qchargea = Qpischargea at the filter at all times as shown in (5.17).

Qcharged = Qpischarged = lup X Tup = Ipown X Tpown (5.17)

For the designed charge pump, a current mismatch of 5% is required to reduce
spurs and phase offset.
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55.4.3. Proposed Architecture

The proposed charge pump is shown in Fig. 5.23 [6]. The unity gain amplifier
is used to keep the current sources' drain voltage constant across switching. Thus,
eliminating charge sharing problem. The unity gain buffer is designed as a simple
two stage OpAmp placed in a unity feedback. The OpAmp schematic is shown in
Fig. 5.24. The OpAmp is designed with a PMOS input stage to reduce the flicker
noise at the charge pump output. The OpAmp achieves a DC gain of 61.5 dB. The
phase margin for the OpAmp in unity feedback is 64.90°. The OpAmp loop gain
and phase is plotted in Fig. 5.25. The switches are designed as transmission gate
to reduce the effect of charge injection as the injected carriers find another path
which is the second transistor of the transmission gate [7] as in Fig.5.26.
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Figure 0.23: Charge pump Design
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55.4.4. Static Simulations Results

With both up and down currents on, a mismatch of +/- 5% could be tolerated

across corners to reduce spur level. The simulation results across corners is shown
in Fig. 5.27. This small mismatch was achieved by using a cascode current mirror
with low threshold voltage transistors. The threshold voltage for these transistors
is in the range of 170m. Thus, a compliance voltage of 270 mV is achieved with
an overdrive voltage of 50 mV.
The Charge pump noise is the dominant noise contributor inside the loop
bandwidth. The output noise current is shown in Fig. 5.28, which achieves a noise
of -255 dBA/Hz at an offset of 500 KHz. The output noise current density
depicted in Fig. 5.29 shows a variation of 3.5 dBA/Hz in the worst corner which
is acceptable as the achieved noise meets the standard's mask spec by a margin.
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5.5.4.5. Dynamic Simulations Results

The dynamic simulations are done to show the PFD/CP characteristic. In the
graph shown in Fig. 5.30, a time of 4ns corresponds to a delta phase of 0°, a time
of Ons corresponds to a delta phase of -2z and a time of 8 ns corresponds to a
delta phase of 2 n. The charge pump at phase offset near 2 and - 2m changes its
direction as the delay added in the PFD reset path to reduce the charge pump dead
zone, causes the characteristic to clip near the end. This effect reduces the
PFD/charge pump speed. However, in our case, the speed is sufficient as the
added delay is 150 Ps and this translates to a maximum frequency of 3GHz,
which is above the reference frequency [8]. Fig. 5.31 shows the derivative for the
PFD/CP characteristic to check for the PFD/CP linearity as their linearity affects
the PLL spurs.
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5.55. VCO

Oscillators are considered from the most essential and critical blocks in RF
systems either in the receive or the transmit path. Most oscillators must be tuned over
a certain frequency range. Hence, an electronically controllable oscillator is very
important and of a great use. In this section the fundamental concepts and the results
of the designed VCO are illustrated. An oscillator can be viewed from two different
point of views: Feedback view and One-Port view. Both will be discussed in details
in the following subsections.

5.5.5.1. Performance Parameters

An oscillator used in an RF transceiver must satisfy some of requirements.
These requirements are related to required system specifications and interface
specifications. In this section, the oscillator performance parameters and their role
in the overall system are explained.

Frequency Range: The oscillator should have a continuous tuning range across
the band.

Output Voltage Swing: Oscillators must produce sufficiently large output swings
to ensure nearly complete switching of the transistors in the subsequent stages.

Phase Noise The spectrum of an oscillator in practice deviates from an impulse
and is "broadened" by the noise of its constituent devices. Called "phase noise,"
this phenomenon increases evm and in band emissions. The required phase noise
from the VCO and divider cascade is (-85 dBc at 500KHz offset).

5.5.5.1. Feedback View of Oscillators

An oscillator may be viewed as a "badly-designed” negative-feedback
amplifier. This amplifier is designed to have a negative phase margin to start up
then its phase margin should be zero to sustain its oscillations. From the poles
point of view, the oscillator should have poles in the right half pane (RHP) to start
up. As the output increases, the poles should move to the jw axis to sustain the
oscillator's oscillations [9]. To analyze the oscillator from this point of view,
consider the linear negative-feedback system shown in Fig. 5.32 where the
equation describing it is (5.18)

(5.18)

If at H(s = jw,;) becomes equal to -1, the gain from the input to the output goes
to infinity, allowing the circuit to amplify a noise component indefinitely. That is,
the circuit can sustain an output at w;.Since H(s) is a complex function, the
condition H( jw,) = —1 can equivalently be expressed as
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|H(s = jw,)| =1 (5.19)
Arg(H(s = jw,)) = 180 (5.20)

which are called "Barkhausen’s criteria" for oscillation which is a necessary but
not sufficient condition for oscillation [1]. For a noise component at w, to "build
up" as it circulates around the loop with positive feedback, the loop gain must be
at least unity. Fig. 5.33 illustrates the "start-up™ of the oscillator. An input at w4
propagates through H(s); emerging un-attenuated but inverted. The result is
subtracted from the input, yielding a waveform with twice the amplitude. This
growth continues with time.

If the magnitude is greater than unity and the phase equals 180 degrees, the
oscillations keep growing and only cease due to the circuit non-linearities. This is
equivalent to the poles becoming on the jw axis instead of the RHP.
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Figure 0.32: Negative feedback system

Hi(s) {\} His) {\J His)
+

W@eDyeniguye ol
5 J!

Figure 0.33: Oscillation buildup

5.5.5.2. One-Port View of Oscillators

An alternative perspective views oscillator as two one-port components,
namely, lossy resonator and an active circuit that cancels the loss. This
perspective provides additional insight. Suppose, as shown in Fig. 5.34(a), a
current impulse I,6(t) is applied to a lossless tank. The impulse is entirely
absorbed by C1 generating a voltage of I, = C;. The charge on C1 then begins to
flow through L1; and the output voltage falls. When V,,,; reaches zero, C1 carries
no energy but L1 has a current equal to L1dV,, ;= dt which charges C1 in the
opposite direction, driving V,,; towards its negative peak. This periodic
exchange of energy between C1 and L1 continues indefinitely, with an amplitude
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given by the strength of the initial impulse. The waveform in Fig. 5.34(a) shows
the oscillations after applying the current impulse. The lossy tank depicted in Fig.
5.34(b), behaves similarly except that R, drains and burns some of the capacitor
energy in every cycle, causing an exponential decay in the amplitude. We
therefore surmise that, if an active circuit replenishes the energy lost in each
period, then the oscillation can be sustained. Fig. 5.35 shows a simple cross
coupled oscillator that uses the idea of the one port view of the oscillator. Fig.
5.36(a) shows the series combination of two identical tanks that can be expressed
as a single tank. We arrive at the circuit depicted in Fig. 5.36(b). The oscillator
can be viewed as a lossy resonator (2L1, C1/2, and 2Rp) tied to the port of an
active circuit (M1, M2, and lIss), expecting that the latter replenishes the energy
lost in the former. That is, Z1 must contain a negative resistance. From small
signal analysis, Z1 can be proved to be equal to -2/gm. This negative resistance
can be used to compensate for 2R, that causes the energy loss in the tank. This
result can be used to get the oscillation startup condition. For oscillations to be
sustained
-2

= . (5.21)

Thus,
Im =Ry (5.22)

For startup, gm is greater than 3Ry is taken as a rule of thumb to ensure starting.
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Figure 0.36: (a) Cross coupled oscillator (b) load tanks merged (c) small signal model to get
Zin
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5.5.5.3. Cross-Coupled VCO Topologies

An LC oscillator is chosen as a result of the low Kvco needed. Ring
oscillators are designed for a large Kvco in the range of GHz [10]. Moreover, to
achieve the same phase noise, ring oscillators consume much more current [11].

5.5.5.3.1. Tail-Biased VCO

With differential VX and VY, we surmise that M1 and M2 can operate as a
differential pair if they are tied to a tail current source. Shown in Fig. 6, the
resulting circuit is robust and can be viewed as an inductively loaded
differential pair with positive feedback. The oscillation amplitude grows until
the pair experiences saturation, i.e., M1 and M2 enters triode region. My and
Mvz are the varactors. The varactors are implemented as accumulation mode
MOS varactors [12]. The cross-coupled VCO of Fig. 5.37 suffers from a
narrow tuning range. C1 - denotes parasitic capacitance - tend to limit the
effect of the varactor capacitance variation. The tuning range obtained from
the C-V characteristic depicted in Fig. 5.38 may prove prohibitively narrow,
as he capacitance range corresponding to negative VGS (for Vcont > VDD)
remains unused. It is better to work in the linear region where Vgs ranges
from -VDD/2 to VDD/2 to have better tuning range and linearity.
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Figure 0.38: Varactor C-V characteristics of a tail biased VCO

5.5.5.3.2. Top-Biased VCO

Figure 5.39 shows top-biased topology. Unlike the tail-biased
configuration, this circuit defines the bias currents of M1 and M2 by a top
current source, Ipp. The common mode (CM) level is simply given by the
gate-source voltage of the transistors carrying a current of Ipp/2. This CM
level can be chosen to be equal to Vpp/2 such that as Vcont varies from 0 to
Vop; the gate-source voltage of the varactors, VGS of the varactor; goes from
+Vpp=2 to -Vpp=2; sweeping almost the entire capacitance range from Cmin
to Cmax. The circuit producing Vcont (the charge pump) can handle only the
voltage range from V1 to V2; yielding a capacitance range from C1 to C2 as
shown in Fig. 5.40. While providing a wider range than its tail-biased
counterpart, the topology of Fig. 5.39 suffers from a higher phase noise as the
current source directly modulates the varactors. This effect does not occur in
the tail-biased oscillator because the output CM level is "pinned” at Vpp by
the low dc resistance of the inductors. Another drawback is that the CM level
is determined by device parameters that vary greatly with process and
temperature.
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Figure 0.40: Varactor C-V Characteristic of a Top Biased VCO

5.56.5.3.3. CMOS VCO

Another VCO topology that naturally provides an output CM level

approximately equal to VDD/2 is shown in Fig. 5.41. The circuit can be
viewed as two back-to-back CMOS inverters, except that the sources of the
NMOS devices are tied to a tail current, or as a cross-coupled NMOS pair
and a cross-coupled PMOS pair sharing the same bias current. Proper choice
of device dimensions and Iss can yield a CM level at X and Y around Vpp/2;
thereby maximizing the tuning range.
In this circuit, the bias current is "reused” by the PMOS devices, providing a
higher transconductance. Nevertheless, a more important advantage of the
above topology over tail biased and top-biased is that it produces twice the
voltage swing for a given bias current and inductor design. Thus, achieving a
better phase noise for the same bias current. The circuit of Fig. 5.41
nonetheless suffers from two drawbacks. First, for [VGS3| + VGS1 + Vlss to
be equal vop; the PMOS transistors must typically be quite wide, contributing
significant capacitance and limiting the tuning range. Using a smaller
inductor, means a lower resistance and a higher gm needed for startup.
Second, as in the top-biased topology, the noise current of the bias current
source modulates the output CM level and hence the capacitance of the
varactors, producing phase noise [1].
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55.54. Chosen VCO Topology

The chosen topology is shown in Fig. 5.42 [1]. The tail biased nmos VCO

was used but with some modifications. Coupling capacitors Cs1 are used to bias
the gate of the varactors at Vpp/2 to gain maximum tuning range. CS1 and CS2
must be much greater than the maximum capacitance of the varactors; Cmax; so
that the capacitance range presented by the varactors to the tanks does not shrink
substantially. CS = 10Cmax reduces the capacitance range by 10% [1]. The
coupling capacitor was chosen 10 times Cmax in our design. As R1 and R2 appear
approximately in parallel with the tanks, their value must be chosen much greater
than the inductor resistance (Rp) as a tenfold ratio lowers the Q by about 10%.
Second, noise on the mid-supply bias; Vb; directly modulates the varactors and
must therefore be minimized. Rb was chosen 10 times Rp. Simulations are done
to see if this value meets the phase noise requirement. In applications where a
wider tuning range is necessary, discrete tuning may be added to the VCO so as to
achieve a capacitance range well beyond Cmax/Cmin of varactors. Illustrated in
Fig. 5.43(a), the idea is to place a bank of small capacitors, each having a value of
Cu; in parallel with the tanks and switch them in or out to adjust the resonance
frequency. Vcont can also be viewed as a “fine control" and the digital input to
the capacitor bank as a “coarse control." Figure 5.43(b) shows the tuning behavior
of the VCO as a function of both controls. The fine control provides a continuous
but narrow range, whereas the coarse control shifts the continuous characteristic
up or down. The capacitor bank will be connected to nodes x,y in Fig. 5.42.
One disadvantage is that the on-resistance; Ron; of the switches that control the
unit capacitors degrades the Q of the tank and degrades phase noise. Using wider
switches introduce a larger capacitance from the bottom plate of the unit
capacitors to ground, thereby presenting a substantial capacitance to the tanks
when the switches are off.
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The solution is to place the main switch; S1; between nodes A and B as in Fig.
5.44 (a) so that, with differential swings at these nodes, only half of Ron appears
in series with each unit capacitor [Fig. 5.44 (b)].

This allows a twofold reduction in the switch width for a given resistance.
Switches S2 and S3 are minimum size devices, merely defining the CM level of A
and B. The discrete tuning curves in Fig. 5.44(b) should have an overlap between
them such that the VCO does not fail to cover the range between each two
consecutive curves. The number of curves is chosen such that the VCO operates
in the linear region of Kvco.
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Figure 5.42: Tail biased VCO with coupling capacitors
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Figure 0.43: (a) Discrete tuning using switched capacitors (b) Discrete Curves
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Figure 0.44: (a) Use of a floating switch (b) Equivalent Circuit of the switch

5.5.5.5. Phase Noise

An ideal oscillator produces a perfectly-periodic output of the form x(t) =
A cos( w.t). The zero crossings occur at exact integer multiples of Tc = 2m/wc. In
reality, however, the noise of the oscillator devices randomly perturbs the zero
crossings as shown in Fig. 5.45. Consequently, the impulse is “broadened” to
represent this perturbation in the zero crossings as depicted in Fig. 5.46 (b).
Various models were done for the phase noise to expect the effect of the noise of
each device on the output phase noise such as Leeson's model [13] or the model
introduced by Hajimiri [14]. The equation used in our analysis is (5.23) as it gives
insight to the designing process [1].

n? KT 37\ wo?
S(AW) = Em(l + ?) 204w? (523)

The equation shows to get a better phase noise, one can increase the quality factor
of the tank or increase Iss. However, increasing Iss does not always decrease the
phase noise. This can be seen as Iss increases, M1 and M2 of Fig. 5.42 enter the
triode region and can be modelled as a resistance. At this case, the tail current
capacitance becomes in series with the resistance of M1 and M2 and degrade the
quality factor of the tank. This explanation is depicted in Fig 5.47. The vco bias

current is designed for minimum gm to decrease its phase noise contribution [1].

152



Acoswm t

Ams[m.:rw.,m]f\ 1{'\/‘\ {'\ _
VU U VAV

T1 Tm

Figure 5.45: Effect of Phase Noise on Oscillators

S out

{a) ()

3L
T
B
*—@-}-—u
—
o s
W
I
g
Ly
00—
o
&
.||__| I.__ 1
LY
A

(a) (b}

Figure 5.47: (a) One transistor going into triode region (b) Equivalent tank circuit

5.5.5.6. Design Equation

The VCO is made to run at twice the carrier frequen

cy to reduce pulling

by the PA. The VCO should have a frequency range from 3420 MHz to 3570
MHz and taking a margin to cover process variations the range becomes from
3170 MHz to 3820 MHz. L1 has a parallel resistance due to the finite Q of the
inductor. For a Q of 15.272 and an inductance of 2.35nH from the design Kit:
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R, = QLw, (5.24)

where w, is 2n*3.48 Grad/s. This translates to Rp of 797 ohm. For sustained

oscillations, gm of M1 and M2 should be 1.2 mS and to maintain oscillations a
margin three times this value is chosen. Cs is chosen equal to 10 times Cpqrmax
Iss is chosen to get the required swing of 700 mV pp from the relation in (5.25):

Vpp = (4/m) * Iss *R (5.25)

The output swing changes with frequency and process corners as evident from
(5.24) that Rp depends on frequency and the inductor value. The VCO is
designed to deliver the required swing for the divider at the worst corner.
Since the oscillation frequency of the circuit is:

1

foosc = m (5.26)

From f,,q = 3.82 GHz, we get C,,,;,, and from f,,;,, = 3.17 GHz, we get
Cmax-Considering parasitics, we can write C,,;,and C,,q,as following:

Cmin = parMOS+ Cparlnd + CvarMin+ CLoad+ CConst (5-27)

Cmax = CparMOS+ Cparlnd + CvarMax+ CLoad+ CConst + CCapBank (5-28)

These values are used to achieve a kvco of 250 MHz.

Inductor parasitic capacitance is calculated from the inductor self resonance. The
cap bank is a 4 bit binary weighted cap bank with Cu, 2Cu and 4Cu and 8 Cu.

The number of calibration bits is chosen such that the variation in Kvco is
reduced across the frequency range. Thus, keeping the PLL dynamics constant.
Using a MATLAB code in appendix 3 that shows the variation in the phase
margin and the loop bandwidth that corresponds to Kvco variation.

5.55.7. Simulation Results

The transient simulation with the startup is shown in Fig. 5.48. The transient
Simulation across corners is depicted in Fig. 5.49. The swing at the worst corner
is 750 mVpp to ensure the correct operation of the divider across all corners. The

swing varies as Rp varies with the inductor value and the operating frequency.
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This effect can be deduced from (5.24), (5.25) and (5.26). The variation of Kvco
with the control voltage is depicted in Fig. 5.50. Figures 5.51,5.52 and 5.53 show
the 16 curves at different corners. At the fast corner, the curves shift upwards as
the capacitance and inductance decrease. At the slow corner, the curves shift
downward. Figure 5.54 shows the phase noise of the vco which achieves a phase
noise of -109 dBc at an offset of 1MHz which achieves the system spec. Figure
5.55 shows the phase noise across corners. The simulations show a variation of
only 1dB across corners. The vco consumes 2.2 mW from 1.2V supply.
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Figure 5.48: VCO Transient Simulation
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5.5.6. Current Mode Logic (CML) Divider

Affording the fastest circuits, current-steering logic, also known as current-mode
logic (CML), operates with moderate input and output swings. CML circuits provide
differential outputs necessary to drive differential circuits. CML derives its speed
from the property that a differential pair can be rapidly enabled and disabled through
its tail current source. Figure 5.56 shows a CML latch topology [1]. In figure 5.57,
there is a regenerative pair in the right branch. It is a positive feedback for memory
operation. This CML latch has two modes of operation: Follow Mode, as current is
directed through the differential amplifier that passes input signal, and Hold Mode,
where current is shifted to cross-coupled pair. The divide by 2 circuit is based on the
Johnson counter which are two latches connected in a negative feedback as shown in
Fig. 5.57. Figure 5.58 shows the operation of CML divider when the clock is high
[15]. For the left latch, current is directed into differential amplifier portion of latch,
and the latch output follows input from right latch. For the right latch, current is
directed into cross-coupled pair portion of latch, and output is held by this
regenerative pair. When clock becomes low, the operation is exchanged between the
two latches; Left latch output voltage is held, while the right latch output follows the
left latch input. When clock becomes high again, same process repeats on left side
noting the voltage polarity is now flipped. There are different modifications in CML
dividers. For example, PMOS loads may replace resistors at the expense of speed, as
the triode transistors add its parasitic capacitance and resistance that result in slower
operation. Diode connected PMOS can also replace resistor load, but at the expense
of large headroom |Vtp + Vop| and linearity. There are other different topologies that
produce rail-to-rail outputs, which cannot be used in our case, as this divider's output
will be fed to a mixer.
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Figure 0.56: CML Latch
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5.5.6.1. Performance Parameters

Self-Oscillation Frequency: The frequency at which the divider would oscillate
with zero swing clock input. The self-oscillation frequency should be in the range
of the output range where it should divide correctly which is from 1.7 GHz to 1.9
GHz.

Frequency range: The range of frequencies where the divider should divide
correctly by 2. The input frequency ranges from 3.4 Ghz to 3.8 GHz.

The complete divider schematic is shown in Fig. 5.59.

The output common mode was chosen to be 800mV. The output common mode is
equal to Vdd — 0.5*IR, where Vdd is equal to 1.2 and R is equal to 800 ohm and
Iss is chosen 1.1 mA. The sizing of M5 and M6 is chosen large enough to ensure
complete current steering with the input swing coming from the vco. The sizing of
M1,M2 is chosen to steer completely the current in M5. The sizing depends on the
output required swing as it will be fed back to the latch which is equal to 400mV.
M3 and M4 are two cross coupled transistors acting as regenerative transistors to
get the required swing at the output nodes. The sizing is done such that gm of M3
and M4 is greater than 1/RD to build up small swings at the output.

In designing the divider, the divider acts as a ring oscillator and it should oscillate
at frequency close to the frequency range at the divider output. The self-
oscillation is shown in Fig. 5.63. The Divider self oscillates at 1.982 GHz. The
divider should be able to divide correctly for an input frequency from 3.42 GHZ
to 3.57 GHZ in the locked condition to cover the band of interest.
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5.5.6.2. Simulations Results

The output transient of the divider for a 3.5GHz input is shown in Fig. 5.60.
The transient output across corners is depicted in Fig. 5.61. Figure 5.62 shows the
output frequency across corners which is 1.75G across all corners. The self-
oscillation of the divider at zero differential input is shown in Fig. 5.63. The
output of the divider for an input frequency of 3.4 GHz is shown in Fig. 5.64.

The output of the divider for an input of 3.6 GHz is shown in Fig. 5.65. When
the loop starts, the VCO starts from the mid curve in the calibration process until
the loop settles at the middle of one of the vco curves . The divider consumes 2.64

mw.
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5.5.6.3. CML Buffer

A CML buffer was designed to eliminate the loading effect of the mixer on
the divider. The buffer is a simple common source amplifier as depicted in Fig.
5.66. A poly current is used (Reference current that is proportional to 1/R) to keep
the output common mode level constant across corners to avoid signal non-
linearities. Figure 5.67 shows the transient simulation in the typical case. In Fig.
5.68, the transient simulation across corners is depicted and it shows low
dependence on the process variations. The swing changes by only 50 mV across
corners due to the buffer gain variation but the common mode is constant due to
the use of the poly current. The buffer consumes 1.2 mW from 1.2 V supply.
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Figure 0.68: Transient Simulation across Corners

5.5.6.3.2. VCO, Divider and Buffer Cascade

The transient simulation of the cascade is shown in Fig. 5.69 with the
loaded with both the cml buffer of the PA that is used to convert the PLL
output into a square wave and loaded by the mixer in the feedback path. The
harmonics of the cascade are shown in Fig. 5.70. The VCO is made to run at
3.383 GHz. The output is at half the frequency which is 1.6915 GHz. The
third harmonic distortion is 20 dB. However, this harmonic will be attenuated
by the PLL PA matching network as it is very far from the carrier frequency.
In the PLL feedback path, the filter will only take the first harmonic after
passing through the mixer. This harmonic had no effect on the system
performance.

The spec of -85 dBc/Hz at 500 KHz on the phase noise is on the cascade of
the VCO, divider and the output buffer which are inside the loop. As shown
in Fig. 5.71, the achieved phase noise is -116.7 dBc/Hz at an offset of 1IMHz
and -110 dBc/Hz at an offset of 500 KHz. The achieved phase noise of the
cascade is better than the phase noise of the VCO alone. This is due to the
presence of the divider which divides the phase and frequency by 2. Thus it
achieves a 6 dB better phase noise.

168



Transient Response

6000 o
. cuiput ]

400.0 A

200.0 A

-200.0 +

<400.0 +

-600.0 -

——TTT T T T T
0.0 5.0 10.0 15.0 20.0
time (ns)

Figure 0.69: Cascade Transient Output

Periodic Steady State Response

o

200

0.0

peak (dB)

-60.0 4

0.0

80,0 1

0.0 2.0 4.0 B.0 8.0 10
freq (GHz)

Figure 5.70: Harmonics of the cascade

169



Fhase Moise; dBc/Hz, Relative Harmonic = 1

60,0 4
M Cancade P q

0.0 J%-

] "~
-80.0 .

b
=
=]

1
/
4

{ dBc/Hz ) (dBe/Hz)
= = :
= =

1 1
/

120.0

1300

1400 4

10 10° 10° 10’
relative frequency (Hz)

Figure 0.71: Cascade Output Phase Noise

5.5.7. Offset Mixer

Offset PLL depends on mixers to perform feedback frequency division operation.
As explained before, implementation of the divider using a mixer is to keep the
phase information without change while translating the VCO output frequency to the
PFD/CP input frequency [1]. Mixers usually classified as up-conversion mixers used
in transmitters and down conversion mixers in receivers. In our scenario the mixer is
a down conversion mixer but it is used in an offset PLL transmitter as a frequency
divider. This scenario implies different considerations to be taken upon extracting the
design specifications. The most important specification is the LO-RF and IF-RF
feedthrough as the RF port is connected to the output of the VCO and also the input
of the PA, thus poor isolation between ports could lead to violating the specified
spectral emission mask. Linearity is specified according to the RF signal power level,
thus the 1 dB compression point should be chosen few dBs higher than the RF signal
power. Cascade analysis is made for the three blocks in the PLL feedback path. This
analysis leads to 2 dB conversion gain and 25 dB noise figure specs on the mixer.
Based on the previous discussion, the mixer is chosen to be active mixer to provide
good ports isolation. Active mixers may suffer from linearity issues but these issues
are not critical in our situation due to the existence of the limiter.
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55.7.1. Literature Review

The very basic active mixer is the Gilbert cell mixer, the double-balanced
version is shown in Fig. 5.72. Double balanced mixers provide better isolation
than single balanced. The main idea is to convert the RF voltage to current
through the input transconductance pair, then commutate this current through the
M3-M6 and convert it to output voltage through the load resistance. The main
drawback of this architecture is the large needed voltage headroom which is not
consistent with low voltage applications. Also, the mixer’s linearity is mainly
dominated by the input transconductors linearity. The input transconductors
linearity is somehow proportional to the overdrive voltage. To increase the
overdrive voltage of a transistor one can increase the bias current, which is
undesired for low power applications, or decrease the transistor’s aspect ratio
which will impact the noise performance as the flicker noise is proportional to the
transistor’s width and length. Many enhancement techniques are introduced in
literature to overcome the traditional Gilbert cell mixer drawbacks. Current-
bleeding technique proposed in [16] reduces the bias current passing from the RF
stage to the LO stage and thus decreases the voltage drop across the load resistors
and consequently allows low voltage operations. According to [17], this technique
is limited to narrow band applications. Another enhancement technique targeting
low voltage operation is the bulk injection topology [18]. This technique requires
extra fabrication efforts due to the need for a triple well process, also it suffers
from poor noise performance [17]. Another promising technique is what called
folded mixer topology [19, 20].

55.7.2. Proposed Designed

Based on the above discussion and literature review the proposed mixer is
chosen to follow the same folded current-reuse self-bias topology introduced in
[17]. Fig. 5.73 shows a circuit diagram for the proposed mixer. R1 and R2 are
providing self-biasing for the RF stage and thus eliminate the need for extra
biasing circuitry.

55.7.3. Simulation Results

In this section, the simulation results for the proposed mixer are presented.
Simulations are done based on [21, 22]. Fig. 5.74 shows the testbench used for
testing the mixer’s performance. Also, it shows the current consumption which is
about 680 uA which is considered a very low current consumption. Table 5.2
shows a summary of the achieved specs.
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Conversion Gain Vs LO Power

As shown in Fig. 5.75, the LO power is swept versus the mixer’s conversion gain
to find a compromise between required conversion gain and low LO power. A 0-
dBm LO power will achieve the required gain with a margin for corners.

Conversion Gain Versus RF Frequency

The conversion gain is plotted versus frequency as shown in Fig. 5.76. Fig. 5.77
shows the same simulation but across different corners. In our case, the lower the
gain the better the noise performance of the PLL, thus the system will tolerate the
gain variations across corners.

Noise Figure

Mixer’s noise figure is simulated across different corners as shown in Fig. 5.78.
The mixer’s achieves noise figure less than 26.6 dB in the typical corner. This
value varies by around + 3 dB cross all corners which can be tolerated by the
system due to the better noise figure achieved by the limiter as shown later.
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Linearity

As mentioned before, mixer’s linearity does not have significant importance, as it
will be followed by a limiter, which will clip the amplitude of the signal to 0 and
1.2v. Alternatively, the 1-dB compression point should be close to the input
power level to avoid unwanted spurs. Figure 5.79 shows the 1-dB compression
point simulation of the mixer. The mixer achieves 0 dBm compression point. Fig.
5.80 illustrates the 1IP3 of the mixer. The mixer achieves 8.85 dBm 1IP3.

Ports Isolation

Isolation performance between ports is critical in our case especially the
feedthrough to the RF port as it is connected directly to the PA’s input. Figures
5.81 to 5.84 shows the isolation performance among various ports.
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Table 5.2: Mixer's Achieved Specs

Spec Value
Bandwidth 800 MHz
Gain 3.57 dB @250 MHz
Noise Figure 26.7 dB
Current 680 Ua
P1dB 0dBm
11P3 8.85dBm
LO-IF Feedthrough -46 dB
LO-RF Feedthrough -137 dB
RF-IF Feedthrough -64 dB
RF-LO Feedthrough -100 dB
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5.5.8. Filter

The targeted filter is required to reject the sum of the LO and RF components
and pass the difference between them. According to the chosen band, the RF
frequency (fgrr) ranges from 1710 — 1785 MHz. The PLL reference is chosen to be
fixed at 250 MHz, this also requires the LO frequency (f;,) to be tunable in the
range from 1460 to 1535 MHz. This implies that the required frequency to be
rejected is also variable in the range of 3170 to 3320 GHz. Thus, as a worst case for
the design, the designed filter is simulated with its input as the sum of two sinusoids
at 250 MHz and 3.17 GHz respectively. According to the previous discussion and
what is mentioned in chapter 4, OTA-C filters is considered to be the most suitable
active filter topology in the operating frequency range. To ensure good rejection and
to comply with the spectral emission mask specified by the standard, a 4™ order low-
pass filter following Butterworth approximation is designed.

55.8.1. Design Procedure

OTA-C, also called Gm-C, filters mainly depend on the operational
transconductance amplifier. The relationship between the output current and the
input voltage of the transistor is a nonlinear function. In the most simple case, it is
an exponential function for the bipolar transistor and a quadratic function for the
MOS transistor. The most important aspects in the design of voltage-to-current
transducers for continuous-time filters are: linearity, phase response, noise level
and power consumption [23]. In our scenario, the filter will be followed by a
limiter, which clips the amplitude of the filter’s output signal. This follows that no
linearity specs will be required on the filter. As a low-power application, the main
goal will be minimizing the consumed power by the filter. Various OTA
techniques are available. For simplicity, a 5-T OTA with resistive CMFB is
chosen for the targeted filter.

The implementation of the filter starts from obtaining the appropriate transfer
function. The normalized transfer function for Butterworth approximation for
different orders is found in [24]. The transfer function for 4™ order filter is given

by

1
(52+0.75375+1)(S2+1.847765+1)

H(S) = (5.29)

Frequency transformation is done to denormalize this transfer function and
transform the cut-off frequency from 1 rad/sec to the required cut-off frequency

w.. This achieved by replacing every S bywic. To get the cut-off frequency, some

other filter parameters must be specified. Figure 5.85 shows a possible magnitude
response for a real approximation for a low pass filter.
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For Butterworth approximation, the parameters in Fig.5.85 are related to the
filter order and cut-off frequency as follows [23]:

» = 10log [1 + (Z—i)zn]

2n
.= 1010g[1 + (Z—) ]
»- Maximum passhand attenuation
s- Minimum stopband attenuation

w,: Passband edge frequency
w,: Stopband edge frequency
Solving (5.30) by letting A, =1dB and w,=300MHz thus w, is obtained

355MHz.

(5.30)

(5.31)

We now need to synthesize the denormalzied transfer function and find a circuit
diagram that could perform the transfer function. A possible biquad implementation
is found in [25] and will be followed in this design. The chosen biquad is shown in

Fig. 5.86.
The transfer function of this biquad is as follows
Imigm3gma
— gms C1C2
H(s) = 52+gCL125 gnéi.z;m

(5.32)

Comparing it to the common second order low pass filter transfer function

2

_ Wo
w

s2 +?°s+wo

H(s) =

(5.33)

Thus, a relation between the circuit parameters: gm’s and the capacitors, and the
filter parameters Q and w, can be obtained.
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Figure 0.86: Gm-C Biquad

)
woz — 9Im3gma @Yo _ Im2 (5.34)
C1C2 Q Cy

Choosing gm1 = 9mz = Gma = gm and C1=C2=C leads to

wo =L Q=" (5.35)

By letting C=100fF, all transconductors values can now be obtained. Table 5.3
summarizes the derived circuit elements of both biquads.

Table 5.3: Biquads Elements Values

Biquad 1 Biquad 2
Gm 193.4 uA/V 193.4 uA/V
Gm2 357.41 uAIV 147.969 uA/V
C 100 Ff 100 Ff

182



5.5.8.2. Simulation Results

In this section, the simulation results of the designed filter are presented.

Gm Cells

Figures 5.87 to 5.89 shows the DC simulations of the designed Gm cells. The
OTA transconductance is approximately equal to the input pair
transconductance. The designed OTA is a single pole system, which is supposed
to be normally stable. However, a stability analysis is made for the “gm” cell.
Figure 5.90 shows the open loop gain and plots for the gm cell. It is clear that
the OTA is stable with large phase margin.
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Figure 0.88: Schematic of the “gm21” cell
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Filter Biquads

Figure 5.91 shows the filter’s biquads. Figure 5.92 illustrates the testbench for the
designed filter. AC, transient and noise simulations are carried out across different
process and temperature corners. It is clear from Fig. 5.92 that the filter consumes
only 300 uA (excluding the reference bias currents of the OTAS). As shown in
Fig. 5.93, the filter achieves more than 60 dB attenuation at the required stopband
frequency. The transient response in Fig. 5.93 shows that the filters output is
around 50 mvpd which is well above the limiter’s sensitivity. The filter’s input
waveform is shown in Fig. 5.94. Figure 5.95 shows the frequency of the output
waveform calculated using Cadence Virtuoso’s calculator function freq. The noise
figure of the filter is required to be 35 dB to achieve the required phase noise to
comply with spectral emission mask. Figure 5.96 shows the filter’s noise figure
across corners which is clear that the filter achieve the required spec by a margin
except for the hot corner (125 degC) at which the noise figure is about 36 dB.
However, the noise figure spec can benefit from the low noise figure achieved in
the limiter.
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5.5.9. Limiter

Also called “Limiting Difference Amplifier”, is a circuit which clips the signal’s
amplitude producing a square wave signal. Limiters are mostly used in optical
receivers [26-28] and low IF FSK receivers [29, 30]. In the first case, the limiter’s
bandwidth is very large as optical communications support very high data rates and
thus very high bandwidth which is in the order of GHz. While in low IF receivers the
bandwidth required does not exceed few tens of MHz. Our case is considered as an
in-the-middle case compared to both previously mentioned cases as the limiter’s
bandwidth should cover the IF frequency bandwidth which is 250 MHz. This
bandwidth can be easily achieved especially with the short-channel 65 nm
technology used

5.5.9.1. Design Requirements

In the proposed transmitter architecture two limiters are needed, one after the
IQ modulator to extract the phase modulated signal and the other is in the
feedback path of the Offset PLL. The output swing from the 1Q modulator will be
around 50mv this requires at least a limiter’s gain of 30 dB. This gain cannot be
achieved from a single amplification stage. A good design which compromises
between gain, area and noise performance could use typically 3 to 4 stages [31].
Also, a 27 dB noise figure is required such that the input referred noise figure of
the limiter does not degrade the system phase noise and thus violating the spectral
emission mask. Current consumption should be minimized as we are dealing with
a low power communication standard. Also, an offset cancellation technique to
eliminate the DC offset which could cause a great problem with this high gain.
Three main offset cancellation schemes are found in the literature.

The first one is using feedback technique [31]. The DC offset at the output of
the last stage is sensed by an RC LPF and is subtracted at the input of the first
stage. This technique could suffer from stability issues at high frequencies.
Another method is feedforward technique [32]. Here, The DC offset at the output
of each stage is extracted and amplified as well as the signal by two identical
amplifiers and then forwarded and subtracted from the output of the subsequent
stage. In a fully differential scenario this method will consume large area
overhead by adding two extra amplifiers and two RC filters to each stage. Finally,
AC coupling technique can be used to block the DC of each preceding stage. This
technique requires large capacitors and resistors values which cannot be
implemented on chip if the frequency of operation is low as the case of low IF
FSK receivers. A best compromise in our case is using AC coupling technique as
the IF frequency is quite large thus the capacitors and resistors values will be
reasonable and can be implemented on chip. Table 5.4 summarizes the required
Specs.
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Table 0.4: Limiter’s Required Specs

Spec Value

Bandwidth 250 MHz

Input Sensitivity 50mv

Output Level Rail-to-Rail (0-1.2v)

Gain 30dB

Noise Figure 20 dB

Input Differential

Output Single Ended
5.5.9.2. Design Methodology and Results

Based on the previous discussion, a 3-stage limiter is designed with the first two
stage as differential pairs with resistive loads and the last stage is a single-ended
output single stage op Amp. An inverter is added after the last stage to provide a
rail-to-rail output across all corners. The inverter allow the required gain to be
relaxed as the inverter can easily produce a rail-to-rail output swing. Figure 5.97
shows a circuit diagram of the proposed limiter. The testbench used for
simulations is shown in Fig. 5.98. Figures 5.99 to 5.100 show the transient, AC
and noise simulations across various corners. The frequency of the limiter’s
output is shown in Fig. 5.101. Table 5.5 shows a summary for the achieved specs.

Vint Ol = E‘ " [{ Ij Ii‘
Vb2 Vb2 Vb2
vin- O - S
Vb1c>°’_|57 va';i—{i vagi—{i

Figure 0.97: Proposed Limiter Circuit Diagram
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Table 0.5: Limiter’s Achieved Specs

Spec

Value

Bandwidth

1.3 GHz

Output Level

Rail-to-Rail (0-1.2v)

Gain

21dB

Noise Figure

13dB

Current Consumption

500 uA
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5.5.10. Feedback Divider Blocks Integration

The PLL’s feedback divider blocks are integrated and noise and transient
simulations are performed. Figure 5.102 shows the testbench for testing the three
blocks. Figure 5.103 shows the waveform at the output of each block. In Fig. 5.104,
the phase noise of this path is simulated. The achieved phase noise at 500 KHz offset
is -128 dBc/Hz which is well below the required spec for the PLL’s phase noise at
this offset (-85 dBc/Hz).

i

%ﬁ @ B— VinF YoutP —= wout
I Fittar .
‘ = vinN Vouth

Figure 0.102: Feedback Divider Testbench
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Figure 5.104: Feedback Divider’s Phase Noise

5.5.11. OPLL Simulations

The control voltage during lock is shown in Fig. 5.105. The feedback from the
divider path and the reference to the PLL are plotted on the same graph in Fig. 5.106
to show the tracking with minimum phase error. The phase noise of the PLL is
simulated using a MATLAB code shown in appendix 4. The code is based on the
noise model and transfer functions derived in [12, 33]. The phase noise meets the
standard's mask spec by a margin of 16 dB at an offset of 400 KHz and a margin of
13 dB at an offset of 600 KHz from the carrier. Figure 5.107 shows the mask and
PLL phase noise in dBc/Hz . The PLL consumes a total power of 6.78 mW.
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Chapter 6 : Power Amplifier

6.1. Introduction

Power consumption is an increasingly important issue in highly integrated wireless systems.
While advances in semiconductor technology have driven continuous integration of features and
services into portable devices, power consumption is now a major limiting factor on
computational complexity and the ability to communicate over long distances. In portable
communication devices, the wireless transmitter is often the dominant source of power
consumption, such that in recent years there has been a major effort to improve the power
efficiency of transmitter circuits, especially the power amplifier (PA).

In addition to power consumption, it is now apparent that energy consumption is an
important metric for transmitter circuits. Energy consumption more accurately predicts the
battery life, especially when a portable system operates with a wide range of output power.

A power amplifier is a key element to build a wireless communication system successfully.
Power amplifiers are required to be more power efficient and reconfigurable. To minimize
interference and spectral re-growth, transmitters must be linear. Power amplifiers are the most
power-hungry building block of RF transceivers and pose difficult design challenges.

6.2. General Considerations

6.2.1. Efficiency

Since PAs are the most power-hungry block in RF transceivers, their efficiency
is critical. The efficiency of the PAs is defined by two metrics:

b

e The drain efficiency “n 7 is defined as:

n=-k (6.1)

Ppc

where P; the average power delivered to the load and P, the average power drawn
from the supply voltage.

e Power added efficiency “PAE ™ is defined as:

PAE = 2= lin (6.2)

Ppc

where P;,, is the average input power.
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6.2.2. Linearity

For PA there is no small signal but large signal so the non-linearity means a
crazy amount of distortion. PA nonlinearity leads to two effects:

e High adjacent channel power as a result of spectral regrowth.
e Amplitude compression (AM/PM).

A modulated waveform
X(t) = A(t) cos[w,t + ¢(t)] (6.3)

is said to have a constant envelope if A(t) does not vary with time. Otherwise, we say
the signal has a variable envelope. Constant- and variable-envelope signals behave
differently in a nonlinear system. This is an undesirable effect in nonlinear PAs.
Called “spectral regrowth,” this effect corrupts the adjacent channels. We have
mentioned that variable-envelope signals require linear PAs, whereas constant-
envelope signals do not [1]. The Figure 6.1 illustrated the spectrum regrowth due to
two input signal with different modulation schemes on non-linear PA.
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Figure 6.1: Amplification of constant- and variable-envelope signals and the effect on their
spectra.

6.2.3. Cascode Output Stages

For linear Classes efficiency calculations, the drain waveform is assumed to
have a peak-to-peak swing of nearly 2VDD. However, if VDD is chosen equal to the
nominal supply voltage of the process, the output transistor experiences breakdown
or substantial stress. One can choose VDD equal to half of the maximum tolerable
voltage of the transistor, but with two penalties:

() The lower headroom limits the linear voltage range of the circuit, and

(b) The proportionally higher output current (for a given output power) leads to
a greater loss in the output matching network, reducing the efficiency.

A cascode output stage relaxes the above constraints by shielding the input transistor
as Vy rises, keeping the drain-source voltage of M1 less than V, - Vo . Vx SWings
by about 2vVDD and Vy by about V- Vg as shown in Figure 6.3.
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6.2.4.  Another Power Amplifier Considerations

e PAsdrive large voltages/currents into small load impedances. Thus matching
networks are critical. Any loss in the matching network has a severe impact on
the efficiency of the amplifier.

e Heat generation is high. We need to carefully provide heat sinks to keep the
junction temperatures as low as possible. Due to the interface with the external
“off-chip” world, packaging and board parasitics are very important.

e The spectral “leakage” and harmonic generation in a PA must be kept to the
minimum in order to minimize interference to other users.
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6.3. Classification OF Power Amplifier

Research into wireless power amplifiers (PAs) has long been focused on improving the
tradeoffs between efficiency and linearity. Switching power amplifiers (Classes D/E etc.) have
higher efficiency compared with their linear counterparts (Classes A/AB/B etc.), but cannot be
directly applied in systems which employ spectrally efficient modulation. It is for this reason a
great deal of research has focused on breaking this tradeoff.

There are many classes of power amplifier, distinguished by the mode of operation of the
active device, the current conduction angle, and the topology of resonant network at the output.

Classes A, AB, B are considered linear power amplifiers, since the amplitude of the output
signal is proportional to the amplitude of the input signal.

Classes C, D, E, and F are considered nonlinear since input—output amplitude linearity is
not inherent, or it is not possible to modulate the output amplitude from the input terminal.

6.3.1. Linear Classes

Linear power amplifier classes are characterized by RF power amplifier in
which the transistor is operated as a voltage- or current-dependent current source.
This allows these classes to amplify variable-envelope signals properly.

6.3.1.1. Class A

The Class A power amplifier is a linear amplifier. A linear amplifier is
supposed to produce an amplified replica of the input voltage or current
waveform. It provides an accurate reproduction of both the envelope and the
phase of the input signal as shown in Figure 6.5. The transistor in the Class A
amplifier is operated as a dependent-current source [2].
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Figure 6.5: Amplification of AM (Class A)

Concept of operation

e The conduction angle is defined as the percentage of the signal period during which
the transistor(s) remain on multiplied by 360-. In class A stages, the conduction angle
is 360°because the output transistor is always on.

e The operating point of the transistor in the Class A amplifier is above the transistor
threshold voltage such that the gate-to-source voltage waveform is above for the
entire voltage swing. Therefore, the transistor never enters the cutoff region.

e Power loss in the transistor of the Class A RF power amplifier is high.
The Class A power amplifier dissipates the maximum power at zero output power.
The maximum drain efficiency of Class A RF power amplifiers with the RF choke is
50%.
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6.3.1.2. Transformer less Class B
Concept of Operation

The Class B RF power amplifier consists of a transistor and a parallel-resonant
circuit. The transistor is operated as a dependent current source. The conduction
angle of the drain or collector current in the Class B power amplifier is 180°. The
parallel resonant circuit acts like a bandpass filter and selects only the
fundamental component. The efficiency of the Class B power amplifier is higher
than that of the Class A power amplifier.

The circuit of a Class B RF power amplifier is shown in Figure 6.6. It consists
of a transistor, parallel-resonant circuit, and RF choke. The operating point of the
transistor is located exactly at the boundary between the cutoff region and the
active region The dc component of the gate-to source voltage is equal to the
transistor threshold voltage.

Class B amplifier works with a single devices by sending half sinusoid current
pulses to the load. The device is biased at the edge of conduction. The load
voltage is sinusoidal because a high Q RLC tank shunts harmonics to ground.

In a single transistor version, the “minus” pulse is in fact delivered by the RLC
tank as shown in Figure 6.7. The Q factor of the tank needs to be large enough to
do this. This is analogous to pushing someone on a swing (for any second order
system). You only need to push in one direction, and the reactive energy stored
will swing the person back in the reverse direction.
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6.3.1.3. Class AB

The term “class AB” is sometimes used to refer to a single ended PA whose
conduction angle falls between 180° and 360°in which the output transistor turns
off for less than half of a period. From another perspective, a class AB PA is less
linear than a class A stage and more linear than a class B stage.

6.3.1.4. Class C

The circuit of the Class C power amplifier is the same as that of the Class
B RF power amplifier. The operating point of the transistor is located in the cutoff
region. The dc component of the gate-to-source voltage is less than the transistor
threshold voltage. Therefore, the conduction angle of the drain current is less than
180°. Voltage and current waveforms in the Class C power amplifier are shown in
Figure 6.9. The only difference is the conduction angle of the drain current, which
is determined by the operating point.
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Efficiency of the Class AB, B, and C Amplifiers
The efficiency of the Class AB, B, and C amplifiers is given by:

_ 1 ©—Sin ©
=7 Sin(0/2)—(6/2) Cos(6/2)

(6.4)

The formula assumed that the drain current of transistor in Figure 6.8 is to be the
peak section of a sinusoid and the drain voltage a sinusoid having a peak
amplitude of VDD.

The output power of the Class AB, B, and C amplifiers is given by:

6-Sin 6

Pout @ T—Co6/D (6.5)
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The maximum efficiency of 100% is often considered a prominent feature of class
C stages. However, another attribute that must also be taken into account is the
actual power delivered to the load.

The Pout falls to zero as © approaches zero. In other words, for a given design, a
class C stage provides a high efficiency only if it delivers a fraction of the peak
output power (the power corresponding to full class A operation).

The small conduction angle dictates that the output transistor be very wide so as
to deliver a high current for a short amount of time. In other words, the first
harmonic of the drain current must be equal in the two cases [1].
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Figure 6.10: Efficiency as a function of conduction angle.
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Figure 6.11: Output power as a function of conduction angle

6.3.2. Non-Linear Classes

Switching power amplifiers can achieve higher efficiency than linear amplifiers
because the active device operates as a switch. The active device is usually driven
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hard enough that it operates as a resistor in the ‘on’ state and conducts no current in
the ‘off’ state.

6.3.2.1. Class D

The basic Class-D PA is depicted in Figure 6.12. The input signal and the drain
voltage are both square waves. If this square wave was applied directly to the load
resistor R; , significant harmonic power would be wasted. Hence, a resonant tank
consisting of L,and C, is inserted in series with in order to allow only sinusoidal
current through R; .

A series LCR filter only allows the first harmonic of voltage to flow into the
load. Since current only flows through a device when it’s fully on (ideally V,;5 = 0),
little power dissipation occurs in the devices.

There is ideally no overlap between the current and voltage waveforms as
shown in Figure 6.14, thereby in principle achieving 100% efficiency.
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Figure 6.14: Class D waveforms
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6.3.2.2. Class F

An ideal class F shapes the waveform of voltage into a square wave, while
the current is shaped as a half current waveform. The wave shaping is done by
adding odd harmonics to voltage and adding even number of harmonics to current
waveform.

As shown in Figure 6.15, the circuit isolates the fundamental resonant load
from the drain at the third harmonic, allowing the drain voltage to contain enough
third harmonic to create a more square like waveform as shown in Figure 6.17. It
can be shown that just adding a third harmonic boost the efficiency from 78%
(Class B) to 88%.

As shown in Figure 6.16, the circuit a quarter wave transformer converts the
low impedance at the load (due to the capacitance) at harmonics of the
fundamental to a high impedance for all odd harmonics. Even harmonics are
unaltered as they see a A/2 line. In theory then we can create a perfect square
wave at the drain of the transistor and thus achieve 100% efficiency.

Figure 6.16: Class F with a quarter wave transformer
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Figure 6.17: Class F waveforms
6.3.2.3. Class E

In Class E amplifiers, the transistor is operated as a switch. Class E power
amplifiers are the most efficient amplifiers known so far. The current and voltage
waveforms of the switch are displaced with respect to time, yielding very low
power dissipation in the transistor. Since the switch current and voltage
waveforms do not overlap during the switching time intervals, switching losses
are virtually zero, yielding high efficiency.

The output network is designed to minimize power loss by preventing
overlapping V and | waveforms. Ideally, the active device turns on when the
drain—source voltage is zero, achieving zero voltage switching. This reduces
power loss in the system by minimizing the loss incurred from switching the drain
capacitance of the active device. There are two types of Class E power amplifiers

(1) Class E zero-voltage-switching (ZVS) power amplifiers.
(2) Class E zero-current-switching (ZCS) power amplifiers.

The basic circuit of the Class E ZVS power amplifier is shown in Figure 6.18.
It consists of power MOSFET operating as a switch, L-C-R series-resonant
circuit, shunt capacitor C1 and choke inductor RFC.

The switch turns on and off at the operating frequency. The transistor output
capacitance, the choke parasitic capacitance, and stray capacitances are included
in the shunt capacitance C1. For high operating frequencies, all of the capacitance
C1 can be supplied by the overall shunt parasitic capacitance.

The resistor R is an Ac load. The choke inductance RFC is assumed to be

high enough so that the ac current ripple on the dc supply current can be
neglected. A small inductance with a large current ripple is also possible.
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The device is configured similarly to the linear PA device, except that the
gate signal drives the device between triode and cutoff regions. As shown in
Figure 6.19, when the device is ‘on,” the drain—source voltage is constrained to
near zero. When the device is ‘off,” the drain— source voltage is constrained by
the dynamics of the output network as shown in Figure 6.20.
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Figure 6.18: Class E
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Figure 6.21: The Class E wave forms
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As shown in Figure 6.21, No time overlap between transistor’s drain source
voltage and drain current and the first derivative of VDS is zero at the moment
device turns on. The requires that both the switch voltage and its first derivative
are zero when the switch closes. The requirement for a zero first derivative is not
absolutely necessary to obtain 100% efficiency. However, this property makes the
amplifier less sensitive to component variations
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Table 6.1: Key concerns and tradeoffs in non-linear classes

Class

Main features

Class F

The efficiency of class F depends on the number of harmonics added, as the number of harmonics
increase the efficiency increase.

Adding infinite number of harmonic makes the design of output network too complex, most
designers uses finite number of harmonics and sacrifice some losses as using transmission line may
be inconveniently long or even inapplicable in fully on-chip integration .

Class F main trade is between output network complexity and efficiency.

The maximum efficiency of an ideal PA increase from 50% of class A to 70.7, 81.6, 86.6 and 90.4 as
harmonics added [3].

Class D

For gigahertz-range applications the Class-D amplifier has some drawbacks [4]:

The drain capacitors of the transistors are not a part of the matching network and need to be charged
and discharged every cycle, leading to power dissipation equal € Vpp?® f

Class-D PA is the that it requires the use of a PMOS device, which has higher on-resistance than its
NMOS counterpart. Typically, to achieve similar on-resistance as the NMOS switch, the PMOS
switch size needs to be increased two to three times, thereby increasing input capacitance
significantly and making driver design more challenging.

The power C V,p% f required to drive the switches also increases proportional to € gs Since we have
to burn power to drive the inverter.

Class E

Class-E amplifiers have become popular since they can overcome the € V,,2 f loss associated
with the drain parasitics of the transistor. Like Class D, Class E is also capable of achieving 100%
efficiency.

The main advantage of Class-E design is that, when the switch is turned on, the voltage across it is
zero, and therefore the drain parasitic capacitance of the switch need not be discharged. This is
referred to as zero voltage switching.

In fact, the parasitic drain—source capacitance of the switch can be absorbed into the shunt capacitor
required in a Class-E PA. The Class-E theory requires that both the switch voltage and its first
derivative are zero when the switch closes. The requirement for a zero first derivative is not
absolutely necessary to obtain 100% efficiency. However, this property makes the amplifier less
sensitive to component variations.

In spite of being an attractive architecture, Class E suffers from some practical issues in fully

integrated designs:
+«» It requires multiple passive components, whose finite quality factor quickly degrades the
achievable efficiency. Multiple passives also mean increased silicon area and higher cost,
which are undesirable for a portable solution.

s The Class-E amplifier also uses a series inductor, which is not readily compatible with baluns
or transformers that are in any case required for differential PAs to interface to a single-ended

antenna [4].
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6.4. Linearization techniques

PAs designed for a high efficiency suffer from considerable nonlinearity. For relatively low
output power levels we may simply back off from the PA’s 1-dB compression point until the
linearity reaches an acceptable value. The efficiency then falls significantly but the absolute
power drawn from the supply may still be reasonable. For higher output power levels, however, a
low efficiency translates to a very large power consumption.

6.4.1. Back-off

Transmit less power to achieve higher linearity by avoiding the saturation
nonlinearity

Main features

e Back-off is the simplest linearization technique.

e The required back off depends on modulation type, AM-to-AM and AM to-PM
distortion levels.

e Efficiency is sacrificed to achieve desired linearity.

e Low cost and no added complexity.

A great deal of effort has been expended on linearization techniques that offer a
higher overall efficiency than back-off from the compression point does. As we will
see, such techniques can be categorized under two groups: those that require some
linearity in the PA core, and those that, in principle, can operate with arbitrarily
nonlinear stages. We expect the latter to achieve a higher efficiency.

6.4.2. Predistortion

Compensate for amplifier gain and phase variation over power range by
applying an inverse nonlinearity to the input signal prior to entering the amplifier as
shown in Figure 6.22.
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Figure 6.22: Realization in baseband

Main features

e Look up table is perfectly suited for open loop predistortion.

e Process and temperature variations as well as long term drifts usually mandate
the
need for adaptation.

e Adaptive predistortion systems can be complex.

e Variations in the antenna impedance somewhat affect the PA nonlinearity, but
predistortion provides a fixed correction [5].

6.4.3. Feed forward

Correct the nonlinearity by subtracting an estimate of nonlinearity induced
artifacts from the output as shown in Figure 6.23 [5].

Main Feature

e Requires a linear auxiliary PA to amplify the error signal.

e Requires matching of the delays and attenuation/gain behaviors in order to
function correctly.

e Efficiency is low due to losses in the output delay line, output power combiner
and the auxiliary amplifier.

e Sensitivity to parameter variations over temperature and time usually mandates
the need for complex adaptive schemes.

e the analog delay elements introduce loss if they are passive or distortion if
they are active, a particularly serious issue as it carries a full-swing signal.
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Figure 6.23: Feedforward linearization

6.4.4. Polar Feedback

Using feedback from the output, detect magnitude and phase information and
use it to correct the signal fed into the amplifier by comparing it with that of the
desired input signal as shown in Figure 6.24 [5].

Main features

e Two feedback loops: One for phase and one for magnitude. Stability is a concern.

e Bandwidth of the envelope loop should be reasonably larger than the envelope
maximum frequency.

e When AM-to-PM is manageable, phase feedback may be eliminated.

e High performance envelope detection is required.
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6.4.5. Cartesian Feedback

Feedback a sample of the output, demodulate and detect in-phase and quadrature
components and use them to correct the signals fed into the amplifier by comparing
them with those of the desired signal as shown in Figure 6.25 [5].
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Figure 6.25: Cartesian Feedback Linearization

Main features

e Two feedback loops on I and Q. Stability is a concern.
e | and Q phases have to be aligned
e Loop bandwidth has to be reasonably higher than I and Q channel bandwidths.

6.4.6. Linear amplification using nonlinear components
(Out Phasing)

Modulate the amplitude by combining two out-phased constant envelope amplified
signals whose phase difference contains the amplitude information as shown in
Figure 6.26 [5].
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Figure 6.26: Basic Out Phasing
The equation can be expressed as:
S(t) = b(t) Cos(wt + ¢(t)) (6.6)
S1(t) =ACos(wt + @(t) +a(t)) (6.7)
S,(t) = ACos(wt + @(t) —a(t)) (6.8)
a(t) = Cos™ (b(t)/ (1)) (6.9)

Main features

e When fully matched hybrid combiners used, efficiency is proportional to
the average output power due to the loss in the hybrid.

e Lossless combining on the other hand stresses the individual amplifiers
reducing their efficiency, and degrades the overall linearity.

e Not efficient for modulations with large peak to average ratio

e Difficult to implement the signal separator with analog components.

6.4.7. Polar Modulation

Polar Transmitters main idea is based on the Khan envelope elimination and
restoration (EER) technique.

The principle of an EER transmitter is to split the input signal into two paths. A
baseband path contains the envelope of the input signal and a radio frequency (RF)
path contains a constant-envelope phase modulated signal as shown in Figure 6.27.

The PA output waveform that swings from 0 to K VDD will take the shape of
the envelope. Polar modulation is an entire transmitter architecture that differs from
EER in the generation of envelope and phase signals, while no difference exists in
reconstruction.

221



Rather than up converting | and Q components, adding them and applying the
result to the envelope detector and limiter, polar modulation transmitters have ready
envelope and phase signals as their inputs from the digital domain as shown in
Figure 6.28 [6].
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Figure 6.27: EER Block diagram
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Figure 6.28: Polar transmitter block diagram

Main features

Requires a very low loss, power efficient and fast supply modulator, such as class S
supply modulators or sigma delta DC-DC converters.

Supply variations result in AM-to-PM distortion.
Delay mismatch between the envelope and RF phase paths can result in distortion.
Envelope feedback can be used to improve the linearity.

A variation of this technique that uses amplifiers with additional back-off to guarantee
linearity is called envelope tracking
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Research into wireless power amplifiers (PAs) has long been focused on improving
the tradeoffs between efficiency and linearity. Switching power amplifiers (Classes D/E
etc.) have higher efficiency compared with their linear counterparts (Classes A/AB/B
etc.), but cannot be directly applied in systems which employ spectrally efficient
modulation. It is for this reason a great deal of research has focused on breaking this
tradeoff.

The main benefit of this idea is that the phase signal is a constant envelope signal,
which makes it possible to use efficient nonlinear PA’s to amplify it. This is increasing
overall efficiency compared to linear power amplifier classes.

Polar modulation is one such system-level solution. However, analog polar
modulation systems suffer from efficiency—bandwidth tradeoff in the supply modulators
and hence have not become very popular for wide-bandwidth systems like wireless LAN
(WLAN).
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Table 6.2: Key concerns and tradeoffs in Polar modulation systems

Issue Proposed Solution

Delay Mismatch e Adding a delay compensation unit in the
design

Delay betwee'n en\{elope and p.r.lase e A delay compensation unit is inserted in

paths cause distortion such as jitter the phase path (which is usually faster) or

and ACPR. the phase signal is delayed in the DSP

domain to compensate for delay mismatch.
(spectral regrowth)

Envelope Detector Linearity e Envelope will be calculated in the DSP

Linear envelope detection of

modulated RF signals over a wide However, their implementation requires a
enough dynamic range is extremely change to the base band chips, which poses a
challenging. different set of
challenges.

Overall efficiency The efficiency of PA =53%
Designers have to be particularly The PA consumes 46 mW to support 25 mW
careful not to lose the higher (14 dBm) and the total power consumption equal

87 mW.

efficiencies they gain from operating
the PA’s to the power they consume
in the limiter, switching power supply,
PLL and filter.

Efficiency—bandwidth tradeoff Our system is NB loT with a very low BW.

Analog polar modulation systems
suffer from efficiency—bandwidth
tradeoff in the supply modulators.
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6.5. Phase Path Results

As shown in Figure 6.29, the PA chain consists of

Current Mode Logic (CML)
Driver (Chain of Inverters)
PA core (Class E)
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Figure 6.29: PA Blocks

6.5.1. Current Mode Logic (CML)

As shown in Figure 6.30, the schematic of the CML with high pass filter with
cutoff 159 MHz to block the dc offset from PLL 900 mV and bias the dc this point
with dc offset 600 mV. The total current 320 pA and the total power consumption at
CML is 384 pW.

The main features of CML

Convert the signal from differential into a signal ended .

The Class-E amplifier uses a series inductor, which is not readily compatible with
baluns or transformers that are in any case required for differential PAs to interface
to a single-ended antenna.

Guarantee that the duty cycle is 50% . All eqns of class E depend on this
Assumption.

The swing of CML is rail to rail signal .

Due to using Class E, a CML with is chosen as pre-amplifier because it converts
small input signal into a rail-rail signal with large swing.
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The first graph in Figure 6.31 shows the single ended input from PLL with
amplitude 150 mV and Dc offset 900mv and the second graph shows the relation
between the Differential input and the single ended output after inverter.
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Figure 6.30: Schematic of CML
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Figure 6.31: Differential Input and Single ended Output after CMOS Inverter

Figure 6.32: CML Output across Corners

6.5.2. Inverters

The main benfit of chain of inverters is driving high capacitance input from Class
E. As shown in Figure 6.33 and 6.34, Inverter’s delay is a function of the ratio
between its external load capacitance and its input capacitance. The ratio is called the
effective fan-out F:

C
F=fN=2"L (6.10)
Cin
To minimize the delay, Size of each stage is the geometric mean of two neighbors
f = 2o o o) (6.11)
gin,j gin,j—1

When each stage has the same effective fanout, each stage has the same delay.
When N is large, the first component dominates (intrinsic delay). If N is too small,
the effective fanout of each stage becomes large, and second component is dominant.
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For a given load, C, and given input capacitance C;,, the optimum number of stages:

N =In(F)

Figure 6.33: Chain of Inverters

i1
i
il

Figure 6.34: Chain of Inverters

Transmission Gate

As shown in Figure 6.35, the transmission gate works as a buffer in ON state but it works as
high impedance with pull down network when this path is not used.

The size of transmission gate has a trade-off between loading capacitance on driver and
the effective transmission of the RF signal through switch.

The pull down network is connected with enable bar, if this is path is selected then the
enable bar equal zero which mean that this is path is short circuit. If this is path is not
selected then enable bar equal VDD which mean that the transmission gate is a high
impedance and the output node is forced to be ground.

As shown in Figure 6.36, there is only one path is selected and other paths are forced to
be ground (almost Zero).
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Figure 6.36: Only one path is selected

Due to different input capacitance from PA paths, the optimum number of stages is
different which mean the delay of each path is varying according to the number of stages
of inverters. The design according to this is approach is not a practical.

The second approach is to get the optimum number of stages for the first path (maximum
load capacitance) then get the optimum size of this number of stages and for other paths
use the same number of stages with scaling ratio in the transistor size equal to the scaling
ratio of capacitance load.

As shown in Figure 6.37 and 6.38, the same delay for all paths.
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6.5.3. PA(Class E)

Class E power amplifier is one of the nonlinear classes that can theoretically
achieve 100% efficiency.

There are two states of Class E:

e ON state

The device is configured similarly to the linear PA device, except that the gate signal
drives the device between triode and cutoff regions. As shown in Figure 6.39, when
the device is ‘on,’ the drain—source voltage is constrained to near zero.

e OFF state

When the device is ‘off,” the drain— source voltage is constrained by the dynamics of
the output network and the current flow through the shunt capacitor as shown in
Figure 6.40.

Current from
switching device
y N
y B
4 N
/ \
3
|

L2 to t1 t2

Figure 6.39: ON state of Class E
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Current from
switching device

! l s
c2
Current from
s l capacitor

Figure 6.40: OFF state of Class E

The current and Voltage equations:

Iyy =Ipc+sin(0—0) 0<6<m (6.12)
Ic =Ipc+sin(6—0) n<O<2m (6.13)
Vow == " Ic dO (6.14)

Vew 1s the integral of ac current during the OFF state as shown in Figure 6.41 and
6.42.

232



B
F

N
i/ N
N
4
c1 \
rwv\u | t / N\
: o200 feo0 f204" 20 60 90 124 150 184 214 244 2N 3
R1 \ / \\
~=r/
Figure 6.41: Class E waveform
N
4 — ] ey
/
y
c1
I L2 150 12090 [60 [20 [ 30| 60| 90/ 12 150] [21424d 309 334
|
R1

Figure 6.42: Class E waveform
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This is equations introduced by Sokal 1975 [7]:

C, !

C, =0.1836 —
WceR;
L, =1.1525 &
We
2
P, =0.5768 22
Ry

WeR(QL—1.1525)

(6.15)

(6.16)

(6.17)

(6.18)

Using ADS, this design equation is related together and there is threshold for each design
parameter, the final value as shown in Figure 6.43.
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Figure 6.43: Class E circuits design

Rpc Q
W

L1:

where Rpc = 1.7337 R, and the quality factor =12 and L,is related to C,as LC tank with
resonance frequency w,.
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Table 6.3: The value of the components

Component Value
C1 541 fF
C, 994 fF
L, 15nH (off Chip)
Ly 1.7nH
L, 33nH (off Chip)
R, 17 ohm

As shown in Figure 6.44 and 6.45, the value of off chip Inductor and its quality factor and self-
resonance frequency.
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Figure 6.45: RF Inductor
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As shown in Figure 6.46, there are five path to support the full range of Power from
—40 dBm to 14 dBm.

The first stage support from 14 dBm to — 5 dBm, the second stage support from—5 dBm to —
15 dBm, the third stage support from—15 dBm to — 23 dBm, the fourth stage support
from—23 dBm to — 30 dBm and the fifth stage support from—30 dBm to — 40 dBm.
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SRR TR SR SR
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As shown in Figure 6.47, there is a very small overlapped between Drain Voltage and Current so
the efficiency with ideal choke coil is 86% and after added a real coil with a finite series
resistance, the efficiency dropped to 53%.
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Figure 6.47: Drain Voltage and Current

One of Class E issues is the high value of the drain voltage in OFF state equal 3.56 VDD, which
raises the concerns about breakdown and reliability issues. The solution of this issue is using
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cascade device. A shown in Figure 6.48 the difference between any two terminal does not exceed
the supply voltage.
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Figure 6.48: Cascode Voltage and Internal node

As shown in Figure 6.49, the relation between the input signal of class E and the output on 50
ohm (14 dBm).
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Figure 6.49: 1/P and O/P

Using parametric analysis to get the relation between the VDD, 4 and the output power in mW
and the derivative of this relation to get the linear range, as shown in Figure 6.50.
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Figure 6.50: Output Power VS VDD_PA and its derivative
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Chapter 7 : System Simulations

In this chapter, the whole transmitter is integrated and simulated. The PLL control voltage
showing lock is shown in Fig. 7.1. First, the amplitude is varied to show the effect of the
amplitude variation on the PA output. This result is shown in Fig.7.2. The upper part of the
figure shows the PA output while the lower part shows the envelope it should track which it
tracks successfully. A QPSK symbol at a single subcarrier was used as an input to the
transmitter. The four possible outputs are shown in Fig. 7.3 on the same graph. A zoomed
version of the output is depicted in Fig. 7.4 with the delay between the zero crossings shown on
the graph. The constellation is plotted in Fig. 7.5. There is a small deviation in the constellation
points about 2 degrees. This comes from the simulator accuracy as the output period is in the
order of 100 ps while the simulator accuracy in the delay calculations is in the order of 10 nS.
This is evident in Fig. 7.3. The output phase noise is plotted with the mask on the same graph in
Fig. 7.6. The transmitter output spectrum is plotted in Fig. 7.7. The delay mismatch between the
phase and amplitude paths was studied. The phase path reconstruction filter has a higher delay of
4.2 us than the envelope path reconstruction filter. This is due to the lower bandwidth of the
phase path filter. The phase path has an extra delay in the 1Q mixers and limiter till the filter
output reaches the PLL reference input. This delay was calculated to be equal to 17ns. The PLL
settling time that adds further delay is 67.1486 us. The PA drivers adds a delay of 0.1103 ns.
This means that a delay of 71.36571 us will be inserted before the envelope path in the digital
domain as it is the faster path. A comparison with the state of the art transmitters is shown in
table 7.1. The transmitters in [1], [2] and [3] were tested and fabricated after testing. The
proposed architecture consumes less power. However, the second PLL providing the LO to the
offset PLL feedback mixer still needs to be designed. Moreover, the DC/DC converter that will
support the PA supply will be designed. After designing these blocks, the transmitter efficiency
is expected to degrade. The transmitter power will increase but it is expected to be kept below
[1], [2] and [3]. However, this comes at the expense of the larger area as the proposed design
contains two PLLs and two VCO inductors while the reported transmitters rely mainly on digital
circuits which reduce the area considerably. The transmitter in [2] supports a much higher output
power (23 dbm) which translates to a higher power consumption. The achieved evm was 1% but
it is expected to degrade from the envelope path, the 1Q mismatches and the integration with the
digital part due to the finite quantization error.
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Transient Response
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Figure 7.1: PLL Control Voltage in Lock
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Transient Response
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Figure 7.3: Four QPSK Outputs
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¥ Measurements

Freq. (GHz) Power (dBm)

1 1.750 11293

2 3.500 -24.446

A 1750GHz 35.739.dB
Channel Power 10.068 dBm

Table 7.1: Performance Comparison With The State-Of-The-Art Transmitters

Index [1] [2] [3] This work
Technology 65 nm 180 nm 55 nm 65 nm
Frequency (GHz) 2.4 0.75-0.96 2.4 1.75
Pout 14 23.2 11/8 14
Power (mW) 150 475.8 127.3 87.6
PA efficiency 44 50.1 % - 53 %
EVM 3.9% 3.78% 5.7 rms 1%
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Chapter 8 : Conclusion

In this work, a polar transmitter based on the offset PLL architecture for NB IOT was
introduced and implemented in 65 nm CMOS psocess. The transmitter covers the 1.8 GHz band .
The transmitter consumed only 87.6 mW from 1.2 V supply. The noise transmitted at an offset of
100 Khz is -89.9 dbc. A max output power level of 14 dbm is supported. The transmitter
achieves an rms evm of 1%. The achieved PA efficiency is 53%.

8.1. Future Work

The next step for our transmitter is to design the two remaining blocks which are the second
PLL and the DC/DC converter to provide the PA supply. Integration with the digital part will be
done. Then layout to the transmitter blocks will be done to be able to fabricate and test our
transmitter. Also, supporting higher power classes defined by the standard is considered.
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