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Abstract

Narrowband Internet of Things NB-I1oT is a new cellular technology introduced in 3GPP
Release 13 for providing wide-area coverage for the Internet of Things 10T. This thesis provides a
hardware implementation of the physical downlink shared channel PDSCH in Release 14. We
describe how algorithms were constructed and hardware designed in accordance with the
requirements of the 3GPP standard to achieve specifications and good performance, low area, low
power and low complexity of design. We also provide insight on how the chain was integrated,
synthesized, simulated and tested.
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Chapter 1
Introduction
1.1. NB-loT applications and Usage
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Figure 1 Narrowband 10T usage

Internet of Things is a network of physical objects or people called things, where electronics, software
and network work together to open the door for these things to be able to collect and exchange data
remotely. There is a lot of application for loT devices such as smart cities, wearables and Health Monitoring,
security and surveillance. There are some requirements that are needed in order to support the 10T devices
for instance low cost and long battery life. Moreover, there are some requirements on the network like, low
data and low latency support, and extended coverage link budget. 3GPP also has taken some evolutionary
steps regards the network and devices in order to meet the connectivity of emerging to loT segment. There
are solutions to meet the loT requirements such as LTE-M and NB-10T. [1]

The narrow band 10T proposal is set for approval in 3GPP Rel14 with following improvements. NB-
10T or NB-LTE is a new 3GPP radio-access technology, which is designed to achieve the perfect co-
existence performance along with GSM, GPRS, and LTE technologies. One of the advantages of using
LTE is the mobility. It is also very popular as it has high data rate, high capacity and spectrum efficiency.
For NB-LTE Rel. 14 occupies 180 KHz of the spectrum.



Modes of operation:

- In-band:
In this mode, an NB-10T carrier is deployed occupying a physical resource block (PRB) within an LTE
carrier. This mode is the most efficient one as it allows the base station schedule to multiplex LTE and NB-
loT traffic in the same spectrum.

- Guard band:
In this mode, an NB-IoT carrier is deployed within the guard band of an LTE carrier by using used Resource
Blocks within Blocks within LTE carrier Guard Band and it does not take any capacity from the main LTE
traffic carrier.

- Standalone:
In this mode, an NB-IoT carrier is deployed independently of any LTE carrier and it can work as a
replacement to GSM carriers. It also can provide deployment flexibility based on available spectrum and
use cases [2].

Standalone
( 1
I # 'PIIID UMTS/LTE
200k 200k 200k
Guard Band In Band
AREE\ /IR
200k 200k

Figure 2 NB-1oT deployment modes

1.2. NPDSCH Receiver design based on Release 14 (3GPP):

The project aims to implement and, simulate the Narrowband Physical Downlink Shared Channel
NPDSCH receiver based on release 14 for Third-Generation Partnership Project 3GPP.

NB-10T is a cellular radio access technology based on Long Term Evolution LTE for Low-Power Wide-
Area Network LPWAN enables low data rates power and cost.

Cellular
802.11xx 2G, 3G, 4G
LPWAN
NFC, ZigBee, BLE LoRa, Sigfox, NB-loT

Range

Figure 3 Range vs power consumption for LPWAN compared to other technologies

Power consumption

Bandwidth

In 2014 through 2015, there are some proposals for NB until 2016 when 3GPP include all proposals as a
work item for release 13, then in mid of 2016 NB-loT was recognized in release 13 followed by updated
versions with different Enhancements.

For quality of service improvement, release 14 come with more updates; New power class for the maximum
output User Equipment reduced to 14 dB, New Transport Block size support reach 2536 bits to improve
data rates and introduce the ability of second HARQ to enhance the reliability of the links for the UEs.



1.3.  Physical Resource Block Structure for NB-10T
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Figure 4 Frame structure for NB-1oT LTE transceiver

The transmitted signal in each slot is described by one or several resource grids of N2 NRB subcarriers and
Nojmp OFDM symbols. Where each resource grid consists of N3, x NP resource elements. The

quantity N2% depends on the downlink transmission bandwidth configured in the cell and shall fulfil

min,DL DL max,DL
Nrg" " <Ngg <Ngg

Where NIMPL —6 and NZ2PL —110 are the smallest and largest downlink bandwidths, respectively,
supported by the current version of this specification.

Resource block is also known as slot and its transmission time is about 0.5ms. Two slots are combining
together forming subframe and ten subframes are combining together forming a whole frame and it takes
10ms to transmit the whole frame where each subframe needs 1ms to be transmitted. Moreover, the length
of slot differs depends on the CP as in Normal CP slot contains 7 OFDM symbols and the time taken by
the first symbol is greater than the rest as discussed in section 1.3 while in Extended CP the slot contains 6
OFDM symbols and the slot’s time is divided equally between the symbols.

For NB-loT Normal Cyclic Prefix is used and the number of Resource blocks used is 1 Resource Block for
the NB-loT with 12 frequencies sub-carriers and 14 symbols for each sub frame with total BW=180 KHz.



1.4. Frame Structure
According to 3GPP there are three radio frame structures designed for LTE:

The radio frame structure type 1:
Is only applicable to FDD (for both full duplex and half duplex operation) and has a duration of 10ms
and consists of 20 slots with a slot duration of 0.5ms. Two adjacent slots form one sub-frame of length
1ms, except when the sub-carrier bandwidth is 1.25 kHz, in which case one slot forms one sub-frame.

The radio frame structure type 2:
Is only applicable to TDD and consists of two half-frames with a duration of 5ms each and containing
each either 10 slots of length 0.5ms, or 8 slots of length 0.5ms and three special fields (DWPTS, GP
and UpPTS) which have configurable individual lengths and a total length of 1ms.

The radio frame structure type 3:
Is only applicable to LAA secondary cell operation. It has a duration of 10ms and consists of 20 slots
with a slot duration of 0.5ms. Two adjacent slots form one sub-frame of length 1ms. Any sub-frame
may be available for downlink or uplink transmission.

For narrow band Downlink Physical shared channel, frame 1 is used.

One radio frame, T;=3072007,= 10 ms

Sub-frame 0 (1ms) One slot, Tslot = 15360-Ts =0.5 Sub-frame 9(Ims)

BN EN N EN

Figure 5 Radio frame structure type one

Form the shown figure the frame time Ty = 307200 Ty = 10ms, Tsyp frame = 30720 Ts = 1ms

According to 3GPP

=1
Ts = */(15000) (2048) ™S
T.p = 5.2us for 1st OFDM symbol and 4.7us for the rest

Ty =66.67us,  Toympor = \™S/14 = 71.4us

Number of samples for cp = 160 for 1st OFDM symbol and 144 for the rest

So the Minimum number of samples used in LTE is 128 to get integer number of samples for cp =
10 for the 1st OFDM symbol and 9 for the rest

For NB-1oT LTE it follows the numbers of the minimum samples which is 128 although its number of sub-
carriers is 12 so we use a down sampler in our design from 128 samples to 16 samples.

Thus, the sampling rate calculations become T, = 1/(15000)(128) = 1/1_92ms for NB-loT LTE.



1.5. The flow of data according to our NPDSCH chain design:
In our design for the chain of NPDSCH, we take into consideration the effect of these enhancements on the
physical layer and finally reach for this Block Diagram for our chain:
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Resource o
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"

11!

Memory
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L

CRC Detection channel De-coding | De- Rate matcher |-—| Repetition ||.._| De-scrambling *—| symbol De-mapper

and De-modulation |4

Figure 6 NPDSCH RX Chain Block Diagram

The in-phase and quadrature-phase data input waveform starts to enter the NPDSCH receiver device
through the Coarse Synchronization Block, after the synchronization with the transmitter happen CP
removed and data went through down sampler then finally to CFO correction block so the frequency offset
estimation resulted from the Coarse Synchronization used in CFO correction.

FIFO based Memory used in storing the 16 OFDM symbols for preparation to the FFT process that
transform the signal from time domain to frequency domain storing the output in two consecutive memories
called Resource De-mapper.

Channel Estimation estimate the channel frequency response using the pilots stored in the Resource De-
mapper and pass the output to the equalizer for compensate the channel effect.

Fine synchronization is used to keep tracking time and frequency offset.

Data then pass through NRS removal block to remove pilots and transform parallel data flow into serial
data flow.

Real and Imaginary symbols pass through De-modulation to converts into bits based on QBSK constellation
and go to the scrambler in order to randomize the stream of data.



Bit stream finally go through Rate De-matcher block to Improve channel efficiency by changing the code
rate of the transmitted data, then pass through the channel De-coder to correct the received bit based on a
hard decision decoder and, finally reach the CRC block to get the ACK signal to the upper layer.

1.6. Thesis out Lines:
This thesis is divides into five chapters:

Chapter 1: The introduction to NB-10T LTE, Release 14 enhancements, our chain block diagram and, brief
description for the functionality of each block.

Chapter 2: The Theory Background and the Algorithms used in implementing each block with detailed
explanations for the function and the role of each block.

Chapter 3: The block diagrams for each block design, Matlab results compared to simulation results, and
power and area synthesis results.

Chapter 4: The Matlab and RTL full Integration plain took to integrate the whole Matlab blocks' functions
and the RTL blocks, also include the MATLAB, Simulation and, power and area Synthesis Integration
Results for the whole chain and, FPGA Implementation and results.

Chapter 5: The conclusion of our design specs, improvements done in our design and, the future works.



Chapter 2
Theory

2.1. Coarse Synchronizer [6:12, 53]
Problem Definition

2.1.1.1. OFDM-Based Systems Sensitivity to Frequency and Time Offsets
Communication systems based on OFDM struggle with two main issues: ICI, inter-carrier interference and
ISI, inter-symbol interference. Firstly, the high sensitivity to ICI is due to a basic assumption in OFDM
systems, namely that signals on subcarriers are orthogonal to each other. That assumption means that the
spectrum of an arbitrary signal on an arbitrary subcarrier must have nulls at all other subcarriers’
frequencies. Hence, a frequency shift introduced to this system can undermine this assumption, and in this
case, there is ICI, that implies that the signals on different subcarriers interfere with one another, which
degrades the SINR. Secondly, the sensitivity to ISl is not unique to OFDM systems; it is a common issue
in communications systems generally. ISI occurs when two symbols interfere in the time-domain as they,
for example, are dispersed due to propagation through a multipath channel or due to poor pulse shaping at
the transmitter, that leads to overlapping between symbols and hence degrades the system performance.
However, as these previous problems are usually dealt with in other contexts, the ISI at hand is mainly
caused by another issue, that is synchronization error, which simply means to mistake one time-domain
sample as the beginning of a symbol when it is not.

2.1.1.2. Frequency and Time Offsets: Sources and Ranges
ICI and ISI have multiple sources. There are two main sources of ICI: CFO, which is the difference between
the carrier frequency at the transmitter and the receiver RF oscillators and the other source is the raster
offset. When a UE turns on it conducts a search in frequency domain looking for a carrier to facilitate the
synchronization process, referred to as an “anchor carrier”, this carrier is searched for on a 100KHz raster,
so the offset between the 100KHz raster and the center frequency of the anchor carrier is the raster offset.
As for the ranges of frequency offset sources, the carrier frequency offset can take a value up to 18KHz
assuming a maximum mismatch of 20ppm between the transmitter and receiver oscillators and a carrier
frequency around 900MHz, on the other hand, the NB-IoT’s cell search and acquisition are designed for
the UE to be able to synchronize having up to 7.5KHz raster offset. Hence, the maximum absolute frequency
offset is assumed to be 25.5KHz [6] [7]. Considering ISI, for this context, perfect pulse shaping is assumed,;
also, it is assumed that the CP is longer than the multipath channel’s maximum excess tap delay. The
remaining source is the synchronization error: incorrectly defining the beginning of symbols. Initially, the
information about the beginning of symbols is not available to the receiver and must be acquired through
the synchronization process, thus errors in estimating the beginning of symbols in the synchronization
process are the source of ISI of interest in this context.
Operating Conditions
Due to coverage enhancement in the 14th release of 3GPP on NB-10T, the minimum SNR when assuming
a maximum coupling loss of 164dB is -12.6dB in a guard-band or an in-band deployment [7]. The multipath
fading channel is modeled by the ETU model having 9 taps with a maximum excess tap delay of 5us and a
maximum Doppler frequency of 5Hz due to the stationary nature of the applications of NB-1oT [8].
NPSS Signal
The NPSS is a signal composed of concatenated short Zadoff-Chu sequences designed to facilitate the
frequency and time offsets estimation. It is mapped to the last 11 symbols in the 6™ subframe in every radio
frame and thus has a periodicity of 10ms, the mapping excludes the first 3 OFDM symbols of the subframe
to avoid interference with legacy LTE for in-band deployment [7]. The signal is constructed in two layers:
a base sequence across eleven consecutive subcarriers in the frequency-domain and a code cover across
eleven OFDM symbols in the time-domain.



The base sequence d;(n) is defined as follows [9] [7],
nun(n+1) (1)
dn)=S0)-e" 11, u=>35, n=0,1,..,10

The code cover S(1) is defined as follows [9] [7],
$(0:10) ={1,1,1,1,-1,-1,1,1,1,-1,1}, (2)

To illustrate the mapping process, Error! Reference source not found. shows the mapping of the code ¢
over to time-domain OFDM symbols and Figure 8 shows the mapping of the base sequence to frequency-
domain subcarriers [7].

LTE
ymbol

CodeCover S() -- ----
NB-PS5 Symbol nnnnnnnnnnn

Figure 7 Mapping of Length-11 Code Cover to OFDM Symbols in Time-Domain

Base Sequence

d(0) d(1) d(2) d(3) d(4) d(5) d(6) d(7) d(8) d(9) d(10)

1 L ] L ] L ] L ] L ] L ] L ] L ] L L L ]

0.5

-5 -4 -3 -2 -1 0 1 2 3 4 5
Subcarrier Index

Figure 8 Mapping of Base Sequence in Frequency-Domain (occupying 11 consecutive tones)

Using a sampling frequency of 1.92MHz, an NPSS symbol should consist of 137 samples that can be
obtained by size-128, zero-padded IFFT in addition to a CP of size-9, that applies to all symbols except the
5% symbol that will need to have a CP of size-10 to achieve full compatibility with legacy LTE and ordinary
subframes [7]. Figure 9 illustrates the waveform.
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Figure 9 Waveform of NPSS Symbols Generated at 1.92 MHz by Size-128 IFFT

Functionality outline

From the previously mentioned givens, an outline of the functionality of the synchronization block can
be constructed. In short, the block should make use of the NPSS periodicity and good correlation properties
to estimate the time and frequency offsets with a reasonable accuracy that is discussed later, perform CP
removal and down-sampling after the synchronization process is finished and provide information about
symbol position to facilitate other chain operations or serve other higher-layer purposes.

Algorithm

The algorithm presented here is a three-step procedure. The first step is to use a reduced averaged time-
domain auto-correlation metric to acquire a coarse timing and an FFO estimate, leveraging in the process
the repetitive nature of the NPSS. The metric originally is supposed to have a length of 19200 samples, one
frame length, as this is the period of the NPSS, however, the metric is reduced by a factor of 16 to reduce
memory demands, and then it is averaged over frames to reduce the effect of AWGN. Figure 10 roughly
summarizes the algorithm.



Peak Not Found

Peak Found

Peak Rejected

Cross-correlation at
1.92MHZ

Peak
Confirmed

Estimates Refined
Figure 10 Algorithm High-Level State Diagram

Let x(n) be a transmitted baseband OFDM signal, the received signal is given by,

_j2men (3)
r(n) = [x(n) *h(n)]-e™"N +w(n), N =128, e=¢gteg
Where h(n) is the impulse response of the multipath channel, w(n) represents AWGN, and * denotes
convolution. The frequency offset normalized to the subcarrier spacing is represented by ¢ and it has two

components, integer frequency offset represented by ¢;, and fractional frequency offset represented by &;.

Now, the metric R (k) calculated in a single frame period can be defined as,

k+N,,—1

R(k) = Z (r(i) .S <mod (i/Ns , 11))) : <r(i +Ng)-S (mod (i/Ns +1, 11)))*

i=k

(4)

Where k covers 19200 positions, N,, represents the auto-correlation window and it has a value of 1370, N,
represents the symbol length and hence has a value of 137 and * here denotes complex conjugation. Then,
R, (m) representing the reduced metric can be defined as,

16(m+1)-1 (5)
Rm)= > RO

i=16m
Where m covers 1200 positions only. Then the averaged metric A(m) can be given by,

A(m) =A(m)- (1 —a)+R,.(m) " q, 0<a<x<l1 (6)

10



Now, coarse timing and FFO can jointly be estimated such that,

T = argmaxV,, |A|-16 — 8 (7)

_ N el a (T + 8) (8)
= 2nn, 4M9% 16

However, this decision is only taken when,

max (|A|) > Threshold 9)

Where the value of this threshold is a design parameter. The second step in this procedure is to refine timing
and estimate the IFO. It employs an NPSS matched filter to acquire these estimates.

Let us define the cross-correlation function, C(z,, .) calculated in a single frame period,

Tet+Ny—1
i .Znscﬁ—ﬁb)>* (10)

C(tere) = Z T(i)'(p(i—rc)-e_J N

i=T¢

Where p is a locally generated NPSS, N, is the length of the NPSS in samples, 7. € [t — A, 7 + A], and
g € [=2,2] + &. The range of ¢; is chosen to cover the range mentioned earlier while A is considered a

design parameter. This metric is averaged over a number of frames, considered a design parameter, and
then if max (|C|) > Threshold the estimation is acquired such that,

(t,€) = argmaxV, g, [C| (12)

However, if the maximum of the metric does not cross the threshold, another design parameter, the
procedure goes back to the first step, and if the maximum passes, the procedure is completed normally. The
third step is identical to the second, the difference only is that frequency hypotheses are taken around the
current estimate with a chosen step to refine the estimates and reach a better accuracy. This step can be
repeated. After finishing this procedure, the block switches to another mode of operation, where it removes
the CP from incoming symbols, down-samples these symbols and passes their position information.

Constructing the Algorithm

It is of great importance to add this part to explain how algorithms in academic literature on the
subject contributed to the algorithm presented here. Mainly, the algorithm presented earlier has the same
structure of that presented in [7], but implements a different first stage very similar to that in presented in
[11] except for the fact that the metric implemented here is a reduced one to save memory resources. There
are two reasons behind this choice: the first is that the first stage in [11] is faster, and this was important as
many like [11] and [12] emphasized speed as a means to reduce overhead power wasted by the RF stage
during the synchronization process, the second reason is the relative simplicity of implementation in the
first stage in [11]. This choice had its deteriorating effect on FFO estimation accuracy of the first stage, this
posed a challenge. The third stage was added to equalize that effect and was guided mainly by [10] and to
a less degree by [7]. Many techniques were inspired by the work in [7] like the peak finding process and
the filtering process. The work in [12] deserves more attention in the future using a shared ram technique
and possibly more resources, it was not implemented however as it needed more work and optimization to
increase its frequency resolution and to cover the required range.

11



2.2. CFO correction [13:15]:

The aim of this block is to cancel the effect of the estimated carrier frequency offset that divided into
two parts integer carrier frequency offset that come from synchronization block and fractional carrier
frequency offset that come from fine synchronization block, from the symbol and this offset happen due to:

e Frequency difference between the transmitter and receiver oscillator.
e Oscillator instabilities.

Carrier frequency offset introduces ICI and destroy the orthogonality of sub-carrier so, it is important to
correct it.

As the received signal b(n) equation equals:

N-1 i (12)

1 2n(k+e)n
b(n) = Nz AKG(K)e N +w®m) ,n=012,..N—1
k=0

Where A(K) is the modulated data, N is the number of sub-carriers used, G(k) is the channel gain at k"
sub-carrier, w(n) is the AWGN noise and ¢ is the frequency offset and it is equal:

€ = €1cro T €rcFo (13)

Where &0 IS the integer carrier frequency offset and egcg( i the fractional carrier frequency offset.

From equation (12) it’s required to cancel the effect of the offset on the received symbol by multiplying the
equation by exponential raised to phase conjugate to the estimated offset as following equation:

B = b(n)e w2 (14)

Where b(n) is the corrected symbol.

To achieve the effect of the conjugate exponential CORDIC algorithm is used to rotate the symbol by the
required offset.

CORDIC algorithm (coordinate rotation digital computer)

CORDIC algorithm is an iterative algorithm for calculating trigonometric functions like sine, cosine
and it is a hardware- efficient method which uses rotations to calculate a wide range of elementary functions
using only shift and add. It has two modes of operations rotation mode (RM) and vectoring mode (VM).

12
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Figure 11 diagram show rotation of vector

Vector rotation can be generally calculated by following equations:
Xijy1 = Xjcosa; — y; sinq; (15)
Vit1 = Yyjcosa; + x;sinq; (16)
Oivy =0 + 17)

By taking cos a; common factor we get:

Xjy1 = cosa; (x; — y;tan a;) (18)
Yir1 = cosa; (y; + x; tan a;) (19)
01 = 0; + ; (20)

In order to simplify the implementation of algorithm tan «; is chosen to be equal 2~ to make multiplication
implemented as shift operations. So, the final form of equation after n iterations is:

Xip1 = (x; — diy;275) (21)
Vier = (i + dix;27) (22)
i1 = 0; —dia; (23)

Where d; is the direction of rotation.
CORDIC in rotation mode:

Xip1 = (x; — diy;275) (24)
Vier = i +dix;27) (25)
0y =0, — diq; (26)

13



And after n- iteration the equation will be:

Xn, = K(xgcosag— yysinag) (27)
V. = K(yg cosay + xg sinag) (28)
6, =0 (29)

The direction with each rotation takes obviously affects the accumulative angle that is rotated. Arbitrary
angles can be rotated in the range —99.7 < 6 < 99.7 . The sum of all angles obeying the law tan «; equal
270 is99.7.

For angles outside this range trigonometric identities can be used to convert the desired angle into one
within the range. The number of bits resolution in the angle is of course relevant to the final accuracy.

tano Angle, 6 cosb

10 0.001953125
11 0.000976563
12 0.000488281
13 0.000244141

0.1119056771
0.0559528919
0.0279764526
0.0139882271

1
1 1 45.0000000000 0.707106781
2 0.5 26.5650511771 0.894427191
3 0.25 14.0362434679 0.9701425
4 0.125 7.1250163489 0.992277877
5 0.0625 3.56763343750 0.998052578
6 0.03125 1.7899106082 0.999512076
7 0.015625 0.8951737102 0.999877952
8 0.0078125 0.4476141709 0.099969484
9 0.00390825 0.2238105004 0.999992371

0.999998093
0.999999523
0.299999881

0.99999297

cos 45 x cos 26.5 x cos 14.03 x cos 7.125 ... x cos 0.0139 = 0.807252941

From the previous table we get that as the number of iterations increase the accuracy of the algorithm
increase and the constant multiplying by x,, and y,, nearly equal 0.60725941.

CORDIC in vectoring mode:

X1 = (6 — diy27Y) (30)
Yirr = (i +dix;277) (31)
i1 = 0; —dia; (32)
After n iterations the equations will equal:

x, =K [x2 + 2 (33)
Yn=0 (34)
0, =0+ tan_lﬁ (35)

6o
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2.3. FFT[16:31]:

The Fourier transform (FT) is used to transform a signal from the time domain to the frequency domain in
order to analyze the signal’s frequency components. In the frequency domain, the magnitude value for each
frequency represents its contribution in the original signal, and the complex value shows the phase offset
of the sinusoid at this frequency. The time domain signal is decomposed into a summation of multiple
sinusoid signals, FFT is very useful conversion tool for processing a signal which is difficult to handle in
the time domain, thus it is considered as one of the most important algorithms in digital signal processing
and many communication systems. In order to compute the N point DFT it is required O (N?)
operations, however by using FFT, the required operations are down to O (N log,(N?))
[16][17][18].

In the mid-1960s, The Cooley-Tukey algorithm was introduced and it was a breakthrough in implementing
Fast Fourier Transform (FFT) which reduce the complexity of a Discrete Fourier Transform (DFT). The
DFT of a signal time domain signal x(n) as shown in equation [36].

n-1 (36)
x(k) = Z X ()W

k=0
.2nnk
The W™ = e™/"~ is known as the twiddle factor and it is a complex value. Cooley-Tukey algorithm is a
divide and conquer algorithm as it breaks the given problem into sub problems of the same size and solve
these sub problems recursively. It combines the answers in at the end of the algorithm and generate the

output. Number of stages to generate the output is log2N where N is the data size.

Algorithm:
FFT can be implemented using:
1- memory-based algorithm
2- pipeline algorithm
where pipeline classified to Multi-Path Delay Commutator (MDC) and single pass delay feedback (SDF).
2.3.1.1. Comparison between Memory based, SDF, and MDC
In memory based, the architecture consists of a unique butterfly unit that performs all the operations of
the FFT, four two port RAMs to store the symbols, a memory with twiddle factors, address generators
and control logic. In this algorithm, the data inputs from one memory are passed through the processing
element to another memory and vice versa till the transform is completed, thus the latency in this
algorithm is high.
In MDC architectures, the input sequence is divided into multiple parallel data streams by commutator
then the data path through the butterfly and then multiplied by the twiddle factor.

For SDF architectures, a single data steam pass through the same multiplier and butterfly in each stage
and the share the same storage elements. SDF architectures require minimum memory compared to MDC
due to the efficient use of delay buffers. MDC architectures are not preferred for low power devices due to
the large number of multipliers [17].
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Table 1 Comparison of Pipelined FFT Architectures [17]

Memory-based architecture SDF architecture
Memory bank r log,N
Memory access times | 2Nlog, N 2Nlog,N
Complex multipliers r-1 log,N-1
Complex adders 2r 2log,N
Clock frequency log,Nir 1
Clock cycle Nlog,NIr N

To achieve a memory-based architecture needs to drive its clock log,(N/r) times the processor
frequency to achieve the same performance as pipeline SDF architecture. So, pipeline architectures are the
best choice when power and performance are the main concern than complexity. While memory-based
architectures are good choice when the complexity is the main concern [17]. Thus, SDF is implemented
without parallelization to minimize the power consumption.

The radix, r, stands for the number of parts that the input signal will be divided into. There are a lot of
radix can be used with 16-point FFT such as Radix 2, Radix 4, Split Radix, Radix 22

2.3.1.2. Comparison between Radix 2, Radix 4, Split Radix, Radix 22

i. Radix2
RAD?2 DIF algorithm is obtained by using the divide and conquer approach to the DFT problem.
To compute the DFT, first split Equation [36] into two summations, one of which involves the sum
over the first data point while the other over the next data points as shown in Equation [37]

§—1 N-1 (37)
x(k)= ) x(n) -W§ + > x(n)-Wgr
N 38
N (39)
N
o x(k) = z (x(n) + (=1)x <n + 5)) Wl
k=0
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Considering the even and odd-numbered frequency samples separately results in
N, (40)
_ ﬂ . kn
x2k)= ) (x(n)+x|n+ > ) - Wy
k=0 2

. (41)
. B _ ﬁ . kny . kn
w xQk+1) = kZO((x(”) x(" + 2>) W% ) W%

L) o+ = A
I : L) — &1 = @]

Figure 12 Radix-2 butterfly unit [25]
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Figure 13 Flow graph of 16-point Radix-2 FFT algorithm

As the output is out-of-ordered, then a bit reversed operation is required to place the frequency
samples in correct place. In RAD2 there is Nlog,(N) complex addition and glogz(N) complex
multiplication.[16]
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ii. Radix4
RAD4 algorithm is similar to RAD2, however instead of splitting the DFT computation into halves in
RAD?2, it splits the DFT into four. Thus, the N-point input sequence is split into four subsequences, x(4n),

x(4n+1), x(4n+2), x(4n+3) where n=0,1, ......, % -1
N N 3N
771 271 7! N-1 (42)
x(k) = z x(n) - WK + Z x(n) - WK™ + Z x(n) - WK™ + z x(n) - W
k=0 k=ﬂ k=ﬁ k=¥
N
N, (43)
2 x(,q) = Z x(Lm) - Wi,
m=0
N (44)
x(p,q) = x(7 Pt
x(I,m) =x(4m + 1) (49)
where l,q = 0,1,2,3and m,q = 0,1, ... .% -1
a A
b B
c C
d D

Figure 14 Radix-4 butterfly unit [26]

18



; 72 =
N
1 X D)L (1)
; ¢ \""f
2 N A DL
« NI oL
s DD T 5
Y / Sl
7 X R XA ZNG)» 13
RIS
b LIXINERLRT) 0 e @)» 2
3 BT WA N =
o LDIEENG) 2 o> 6
1 FHAONRD 2 ZNGys 1
@ SLENO w0
0 LSRN~ 7
\ vy W
w AL NG 8 K5 1
) R BT,
15 e A(3)» 15

Figure 15 Flow graph of 16-point Radix-4 FFT algorithm [26]

As the output is out-of-ordered, then a bit reversed operation is required to place the frequency
samples in correct place. In RAD4 butterfly there is 8 complex addition and 3 complex
multiplication and for 16-point FFT there is 96 complex addition and 8 complex multiplication
[24][25] [26][27].

iii.  Split Radix
The SRFFT algorithm is based on the synthesis of one half-length DFT together with two quarter-
length DFTs. This is possible because, in the RAD2 computations, the even-indexed points can be
computed independent of the odd-indexed points. The SRFFT algorithm uses the RAD4 algorithm to
compute the odd-numbered points. Hence, the N-point DFT is decomposed into one N/2-point DFT and
two N/4-point DFTs

N 4 (46)

2
x(2k) = Z (x(n) + x(n + N/2))W*n
n=0

Ny (47)

x(4k +3) = D (g(n) + jfWn - W

n=0
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%_1 (48)

x(k +1) = Y (g(n) = jf W™ - W
n=0

g(n) = x(n) — x (n + g) (49)

F(n) = x(n + N/4) —x (n N %) (50)

x(n) \/ X (2K)

X (n+N/4)

x[n#Nj2) > ! R :@)—- X (dk+1)
¥ (m+3N/4) / :\>< N

1t L-shape 274 L-shape 374 L-shape
T E— —

Figure 17 Flow graph of 16-point SPLIT Radix FFT algorithm [30]
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As the output is out-of-ordered, then a bit reversed operation is required to place the frequency
samples in correct place. For 16-point FFT there is 64 complex addition and 8 complex

multiplication.

SRFFT has the same number of adders as in Radix 2 and same number of multipliers as in Radix4
so it is good architecture in terms of low power consumption. However, its irregular design makes

it not the best choice for RTL implementation [28][29][30].

iv. Radix 22

Radix 22 was developed to inherit the radix 2 in terms of its simple control structure and it has the advantage
of saving hardware in other words reducing the number of multipliers used as in radix 4. The Discrete

Fourier Transform (DFT) of N-point input x(n) is defined as
.2TC
x(k) =YNtx(n) - Wik  0<k<N where Wy = e’V

N
Z_l

x(ky + 2k, + 4k3) = z H(kq, ky, k3) - W;s(kﬁzkz))wl\?:/a;ks)
N3=o

Hkey, kg, 13)=[X(n)+(-1)Ks X(n + )]+ () *a 26D [x(ng + )+ (-1)F X(ng +20)]

L) o+ = AW

I g —I] = Qi

1
Figure 18 Radix-22 butterfly unit [25]

Stage 1
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Figure 19 Flow graph of 16-point Radix-22 FFT algorithm [20]
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Stage 1 16-point FFT arithmetical operations

(S1[0] + S1[4])
(S1[1] + S1[5]) x (0.9239 — J0.3827)
(S1[2] + S1[6]) x (0.7071 — J0.7071)
(S1[3] + S1[7]) x (0.3827 — J0.9239)
(S1[0] — S1[4])
(S1[1] — S1[5]) x (0.3827 — J0.9239)
(S1[
(S1]

2]-S
3]-S

1[6]) x (—0.7071 — J0.7071)
1[7]) x (—0.9239 + J0.3827).

(S1[10] — S1[14]
1L(s1[11] = $1[15]) X (—0.9239 + J0.3827).

(S1[8] + S1[12])
(S1[9] + S1[13]) X (0.9239 — J0.3827)
(S1[10] + S1[14]) x (0.7071 — J0.7071)
(S1[11] + S1[15]) x (0.3827 — J0.9239)
(S1[8] — S1[12])
(S1[9] — S1[13]) x (0.3827 — J0.9239)
) x (—0.7071 — J0.7071)

Stage 2 16-point FFT arithmetical operations

S3[0 +n] (S2[0+n] +S2[2+n
S3[1+n]| | (S2[1+n]+S2
S3[2+n]| | (S2[0+n]+S2[2+n])
S3[3 +n] (S2[1+n]+S2[3+n]) x —J

\, n=0,4,8,12

Stage 3 16-point FFT arithmetical operations

S4[0 + n]] _[(S3[0 +n] + S3[1 +n])
~ 1(S3[0 +n] — S3[1 +n))

S4[1 + n]

] ,n=0,2,4,6,8,10,12,14

Stage 4 16-point FFT arithmetical operations
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As the output is out-of-ordered, then a bit reversed operation is required to place the frequency
samples in correct place. For 16-point FFT there is 64 complex addition and 8 complex
multiplication.
Radix 22 is the best choice for low power design and it is very popular with pipeline FFT
implementation to reduce the power consumption [20][21][22][23][31]




Table 2 FFT different radixes comparison

RADIX #complex addition #complex multiplication Complexity
RAD?2 64 17 Simple
RAD4 96 9 Complex
SPLIT RADIX 64 8 Simple
RADIX 22 64 8 Simple

All the algorithms’ have been implemented using MATLAB. RAD2 and RADA4 are not the best choice
when it comes to area and power, also the split radix has irregular design which make it not suitable for
digital design. Therefore, RADIX 22 is the one which is implemented in RTL as it is the best in terms of
area and power. Moreover, we implement the algorithm using SDF and using some optimization techniques,
to minimize the power, area, and latency.

2.4. RESOURCE DE-MAPPER [32]:

Resource block is used to represent the mapping of certain physical channels to resource elements.

Ngmp consecutive OFDM symbols in the time domain and N8 consecutive subcarriers in the frequency

domain are used to define the resource clock because the resource block consists of NJw,xN&® resource
elements, corresponding to one slot in the time domain and 180 kHz in the frequency domain. Physical
resource blocks are numbered from 0 to N25 —1 in the frequency domain. [5][6]

Oms 10ms
Resource Block
ENENETETEY RN ETENETEY e T
BN ETETEYETETETETEY X
EEEEEEENEEE :
gl (]
[u1]
LB B B B B B B B B P =
NN EETETETEY e “
| Slot : -
| |
= Subframe sl
Frame (7 =y bols)

Figure 20 Resource block [4]
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Resource block pair consists of two
resource blocks the even numbered
frame and the odd numbered frame. As
in NB-10T the Normal cyclic prefix is

used then the Af = 15 kHz, NJP =12,

and Ng&n,=7. Then the subframe is

12x14 and only one antenna port used.
Then the NB-IOT carrier uses one LTE
PRB in the frequency domain where there
is twelve 15kHz subcarriers for a total of
180kHz.[5][6]

LTE Frame Structure

E;ﬁ.-l Frame r-1 H Frame n H Frame n+1 H Frame n+2 |_’ H

i

ehB

I,
[=
3
[

HE

i
L

Subframe 1 Subframe 2 see | Subframe?

'
[
= Subframe 0
i

£— 1ms

[ L L L L L L]
u 1
: SlotQ | et |l
ik ]

— 05 ms -
Figure 21 LTE Frame Structure [4]

Each frame is 10ms and it consists of 10 subframe each subframe is 1ms in time access. Each subframe consists of
two slots where each slot is 0.5 msec. Slot is known as resource block and the resource block contains 7 OFDM

symbols [32]

One downlink slot T,

-~

N, OFDM symbols

k=NSENRE_1

Resource

,\tI’HCkXNRB resource
/ symb = e glements

Resource

re Subcarrier

sc g

(k.1

element
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sc_g

N
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k=0

DL
1= Ngymp —1

Figure 22 Downlink resource grid
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2.5. Channel Estimation [33:38]:
Channel Model for LTE and NB-1oT.
e Channel Models:
o Static propagation
Static Channel model present the channel as an additive white Gaussian noise to the signal with
power related to the SNR and no multi-path propagation or fading took into consideration for
this model

o Multi-path fading propagation

Figure 23 Multi-path fading channel model

Multi-path fading channel model present the channel with multi-path fading and Doppler shift
there are many different environments differ from each other in the delay profile.

The delay profile means that The receiver

found multipath signals with different  Power
propagation delays called Taps, these copies

either make constructive or destructive
interference as found in figure 22 there are

three paths for the signals with different >
delays due to different obstacles as shown in Delay 7 T, T3

the power delay profile thus two Figure 24 Delay profile
classifications can be describe the wireless

channel environment:

= Large-scale fading:
Determine the large variations found in the received signal amplitude or the power
level may cause through:

e Path loss: The received signal strength decreases over large distance between
the transmitter and the receiver.

e Shadowing: Caused by some obstacles found along the path between
transmitter and receiver.
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= Small-scale fading:
A small variation happened in phase and amplitude caused by interference between

versions of these paths due to moving of either transmitter or the receiver (Doppler
effect) or nearby reflecting wall.

o High-speed train condition
High-speed train channel model presents the channel to simulate the high-speed movement of
the UE (user Equipment) but without fading and an AWGN could be added.

e Specification of Used Channel Model
The multi-path fading channel is used in our project to simulate the channel model and get the

performance of the chain when the medium between the transmitter and the receiver follow the multi-
path fading channel model

Specifically, the Channel model used in our project is, Extended typical Urban model (ETU)

As shown from (figure3) taken from the 3GPP standard, that is the delay profile of our multi-path fading
channel model

Specification for the channel model used in simulation is:

Rayleigh fading channel with an Extended E“C‘*S?irfg]p delay Relative power [dB]
Typical Urban delay profile, maximum 0 a0
Doppler frequency shift equal 5 Hz, and with 50 -1.0
sampling frequency equal 1.92 MHz. 2 1

230 0.0

500 0.0

1600 -3.0

2300 50

5000 70

Figure 25 Delay profile for ETU according to
3GPP

Types of channel estimation
Channel estimation process used in compensate the effect of the channel on the transferring signals and
removing inter symbol interference and noise that affect the signal

Channel Estimation can be grouped into three categories as pilot based, blind and semi-blind.

e Pilot based Channel Estimation, some of data symbols are used to estimate channel.

e Blind Channel Estimation statistical properties of channel are used.

e Semi-blind Channel Estimation, take information about channel from data symbols and statistical
properties, so both used in the channel estimation process.

Narrowband-loT and LTE use Orthogonal Frequency Division Multiplexing (OFDM) scheme

The channel Estimation in Narrow band Physical Downlink Shared Channel (NPDSCH) use Pilot-based
channel estimation throughout putting some known symbols at the transmitter and generate the same
symbols at the receiver to find the relation between the received and the original symbols and get a rough
estimation for the channel.

These pilots called Narrow band Resource Elements (NRS). Their values and locations calculated using
some equations and sequence generators. They are found also inside all the sub frames transmitted except
the Narrow band primary synchronization signals (NPSS) and Narrow band secondary synchronization
signals (NSSS).
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Figure 26 NB-10T frame transmitted in an in-band mode over an LTE frame

This figure illustrates the distribution of the pilots over a NB-loT frame transmitted in in-band mode
consists of 20 slots, each two slots formed one sub-frame with 12 subcarrier frequencies and 14 symbols in
frequency and time respectively.

It is obvious that pilots denoted by NRS are found in all the subframes except the NPSS, and NSSS sub-
frames, while CRS is referred to the Cell specific Reference Signal that related to the LTE structure.
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Channel Estimation Algorithms

There are many channel estimation algorithms used in NB-IoT receiver but the problem appears in
form of a tradeoff between high complexity with high performance of the design and the required low
power and area.

From these algorithms, there is Linear Minimum Mean Square error (LMMS) Algorithm with high
performance but the complexity of the design also high so Least Square channel estimation algorithm is
preferred to use in our chain and to compensate the performance we use interpolation process to get better
performance with low complexity.

Least Square (LS) Channel Estimation

. . n
Afte.r thg channel effect assuming the input to the (AWGN)
receiverisy:
y=xH+n H

X —» L —
x: The required transmitted signal. (Channel) EE y
H: The_c_hannel _effeCtS' . . Figure 27 Channel effect on transmitted
n: Additive White Gaussian Noise. signal

y: The received signal.
Least Square channel estimation algorithm:

His=x"1y
LS algorithm ignores the effect of the AWGN so its performance is low but also with low complexity.

Channel Estimation Block aims to divide the received pilots over the transmitted pilots to get the channel
effect and then the equalizer divided the channel effect over all the transmitted symbols to compensate the
effect of the channel for all the transmitted symbols.

Interpolation

From the previous explanation it is obvious that there should be an interpolation process after the estimation
process as pilots found in four only sub carrier but the sub frame contains
twelve subcarriers

[y
=

=
o

Therefore, there are three different case for the interpolation process after
Channel Estimator:

1. The zero-order interpolation:

In this case the interpolation is constant so each three subcarriers contain
one pilot divide by the same channel H; 5

In each slot the Channel Estimation, get four different outputs H, s each
one used by the equalizer with three consecutive sub-carriers.

This design is simpler with less hardware but less performance and the
variation of Channel Estimation output happened each slot.

O B N W b U O N 0 W

|
lI
-

0 1 2 3 4 5 6

Figure 28 Zero-order
interpolation
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2. Interpolation over each slot:

=
[

[
o

In this case the interpolation is linear and calculated every slot

In each slot the Channel Estimation, get twelve different outputs

(Hs) each one used by the equalizer with one of the twelve sub-

carriers.
This design in more complex than the previous with extra

> +

hardware, but Small variations in performance compared to the
previous, and variation of Channel Estimation output happened

e

each slot.

R N W A U O N O

0o 1

2

3 4 5 6

Figure 29 Slot interpolation

3. Interpolation over Sub-frame:
In this case, the interpolation is linear and calculated every Sub-Frame.
In each Sub-Frame the Channel Estimation, get twelve

Averaging

different outputs (H,s) each one used by the equalizer with -

one of the twelve sub-carriers. u
This design is more complex than the previous with more ;0 m m
hardware but have great impact on the performance compared s
to the previous, and variation of Channel Estimation output 7
happened each sub-frame. i - ]
Therefore, it considered the optimal design to achieve the best 4
performance with the optimal hardware. 3 | |
2
1
0 _

01 2 3 45 6 01 2 3 45 6

Figure 30 Sub-Frame interpolation

Chain performance

60 T

50 - =

— No Channel Estimation
Z-0 interpolation
— Linear slot interpolation
— Linear Sub-Frame interpolation

40

BER 10%
5]

-5 0 5 10 15 20
SNR dB

Figure 31 BER vs SNR Matlab simulation for the three designs to
get a rough estimation about the best performance
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2.6. NRS Value Generation:

NRS stands for Narrow band Reference Signals that acts as pilots, which help in channel estimation
process to get an estimate for the channel and equalize the effect of this channel. These pilots found inside
each Sub-frame except two Sub-frames NPSS and NSSS Sub-frame.

According to 3GPP, there are specific equation to get out the values of these pilots and other equations to
get the Location of these NRS signals.

Theoretical Method to get NRS values:

NRS value depends on three variables [, n,, and m so that the value of NRS changes according to any
variation of these parameters.

l: denote for the number of symboles that contain the NRS equal 5,6

ng: denote for the number of the recieved slot its range [0,9]

m=0,1,--,2NJBxPL _ 1 for narrow band NJ*PL = 1 as there are only one resource block
som=20,1

NRS values equation: r;,,_(m) = L (1-2c(2m)) +ji (1-2c2m+ 1)) (54)
. n -
s V2 V2

C:isrefer to pseudo — random sequence generation defined by a length — 31 Gold Sequence

C equation: c(n) = (x;(n + N.) + x,(n + N,))mod2 (55)
x,(n+31) = (xl(n +3)+x; (n))modZ (56)
x,(n+31) = (x,(n 4 3) + x,(n + 2) + x,(n + 1) + x,(n) )mod2 (57)

The initialization of the first m-sequence is constant so

X, initialized with x,;(0) = 1,and x,(n) = 0,n = 1,2,---,30 (58)

While the second m-sequence depends on the application so for NRS generation x, initialized with

Cinit = 2 °(7(ns + 1) + L+ D(2NE" + 1) + 2NE" + Nep (59)

where N, = 1600, N5% is an input, and Ncp = 1 for normal CP.
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2.7. NRS Location Generation:

11
As Narrowband Reference Signals have equations to get 10
their values, also there are equations to get the places where ?
these pilots found inside the resource block grid. j
These places generated at the transmitter and at the receiver by 6 0 E
the same values to be same. 5
4
3 7| |
. 2
Theoretical Method to get NRS values: )
0 = [l
012 3 456 0123 456
NRS Location depends on three variables v, vsp;f:, and m Figure 32 RO: refer to the resource element
placed at N4 = 0
NRS Location equation:
k=6m+ (v + vshift)mode6 (60)
l = Ny — 2, Ny — 1 = 5,6 in each slot (61)

k: refer to the place of a pilot to be in which row, ranged from 0 to 11 as row refer to the subcarrier
l: refer to the symbol number, ranged from 0 to 6.

Ngmp: refer to number of symbols in one slot for downlink and equal to 7.

_ {0 ifl=5 (62)
3 ifl=6
Vshift = N4 mod6 (63)
m=0,1,- 2NB3DL _ 1 for narrow band NJ3XPL = 1 gs there are only one resource block (64)
som=0,1
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2.8. Channel Equalizer:

In digital communication wireless system, data transmitted from transmitter through channel to the
receiver and the data affected by some noise and multipath fading problems so the received data at receiver
can expressed by the following equation:

Ty = Sk ® hk + ng (65)
Where 1y, is the received data, h; represent the channel and nrepresent the effect of noise which is usually
AWGN. This equation is in time domain.

In order to receive all symbols, correct as possible we need to know the effect of channel to cancel it. So,
after the effect of channel is estimated for all frequencies in the resource block, equalizer needs to cancel
this estimated effect from all symbols by dividing each symbol by the corresponding value of channel
estimated.

After equalization the received data can be expressed in frequency domain by the following equation:

he 1y (66)
=S *— +—
Yk k heq heq

Where h,, is the estimated value of channel.

In channel equalizer block it is required to divide the channel contribution that the channel estimator
estimates by the symbol that get out from resource de-mapper block. So, the block depending on complex
divider algorithm.

Complex divider algorithm.

We can implement complex divider block directly but it isn’t commonly used as it take large area and
power and complex design so, the commonly used block used is the complex multiplier so, let’s see how
can we use it to perform the desired function.

For example, we want to divide a + ib by c + id (%) if we multiply the numerator and denumerator
(ac+bd)+j(bc—ad)
©c24az
can be out from a complex multiplier between the symbol and complex conjugate of estimated channel and
the denumerator is a real positive number which is only a scaling factor can be done by real divider or the
scaling factor can be neglected without having any degradation in the accuracy of the chain as the de-
modulator block only need the sign of the real and imaginary to detect the true bits as it works with hard
decision.

by the complex conjugate of denumerator (¢ — id) the result will be the numerator of the result
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2.9. Fine Synchronization [39:40]:

2.9.1. Problem Definition:

After coarse estimation phase the rule of this block ends, but there are some problems and mismatches
are made on the chain such as the channel effect and oscillator effect. So, for this purpose we make use of
NB reference signals (NRSs) for tracking time and frequency offsets. NRS signals are distributed across
frequency and time grid as shown in Figure 33.

11
10
; w0 o
t
7
; o ol
5
4
, o o
2
1
: o ol

012 3 456012324506
Figure 33 Example for NRS location in subframe

Our used algorithm (Kiran Kuchi, 2019) achieve significant detection performance even at low SNR values
like -12 dB which is typical operation range of low power NB-10T devices [40].

Algorithm:

29.1.1. Residual Time Offset (RTO):
As shown in Figure 33 NRSs signals in an OFDM symbol are seperated by 90 kHz. And the frequency.
As the frequency response of a channel with high delay spreads varies across 6 subcarriers. So NRS signals
of two consecutive OFDM symbols is considered to track timing offsets.

We apply conjugate product on one consecutive pair of NRSs and compare the product with the conjugate
product of the consecutive pair of NRSs generated by NRSs generation block as shown in equation [67]

Ri(P)R[ 1 (p+ V) B _jzn(frv_;r(N"'NCP)) (67)

- = Kje
X)X (p+v) !
Then we repeat this equation but for between the non-consecutive pilots as shown in equation [68]

Ri(p+Ns— DR (p+v) _jzn(frv"']‘::]r(N"'NCP)) (68)

* - Ze
X(p+Ns—1DX,.,(p+v)
By solving the two equations and eliminating the effects of residual frequency offset (RFO), estimate of
residual time offset (RTO) is obtained as in equation 69

_ N [4 <Rl(p)R?+1(p + v)> (Rz‘(p +Ng— DRy (p + v)>] (69)
Toanlvl |\ XX, (p +v) Xi(p+ Ns — DX 1(p+v)
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e p — Frequency domain argument (Vertical axes in the grid).

e [ — Time domain argument. (Horizontal axes in the grid)

e  R/(p)R[+1(p + v) - Indicates to the two received consecutive OFDM symbols.
e X;(p)X/;1(p +v) — Indicates to the two generated consecutive OFDM symbols.
e v — Indicates to the v-shift.

e T, — Residual time offset in samples

e & — Residual frequency offset in samples.

e N — number of elements in the single sub-frame

e Np — Length of CP.

e K;,K, — Constants.

2.9.1.2. Residual Frequency Offset (RFO):

RFO is estimated by tracking the frequency offset effects on NRS signals of different OFDM symbols.
The NRS signals positioned on the same subcarrier index of different OFDM symbols are considered for
RFO estimation as they are uniformly affected by RTO. Four such pairs of NRS exists in each sub-frame
of NB-10T frame.

OFDM symbols which are Ns symbols apart carry NRS on same subcarrier indices. So, we estimate the
RFO using conjugate product —as in equation [70] — between pair symbols one of them are located at [
position and the other are in [ + N, which are Ng symbols apart between both NRSs on the same sub-frame.

Ry (0)Riyn,(P) —j2mNs((N+Ncp)) ey (70)
= N

= Kze
X, X @)

The phase of conjugate product on one pair of considered samples is proportional to the frequency offset

as in equation [71]

. —N [4 <2 Ri(P)Rn (p)>] (71)
"7 2nNg(N + Ngp) X)X v ()

2.10. P/S and NRS removal:

Starting from demodulation block to CRC block the inputs must enter serial and the input must contain
the data only without NRS symbols as the transmitted data at the transmitter doesn’t contain NRS and it is
inserted in the middle of the transmitter chain. So, NRS symbol must be removed from the data get out
from the equalizer and as demodulation must be serial it should also change the parallel input into serial
output.
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2.11. Demodulation

There are two main schemes of modulation in NB-10T, QPSK and BPSK, both are supported in uplink
and only QPSK is supported for downlink. QPSK is a modulation scheme maps every to bits to one of four
symbols on the scheme constellation as shown in Figure 34. In this section we discuss the demodulation
operation, which will de-map the received — after noise and channel effects — to ‘0’ or ‘1’ based on the
below table. We faced two technique to operate demodulation, hard decision and soft decision
demodulation using Log Likelihood Ratio (LLR). Soft decision gets BER better than hard decision, but due
to using QPSK modulation which gives small BER compared to e.g. 16QAM we can use hard decision
technique.

Table 3 QPSK constellation

bi bj.1 I Q
00 1/V2 1/V2
01 1/V2 —1/V2
10 —1/V/2 1/V2
11 —1/V/2 —1/V2

++ ++

S

S 4

Figure 34 QPSK constellation
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2.12. Descrambling:

Scrambling is an important block in communication systems which used to randomize the stream of
data before doing any operation on it e.g. mapping. The objective of using it is to eliminate long run of
zeros or ones to avoid both idle and reset cases and helps in clock recovery and having no DC component.
Also, changing in the scrambling codes helps in security.

Scrambling / Descrambling implementation is based on pseudo random sequence that generated from 31-
bit linear feedback shift register (LFSR) and XOR gates as shown in Figure 35. The two sequences of the
two LFSR get XORed and the output is called a Gold sequence.

Descrambling Operation in NB-10T

Code word
bits
(0)=1xm=0n=12,..,30 l
5 & N pla)
c(n)
(B B
bf‘?)(i)
Cinir |//
Xz @
Figure 35 Descrambling Algorithm
The sequence of each LFSR is configure by the following two polynomials [72],[73]:
x;(n)=1+D3+D° (72)
x;(n)=1+D3+D?+ DY+ DO (73)

Then the two outputs get XORed to generate gold sequence c,. Finally, the gold sequenced get XORed
with the input data.

Descrambler initialization in NB-1oT:
LFSRs of the Gold sequence generator must be initialized,

x, will be initialized as follow:

x0)=1x(n)=0n=12,..,30 (74)
x, will be initialized using the following equation:

n
Cinit = {nRNT,. 214 4 q.213 ¢ (75) 29+ N,Cg”} for PDSCH (75)
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2.13. Rate De-Matcher [41:50]
Rate Matcher

The main function of the rate matcher block is improving the channel efficiency, which can be
done by changing the code rate of the transmitted data. With the purpose of generating any

arbitrary code rate, the rate matching procedure repeats, for code rates less than g , OF punctures,

for code rates greater than § the bits of the mother code word [47].

The rate matcher consists of 3 sub-blocks which are called sub-blocks inter-leavers, these blocks
take their inputs from Tail biting convolutional encoder, collect these bits in a virtual circular
buffer whose size is 3 times that of one sub-block inter-leaver, then select or prune bits from the
circular buffer to be transmitted [49].

Dataout1
Tall biting
. Dataout2 Rate
Convolutional
Matcher
Encoder
Dataout3
Figure 36 Rate Matcher in transmitter
2.13.1.1. Rate Matcher Algorithm
dy” Sub-block | Vi
’ interleaver -
virtual circular
buffer
g’ Sub-block | v’ Bit Wy Bit selection ek]
interleaver "] collection and pruning
d” Sub-block | Vi
interleaver =

2.13.1.1.1. Sub-block inter-leaver
The inputs to sub block inter-leavers are [d« ', di® , d«®] which are the outputs from the tail biting
convolutional encoder block. Where “k” is varying from “0” to “D-1", where “D” is the number of bits.
The following points explain the inter-leaver algorithm [49].
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1- Assign the number of columns to be 32 columns i |n these sub-blocks which will be called C
these columns will be numbered from “0” t0"C&S prock — 1"

2- Determine the number of rows in the matrix by finding minimum integer such
D < number of columns x number of rows, where number of rows will
these rows will be numbered from “0” to "RES, 1 1ocie — 1"

3- If  (Ribiock * Coibbiock) > D, then  Np = (( Reibbtock * Caibbiock )= D)
where Np is the number of dummy bits. dummy bits are padded such that yx = <NULL>
fork=0,1,2,......Np-1, then yy . = d,((l), k=0,1,2,.....D-1. The bit sequence y is written into the

ubblock'

cc
be Rsubblock '

matrix:
Yo N Y o Yece 1
subblock
Y y Y Y,
¢ subblock ( mbb.’ork +1 ¢ subbfod\ +2 X subblock -1
Ve .cC Y e .cC Y oocc Yo .cC
(Rsubbiurk —Ixc subblock (Rsubbfark “Ixc subblock + (Rsubbfar]\ “L)x ( .s'.'(bb.’ari +2 (Rsubbt’urk xC subblock -1 h

4- Perform the inter-column permutation for the matrix based on the pattern
P(;)]E 0.1.2,.. S }that is shown in the following table, where P(j) is the original column

sub

position of the jt permuted column. After permutation of the columns, the inter-column permuted
matrix ( Rgpniock ¥ Cobbioci ) is equal to

Yo V) Tr) J‘P(C.ggbfot‘k_l}
J!P(O)‘?s%biodr }.‘P(I)Jf(ﬁgblork 1'\J"(l) ngbz k }.‘P(ngbfock._lﬁcggbiork
1PEO) +H B St Dot J‘POH(REHEMM—1)>Cfugbfock }‘P(3)+(R§§bfwk-1)><C§;(z;bfwk JP(C.rubborFr RSk U*Cmbbiock
Table 4 Permutation Table

Number of columns Inter-column permutation pattern
CsCqublock (P(O)a P(l)a ------ 5 P( Csﬁfbblock - 1))
<1,617,9, 25,5, 21, 13, 29, 3, 19, 11, 27, 7,
32 23,15, 31,0, 16,8, 24, 4, 20, 12, 28, 2, 18,
10, 26, 6, 22, 14, 30>

5-  The output of the block inter-leaver is the bit sequence read out column by column from the inter-
column permuted ( RES 1ok X CSppiock ) Matrix. The bits after sub-block interleaving are
denoted by v, v, .. v,El)_l Where v is corresponds t0 Yp(0)»

( ) _ cc cc
is corresponds to Yp(0) Yp(o)+ CCE 1o and k, = ( Reipbiock X Csubblock )
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2.13.1.1.2. Bit collection, selection, and transmission
The circular buffer length is k,, = 3k, which is generated as follows [49]:
Wy, = v,EO) fork=0,1,..,kz—1
Wik, = v,gl) fork=0,1,.. ky—1.
W2k, = v,EZ) fork=01,..,kz—1.

Denoting by E the rate matching output sequence length, the rate matching output bit sequence is ey,
k=0,1,.., E-1. Where “E” is upper layer parameter and input to the block.

Setk=0andj=0: Each time it starts from the beginning of the buffer not as turbo.
while {k < E}: it iterates till reach the length of data which is required.

if Wjmoak, #<NULL >: ignoring the dummy bits which was added in the interleaver.

ek = Wjmodk, - The output is the data inside the circular buffer.
k=k+1.

end if

j=j+ 1

end while

Rate De-Matcher:

The function of this block is to reverse the rate matcher process, the output of this block is three original
data streams that were generated from the tail biting convolutional encoder in the transmitter [43].

2.13.1.2. Rate De-Matcher Algorithm

Output data Sub-block
Inter-leaver

Output data Sub-block

V|terb| Inter-leaver B It Input data
Decoder Collection
Output data Sub-block
Inter-leaver

2.13.1.2.1. Bit Collection

This block consists of one memory with size of (3 x (max TBS +24) * log, (max repetition
size)) which will be (7680 * 12), and a control unit to manage the data stream saving in this
memory in all cases. The size of this memory is large, because in this release the max TBS is
2536 bits” [51] as mentioned in the standard, and the maximum repetitions is “2048
repetitions”.
The input to this block is the bit stream, which is the circular buffer data stream in the transmitter with any
length according to the upper layer parameter “E”. There are three cases to deal with this data:

1- If the data length is as circular buffer length: this will be saved as it and then will be passed to the
inter-leavers to be permutated.
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2- If the data length is greater than the circular buffer length which occurs due to the repetition of data
in the circular buffer: this will be saved to reach the circular buffer length then the remained data
will be added to they until they end, then get the average of these data.

3- If the data length is less than the circular buffer length which occurs due to the puncturing of data
in the circular: in this case the data will enter the buffer till its length, then padding zeros to it till
reaches the circular buffer length.

2.13.1.2.2. Sub block de-inter-leaver
This block consists of four memories each one is (number of columns * number of rows for the max

TBS(W)) which is (32*80) [49]. This block should be 3 memories to store the whole data, but
here there are four memories, the fourth memory is used for the consecutive input stream. This means
if the data stream is still inside the three rams and new input come to the block it will be saved in
the first ram, and the remained three memories will pass the data to the next block at the same
time. This block deals with the input as the transmitter deals.
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2.14. Viterbi Decoder

In Communication Systems, when data represented in bits is sent from source to destination, they suffer
from corruption due to the presence of noisy channels, Channel coding techniques is used to overcome the
effect of those noisy channels and interference and ensure that the received information is as close as
possible to the transmitted information. Which results in improve in the BER and improve reliability of
information transmission.

Forward error correction (FEC) is one of the techniques used to detect and correct errors in the transmitted
data without the need for retransmission. Convolution Encoding with Viterbi Decoding is a powerful
method for Forward Error correction and Detection, where data is convoluted and then transmitted into a
noisy channel, this process involves the insertion of redundant data which helps in detecting and correcting
errors due to those noisy channels. Decoding of convoluted data is done using Viterbi algorithm which
appears to be the most powerful method in terms of efficiency and bit error rates. The algorithm tracks
down the most likely sequences the encoder went through in encoding the data, and uses this information
to discover the original message.

Convolutional Codes

Ck
» D » D » D » D » D » D
0
/L /L /L /L 4G, = 133 (octal)
D D D D >
1
% AN \ . { L 46 Gi=171 (octal
U U U U i
% % % o 4 G2 =165 (cctal
U U U U d

Figure 37: Rate 1/3 tail biting convolutional encoder

Convolutional encoder is implemented using shift registers. The contents of the shift register are
known as the state of the encoder. At each time instant contents of the shift register are shifted declaring a
new state for the encoder, The bit sequence input for a given code block to channel coding is denoted by

CO’Cl’CZ’C3""’CK*1, where K is the number of bits to encode. After encoding the bits are denoted by

d® g g qm 4@ ) . ..
e b-1 where D is the number of encoded bits per output stream and i indexes the

encoder output stream. The relation between and between K and D is dependent on the channel coding
scheme.

A (k, n, m) can be seen as a convolutional encoder having m stages, k bits entering the shift register at each
time instant and n output bits. Output bits are formed using generator sequences:

Go=[1011011], Go=1+2+8+ 16 = 133(octal)
G,=[1111001], G, =1+8+16+32+64=171(octal)
G,=[1110101], G,=1+4+ 16+ 32+ 64 = 165(octal)

The rate of the encoder is denoted by R = k/n.
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Tail Biting Convolutional Coding

Tail biting technique overcomes the problem of the added cost of transmitting extra termination bits
experienced by trellis terminations. A tail biting convolutional code with constraint length 7 and coding
rate 1/3 is defined in Figure 37. The initial value of the shift register of the encoder shall be set to the values
corresponding to the last 6 information bits in the input stream so that the initial and final states of the shift

register are the same. Therefore, denoting the shift register of the encoder by Sy, $;,S,..., S5, then the initial
value of the shift register shall be set to

Si = Cik i)

The encoder output streamsd”, d{” and d? correspond to the first, second and third parity streams,
respectively as shown in Figure 37.

Input packet Input packet
first bit last bit

o [o ] Z-=T e

r» DATA_OUT_V(0)
-

dN-e|du-5 dw-4|dn-3‘dn-e‘d~1—1| Input packet (N bits)

—
| 4] - | - || ncoder state during transmission
DATA_IN dg d\ dN_z d\_g d\_‘; d\_s dN_E of first output symbol
[ + ot
o
L+ paTa_ouT v()
Shift N input bits into encoder and
transmit a total of N output symbols
l—-— DATA_OUT_V(0)
- "\I
—)
Encoder state after transmission
DATA_IN - - -
- d,, dx_g_w dud |9 |9l | [Das of last output symbol
=@
DATA_QUT_V(1) X551_20_111109

Figure 38: Convolutional Encoding with tail bits
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Tail biting is done by:

1) The encoder shift register is first initialized with the last n data bits before packet transmission
where n = Constraint length — 1, Resulting in an equal initial and final state.

2) For constraint length=7, the encoder is initialized with the last six bits of the packet, Transmission
starts when Data=d0 and last symbol is formed when Data=Dn-1. One more shift puts the encoder
back into the initial state where decoder can begin tracing back the packet from that state.

Encoding with this technique has the advantage of:
1) Code rate is not affected.
2) Error correction properties of the convolution code are not affected.

But also having disadvantages of:
1) Decoding latency is increased due to the fact that initial and final states are required to correctly
start tracing back.
2) Receiver complexity is increased.

Viterbi Decoder Description

Viterbi decoder is a maximum likelihood method to detect the most probable sequence of hidden states.
Viterbi decoder uses a tree search procedure to optimally detect the received sequence of data. It calculates
a measure of similarity between the received signal and all the trellis paths entering each state at time.
Remove all the candidates that are not possible based on the maximum likelihood choice. Remove all the
candidates that are not possible based on the maximum likelihood choice. When two paths enter the same
state, the one with the best path metrics (the sum of the distance of all branches) along the path is chosen.
This path is called the surviving path. This selection of surviving paths is done for all the states and makes
decisions to eliminate some of the least likely paths in early calculation stages to reduce the decoding
complexity. A more redundant description of the same process is shown in Fig. 39, this description is called
trellis.

2.14.1.1.  Trellis Diagram
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Figure 39: Trellis Transitions for Constraint length=4

43



receive: 11 11

o (00) —
> best parent
= node 1

(total O)

= nede 1 (tetal 0) ."‘\

1 (=R} best parent = 3

(total 1)

-
2z (1o T8 pestparent=0

(total 1)
s
“‘.t';
""r:'?ﬁ!-af
‘!-‘IEJ
3 11 o PPy, ) _
( 01 error =1(total 1) P o1 error = 1 {total 2) MB‘BF:P‘TP;_E
ota
best parent = 2
(total 1)

Figure 40: Error computation for constraints length=3

Trellis Diagram states is decided according to the constraint length. Consider K and being the
constraint length thus trellis states would be equal to 2%, For each received sequence of bits several
computations take place. Those computations decide which path is best suited or the path which faced the
least number of errors based on trellis expected outputs. In Figure 39, Trellis is implemented for

constraint length equal to 4 and rate equal to 1/2, thus having 23 states. Each received sequence goes

through a no. of computations starting with Branch Metric computation. Where Hamming Distance is
calculated. Hamming Distance is the measure of how likely is the received sequence to the Expected
outputs. Followed by path metric computation where errors are accumulated and saved to be used in
decision making. At the end of the received sequence, trace back procedure start from the path with the
least Number of errors.

Hidden states or observed sequence is obtained using the convolutional encoder. The computed

sequence is based on state machine pattern as shown in Figure 40. The encoder tells the receiver about its
movement through the state machine. Viterbi Algorithm operates on that state machine assumption.
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Input bit = 0 transition —_—
Input bit =1 fransition ——>
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Figure 41: State Diagram for constraints length=4.

State diagram shows 8 states with all possible transitions in case of the input bitis 0 or 1. To

better understand how Viterbi traces the movement through the state machine consider the example
shown in Figure 42 and Figure 43. For the sequence (1011000), the hidden states obtained according to
the state diagram starting from state 000 are (11 11 10 10 10 11 10).

Case 1:

In case of no error occurred, the received sequence is (11 11 10 10 10 11 10). The decoder starts from
State 000, followed by a sequence of steps which could be summed up into:
1) For each state there is two possible branches, one for the case of the input being 1 and one for the

2)

Input data sequencoe: 1
Transmitted codeword: 11
Received sequence: 11
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Figure 42: Computed Distances for different paths
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input being 0, for each case there is a possible output as shown in Figure. For the received
sequence 11 starting from state 000, the branch output which matches the received sequence is
the second branch. Same step is repeated for each received sequence until the end of message.
The survived path is now computed so trace back procedure start from state 000 at t8, Extracting
an output of (0001101). This result is saved in a LIFO memory.
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Case 2:

Consider the received sequence being 10111010101110, thus error occurred in second bit so

corruption occurred due to the presence of noisy channels, the procedure that the Viterbi go through is:
1) Starting from state 000, the received sequence suffers an error =1 in both paths, so it is up to the

algorithm chosen to choose whether to continue with the first path or the second path, if number
of errors in one of the paths is smaller than the other, this path is chosen and the other one is
discarded, then same procedure is taken for each bit stream till the end of message.

2) After computing the survival path, Trace back unit computes the decoded sequence as before.

Discarded Path @ .

Final Path —

Survivor Path — ‘

Input data sequence: 1 o 1 1 0 0 o
Transmitbed codeword: 11 11 o 10 10 11 L0
Received sequence:; 10 11 10 10 10 11 10
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Figure 43: Survivor path computation

1.14.4. Decoding of Convolutional Codes

2.14.1.2. 1.14.4.1. Two Step SOVA-Based Decoding Algorithm for Tail biting Codes.
In this method the Viterbi decoding is done on two fixed steps one for computing most likely paths and
the other one is to start decoding from a specific state based on the information taken from the previous

step

agrwbdE

=

Decoding steps:

Start from all initial states with path metrics set to zero.

Compute errors throughout the trellis stages.

Choose the final state with the minimum accumulated metric.

Trace back the chosen survival path and record likelihood of the states.

Based on the previous step an initial and final state is chosen and a second Viterbi is done.

Disadvantages:

Large number of processing steps.
An error could occur in case of a bad selection of initial and final states.
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2.14.1.3. 1.14.4.2. Modified Circular Viterbi Algorithm.
The chosen algorithm is based on performing several iterations of the Viterbi algorithm until a
tail biting pattern is found,
Decoding Steps:
1. Start the Viterbi algorithm with initial metrics set to zero.
2. Compute the survival path based on the path with the least accumulated metric.
wix, = 0/ 00

> X, 55, =00

.' .1.| F-_.'l'_: =11

Figure 44: Trellis Transitions

3. If this path is a tail biting path, decoding stops and the survival path is decoded.

Jj=0
e
~ ™
i=0 i=1 i=2 i=3 i=4

Figure 45: Trellis Transition at the end of the first iteration.

4. If the survival path is not a tail biting path, metrics are updated with final metrics of the previous
iteration.

5. Apply the Viterbi algorithm on the same message, until a new survivor path is obtained.

If the new survivor path is a tail biting path, algorithms stops.

7. 1If maximum number of iterations is reached, algorithm stops and the best survival path is
decoded.

o

47



SNIATAIN
LT

i=0 i=1 i=2 i=3 i=4/0 i=1 i=2 i=3 i=4

Figure 46: Trellis at the end of the second iteration.

2.15. Cyclic Redundancy Check

Cyclic Redundancy check (CRC) is an error detecting code. It is used commonly in digital networks to
detect any changes in the row data. In the transmitter it appends bits to the row data which is the remainder
of a polynomial division, and in the receiver, it uses the same technique as the transmitter if the remainder
was zero that means the data is correct, otherwise the data is  wrong.

Cyclic Redundancy Check Algorithm

Denote the input bits to the CRC computation by a,, a;, ..., a4_1, and the parity bits
by po, 1, -, PL—1 ,» Where A is the size of the input sequence and L is the number of parity bits.
The parity bits are generated by the following polynomial [51].

crc24(D) = D* +D*# + D® + DY + D™ + D™ + D + D’ + D¢+ D>+ D*+D*+D + 1 (76)
The bits after CRC attachment are denoted by by, b4, ..., bg_1, Where B = A+ L. The relation
between a; and by is:

b, = ay, Fork=0,1,2,..., A-1 (77)
by = Pk-a» Fork=A,A+1,..., A+L-1. (78)

There is no segmentation in NB-IoT, because the maximum TBS is 2536 and which is less than
6144 (the minimum number to segment the Transport block into code blocks).

2.16. RAM Sharing

Due to the large similarly-sized memory requirements in the synchronization block and the rate de-
matcher block also the fact that the two blocks never simultaneously access their memories, it became
appealing to share the ram resources of these blocks. Mainly, the sharing was made possible by
multiplexing the two clocks of the blocks with the selection of the LOCKED signal which indicates the
activity of the synchronization process, this signal was also used to multiplex the inputs to the ram, the
pointers, and the enables. Also, a multiplexing process was implemented to help implement the rate de-
matcher ram as multiple smaller rams. The ram module consists mainly of 15 separate rams, 14 of these
are numbered in pairs real and imaginary from 1 to 7 and another single ram module annotated by ramO.
The size of each ram matches its address width.
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2.17. Design Specifications:

Table 5 Design Specifications

Parameter Specs

Channel Model ETA with a maximum Doppler shift of 5 Hz, N¢,, = 9 taps, and
maximum excess tap delay of 5 us

Minimum Required SNR —12.6 dB

Frequency Offset [-35:35] KHz, estimated with 50 Hz accuracy

Time Offset [0:19200] samples, estimated with a maximum error of 2 samples

CORDIC stages 15

FFT size 16

Decoding Hard

Modulation scheme QBSK

System BW 200KHz

Sampling frequency 1.92 MHz

»  Output data rate for NPDSCH layer:
— Output clock: clk_260 = 3.84 Mbps
— Calculated max peak Rate according to our design:
* Max TBS = 2536 including pilots, and coding 1/3 then take 24 sub-frame

including NPSS, NSSS overhead, and pilots,

Max Rate = 2536 = 84.533 Kb
e = s+ 6ms ps

* Max TBS = 2536 including pilots, and coding 1/1 then take 8 sub-frames
including NPSS, NSSS overhead, and pilots,
2536

Max Rate = ————— = 253.6 Kbps
8ms + 2ms
— Calculated for any NPDSCH layer
336
Max Rate = —— = 336 Kbps
1ms

+ Calculated rates according to some assumptions:
— our TBS =296 including pilots, and coding 1/3 then take 3 sub frames with respect to
upper layer

296
Max Rate = —— = 98.666 Kbps
3ms

*  Whole Chain Latency with TBS = 296:
— Clock cycles: 2793 clk_520.
— Latency delay time: 1.45 ms.
* Clocksused:  clk 520 =520 ns, clk_260 =260 ns, clk_130 =130 ns
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Chapter 3

Design implementation

3.1. Coarse Synchronizer

As the block implements its functionality as a finite state machine, no detailed block diagrams are presented
in this part. There is, however, a state diagram explaining the block as a state machine and its operation and
naturally, there is a top-level block diagram illustrated in the following figure and the inputs and outputs of
this block diagram are defined in Table 8 and Table 9. Firstly, in Table 6 some statistics are illustrated about

this implementation and its use of important resources.

Table 6 Usage of Important Components and Resources:

Resource

Usage

Ram

10.3KB

Complex Multipliers

Real Multiplications: 2 of (1Byte*1Byte)

Real Multiplications: 2 of (4Bits*1Byte)

2 of (2Bytes*2Bytes)

Real Multipliers

2 of (28Bits*28Bits)

1 of (28Bits*17Bits)

CORDIC Units

1 arctan-calculator unit

5 phase rotator units

3.1.1. Block Diagram
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Figure 47 CSYNCH Top-Level Block Diagram
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3.1.2. State Diagram

STATE
/ p
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Figure 48 Simplified State Diagram of the Block
Let the states illustrated in Figure 48 Simplified State Diagram of the Blockbe defined as follows:

State 0: this state sets the stage for step 1 in the algorithm; it calculates the metric in the first frame and
stores the metric data in a shared ram. It also implements the function of applying the code cover to the
products.

State 1: this is mainly the state where step 1 of the algorithm is implemented as it updates the metric by
averaging, it sorts the metric, and checks if the maximum passes the threshold.

State 2: this state serves mainly two purposes, it captures time-domain data required to implement the
matched filter step and it also sorts and decides on estimates in step 2 and 3.

State 3: this state loads the time-domain samples of a complete NPSS symbol from a 65-element ROM.

State 4: this state calculates and updates the matched filter metric through the use of combinational
CORDIC units.

State 5: this state prepares for going back to step 1 again in the case of a false auto-correlation peak.

State 6: this is the state of normal post-synchronization operation; it implements the functions of CP
removal, down-sampling, and symbol-position data acquirement.
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Table 7 lllustration of Transitions between States:

Current State | Next State Event

So St Always after it is executed

S1 S2 When the maximum metric value crosses the assigned threshold

Sz S3 At the first time a matched filter step is executed

Sz Sy Every time a matched filter step is executed except for the first time
Sz Ss If the maximum of step 2 metric does not pass the assigned threshold
S Se After all steps of the procedure are executed

Sz Sa Always after it is executed

Sy S3 Always after it is executed

Ss So Always after it is executed

Se Does not end

3.1.3. Interface Tables

As the used ram is a shared ram, it is outside the block and hence has an interface with the block. And
because the used ram is accessed as separate 15 rams, it has its own interface table, Table 9, separate from
the main interface table, Table 8.

Table 8 csynch Interfacing Table of the Top-Level Module:

Signal Name Direction | Width | Description
Clock Input 1 A 1.92MHZ clock signal
Reset Input 1 An edge-sensitive negative logic global reset signal
Enable Input 1 A level-sensitive signal that permits the block to operate
The serial input samples from the ADC with 2Bytes for real part
Input Sample Input 32 ; A
and 2Bytes for imaginary part
Ram Output Input Clearly specified in table 3
A level sensitive signal that indicates the success and end of the
Locked Output 1 N
synchronization procedure
A level sensitive signal that indicates the beginning of data
CFO Locked Output 1 receiving and it is used to enable the next block in the chain
Enable Output 1 A level se_nsitive signal that informs the next block in the chain of
a new valid sample
Output Sample Output 32 The serial output samples of CP-removed down-sampled symbols
Frequency Estimate | Output 17 The final_estimates of FFO and IFO added together as a frequency
offset estimate
Erame Number Output 10 A counter that indicates_ the number of frames processed since the
block was enabled and it resets after 1024 frames
Slot Number Output 5 A counter that in_dicates the numbe_r of slots processed in the
current frame and it resets after counting 20 slots
Ram Input Output Clearly specified in table 3
Table 9 Block’s Interfacing Table with Shared-Ram:
Signal Name Direction | Width | Description
RamO Enable Output 1 Ram0O write enable level-sensitive signal
Real Ram1 Enable Output 1 Real ram1 write enable level-sensitive signal
Imaginary Ram1 Enable Output 1 Imaginary ram1 write enable level-sensitive signal

52




Real Ram2 Enable Output 1 Real ram2 write enable level-sensitive signal
Imaginary Ram2 Enable Output 1 Imaginary ram2 write enable level-sensitive signal
Real Ram3 Enable Output 1 Real ram3 write enable level-sensitive signal
Imaginary Ram3 Enable Output 1 Imaginary ram3 write enable level-sensitive signal
Ram4 Enable Output 1 Real&Imaginary ram4 write enable level-sensitive signal
Ram5 Enable Output 1 Real&Imaginary ram5 write enable level-sensitive signal
Real Ram6 Enable Output 1 Real ram6 enable level-sensitive signal

Imaginary Ram6 Enable Output 1 Imaginary ramé write enable level-sensitive signal
Ram?7 Enable Output 1 Real&Imaginary ram7 write enable level-sensitive signal
RamO0 Address Output 8 RamO read&write address

Ram1 Address Output 9 Real&Imaginary ram1 read&write address

Ram2 Address Output 9 Real&Imaginary ram?2 read&write address

Ram3 Address Output 8 Real&Imaginary ram3 read&write address

Ram4 Address Output 8 Real&Imaginary ram4 read&write address

Ram5 Address Output 8 Real&Imaginary ram5 read&write address

Ram6 Address Output 9 Real&lImaginary ram6 read&write address

Write Ram7 Address Output 11 Real&Imaginary ram7 write address

Read Ram7 Address Output 11 Real&Imaginary ram?7 read address

Ram0 Write Data Output 16 RamO input data

Real Ram1 Write Data Output 16 Real ram1 input data

Imaginary Ram1 Write Data | Output 16 Imaginary ram1 input data

Real Ram2 Write Data Output 16 Real ram2 input data

Imaginary Ram2 Write Data | Output 16 Imaginary ram2 input data

Real Ram3 Write Data Output 16 Real ram3 input data

Imaginary Ram3 Write Data | Output 16 Imaginary ram3 input data

Real Ram4 Write Data Output 16 Real ram4 input data

Imaginary Ram4 Write Data | Output 16 Imaginary ram4 input data

Real Ram5 Write Data Output 16 Real ram5 input data

Imaginary Ram5 Write Data | Output 16 Imaginary ram5 input data

Real Ram6 Write Data Output 16 Real ram6 input data

Imaginary Ram6 Write Data | Output 16 Imaginary ramé input data

Real Ram7 Write Data Output 16 Real ram7 input data

Imaginary Ram7 Write Data | Output 16 Imaginary ram7 input data

RamO0 Read Data Input 16 RamO output data

Real Ram1 Read Data Input 16 Real ram1 output data

Imaginary Ram1 Read Data | Input 16 Imaginary ram1 output data

Real Ram2 Read Data Input 16 Real ram2 output data

Imaginary Ram2 Read Data | Input 16 Imaginary ram2 output data

Real Ram3 Read Data Input 16 Real ram3 output data

Imaginary Ram3 Read Data | Input 16 Imaginary ram3 output data

Real Ram4 Read Data Input 16 Real ram4 output data

Imaginary Ram4 Read Data | Input 16 Imaginary ram4 output data

Real Ram5 Read Data Input 16 Real ram5 output data

Imaginary Ram5 Read Data | Input 16 Imaginary ram5 output data

Real Ram6 Read Data Input 16 Real ram6 output data

Imaginary Ram6 Read Data | Input 16 Imaginary ramé output data

Real Ram7 Read Data Input 16 Real ram7 output data

Imaginary Ram7 Read Data | Input 16 Imaginary ram?7 output data
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3.1.4. Results

3.1.4.1. RTL Results

The following results were obtained twice from RTL simulations on a 100 random cases in the
operating conditions mentioned earlier with randomized frequency and time offsets, assuming in one time
in-band or guard-band deployment and assuming in another time standalone deployment, each under the
same channel model mentioned earlier and assuming in each case the minimum SNR namely, -13dB and -
5dB. Table 9 summarizes the results shown in figures 49 to 54. The residual frequency offset estimates are
well below 0.05 of the carriers spacing which according to [53] results in an SNR degradation below 0.5dB
at the minimum SNRs. The residual time offset and latency results are comparable to those in [7] and [11].

Table 10 csynch RTL Simulation Results Summary:

Metric Standalone Deployment In-Band or Guard-Band Deployment
PSS-Detection Latency

(50% percentile) 90ms 200ms
PSS-Detection Latency

(90% percentile) 140ms 370ms
PSS-Detection Latency

(95% percentile) 170ms 480ms
False Alarm Probability 0% 1%
Timing Error —1.04us ~ 1.04us —1.04us ~ 1.04us
Frequency Estimation Error _ _

(95% percentile) 30Hz ~ 30Hz 60Hz ~ 60Hz
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Figure 49 CDF of PSS-Detection Latency in In-Band or Guard-Band Deployment

PMF of Timing Error at SNR = -13dB

0

-1 0.5 0 0.5 1 1.5
Error in (Sample)

Figure 50 PMF of Synchronization Timing Error in In-Band or Guard-Band Deployment
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Figure 51 CDF of Frequency Estimation Error in In-Band or Guard-Band Deployment
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Figure 52 CDF of PSS-Detection Latency in Standalone Deployment
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Figure 54 CDF of Frequency Estimation Error in Standalone Deployment
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3.1.4.2. Synthesis Results
The Block was synthesized on Design Compiler at technology node 45nm; table 10 summarizes the

synthesis results. The synthesis results do not include the shared ram module.

Table 11 Summary of the Synthesis Results for csynch:

Metric Value

Total Cell-Area 109445um?
Combinational Cell-Area 89080um?
Non-Combinational Cell-Area | 20365um?
Critical Path Length 3.86ns
Leakage Power 445uw

3.1.4.3. Screenshots

Illustrated in figures from 55 to 59 screenshots of two runs in MATLAB and ModelSim, the results can
vary in estimates between MATLAB and the RTL due to discretization in the RTL. In addition, figure 56
captures a screenshot from the normal operation mode of the block. Figures from 60 to 62 present

screenshots from synthesis reports.

Command Window

>> check

Synchronization Latency = 380ms
Correct Index = 4024

Frequency Offset = —-1548Hz
Freguency Offset Scaled = -106
Matlab Index Estimate = 4025
Matlab Frequency Estimate = -10%

Jx >>
<
Figure 55 MATLAB Simulation Screenshot for Run 1 for CSYNCH

B-£ [t_sync/UUT/SYNCO/rdata_in
B-“a [t_sync/UUT/SYNCO/rdata_out
082 [t_sync/UUT/SYNCO/idata_in

B-“. [t_sync/UUT/SYNCO/idata_out

834168493, 566 ns
Cursor 1 | 376883294.91ns
L o K1 i (KT

Figure 56 RTL Simulation Screenshot for Run 1 for CSYNCH
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Command Window
>» check
Synchronization Latency = 520ms
Correct Index = 983
Frequency Offset = -13549%Hz
Frequency Offset Scaled = -925
Matlab Index Estimate = 983
Matlab Frequency Estimate = -924

Jx >>
<

Figure 57 MATLAB Simulation Screenshot for Run 2 for CSYNCH

g Wave - Defauit

& /t_sync/UUT/SYNCO/LOCKED
“a [t _sync/UUT/SYNCO/cfo_locked
B-“ [t_sync/UUT/SYNCO/FREQUENCY_ESTIMATE |-
B4 [t_sync/UUT/SYNCO/index_i
£ [t_sync/UUT/SYNCO/rdata_in
B-“a [t_sync/UUT/SYNCO/rdata_out
£ [t syncUUT/SYNCO/idata_in
B4+ [t_sync/UUT/SYNCO/idata_out

Cursor 1 |525299109.882 ns
L] 0 K1 i [T E
Figure 58 RTL Simulation Screenshot for Run 2 for CSYNCH

“a [t_sync/UUT/SYNCO/cfo_locked
B-“. [t_Sync/UUT/SYNCOJFREQUENCY_ESTIMATE |-
B2 [t_sync/UUT/SYNCO/index_i
B-L  [t_SyncAUUT/SYNCO/rdata_in
B-“a [t_sync/UUT/SYNCO/rdata_out
B [t_synclUUT/SYNCO/idata_in
B-“s [t_sync/UUT/SYNCO/idata_out

B34168493.566 ns
Cursor 1 |939324164.484ns

L] 2] i [ ]
Figure 59 RTL Simulation Screenshot for Normal Operation for CSYNCH
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Timing Path Group ‘clk"

Levels of Logic:
Critical Path Length:
Critical pPath sSlack:

Critical path clk Period:

Total Negative Slack:

No. of violating Paths:

Worst Hold violation:
Total Hold violation:

No. of Hold violations:

Figure 60 Screenshot from Synthesis QOR Report for CSYNCH

Global Operating voltage = ©.95
Power-specific unit information :
Voltage Units = 1V
Capacitance Units = 1.eeeeeeff
Time Units = 1ns
Dynamic Power Units = 1uuW (derived from Vv,C,T units)
Leakage Power Units = 1nuW

cell Internal Power
Net Switching Power

41.3250 uld  (94%)
2.7772 uM (6%)

48.00
3.86
255.10
520.00
0.00
0.00
-0.91

-3431.48
3828.00

Leakage
Power

6.7883e+04

©.0000

3.7741e+05

4.4521e+05 nW

Figure 61 Screenshot from Synthesis Power Report for CSYNCH

Total Dynamic Power = 44.1022 uW (108%)

Cell Leakage Power = 445.1840 ulW
Internal Switching

Power Group Power Power

io pad ©.0000 ©.0000

memory 8.0000 2.0000

black_box ©.0000 ©.0000

clock_network ©.0000 0.0000

register 38.8071 2.1041e-82

sequential 0.0000 0.0000

combinational 2.5184 2.7563

Total 41.3255 uk 2.7774 uW

1

Number of ports:

Number of nets:

Number of cells:

Number of combinational cells:

Number of sequential cells:

Number of macros:

Number of buf/inv:

Number of references:

Combinational area:
Buf/Inv area:
Noncombinational area:
Net Interconnect area:

Total cell area:
Total area:

1

89080.208542
9182.585949
20364.960657

109445.169199
undefined

675
30028
24878
20950

3828

5419
137

undefined (Wire load has zero net area)

Figure 62 Screenshot from Synthesis Area Report for CSYNCH
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3.2. CFO correction:
3.2.1. Block Diagram:

Isym

stm

Syn_offset

\4

Fine offset

v

Svn Enable

\4

3.2.2. Interface Table:

v

CFO correction

I sym_out

stm_out

Done

v

clk

Rst_n

Figure 63 CFO Block Diagram

Table 12 interface table of CFO correction

v

Signal Name Direction Width Description
Isym Input 16 Symbol real part
Qsym Input 16 Symbol imaginary part
Syn_Offset | Input 22 Synchronization Offset error
Fine_Offset | Input 1 Fine synchronization offset error
Syn_Enable | Input 1 CFO enable
clk Input 1 CFO clock
Rst_n Input 1 CFO reset
Lsym_out Output 16 corrected symbol real part
Qsym_out Output 16 corrected symbol imaginary part
Done Output 1 Signal indicate that block is done
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3.2.3. Function of the design:
e Rotate the symbol to correct the CFO using CORDIC algorithms using the offset that come
out from phase accumulator.
3.2.4. Design specification:
e The clock used for the block has period equal 260 ns.
e Latency of the block is 16 clock cycle.
3.2.5. Detailed block diagram:

 Phase . cORDIC
accumulator —

Figure 64 CFO Detailed Block Diagram

3.2.5.1. Phase accumulator

Phase accumulator used to accumulate the offset as initially the offset that get out from phase accumulator
equal 0 then it accumulates every clock with the value of the offset that come from synchronization block
until the offset exceeds 2pi the new value will be equal to offset-2pi and so on.

3.25.2. CORDIC

CORDIC is used to rotate the symbol to correct the offset occurred. To achieve a high accuracy, we should
make n iterations as we mentioned before as iterations increase the accuracy increase but we can achieve
an acceptable accuracy by 15 iterations.

3.25.2.11.  CORDIC design

X0 Yo <o

Figure 65 : CORDIC block diagram
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But this design has many disadvantages:

e Consumes high power which contradict with the project that should be low power.
e Large area as there is n shifters and adders.
We reached to a design that has lower area and consumes lower power than the first design.

Xo Yo [
X, J' J Mn @,
| REG | | REG | | REG |
v v
| BS (>>n) | | BS (>>mn) |
tan 127
qign( 2,
- v h 4
7 — Iy, Do—g\if —
Xp+1 _1 41 0)}1‘71
v r r

Figure 66 recursive pipelined CORDIC design

e This design has lower number of shifters and adders n times than first design.
e But it has lower throughput.
3.2.6. Design Interface:
e The interface of the block with the synchronization block is the 16-bit real and imaginary part of
the symbol and 22-bit of the offset and 1-bit enable signal to make the block start of operate.
The interface of the block with the fine synchronization block is 22-bit of the fine offset.
e The interface of the block with the FFT block is the 16-bit real and imaginary part of the corrected
symbol and 1-bit done signal.
3.2.7. Simulation Results:
3.2.7.1. MATLAB Results:
I

o 1x7 double

1 2 3 4 5 6 T 8 9 10
1 0.9936 1.0000 0.9992 1.0055 0.9963 1.0036 0.9944 :
< >
Q
1 1x7 double
1 2 3 - 5 6 T 8 9 10
1 -1.0064 -1.0000 -1.0008 -0.9945 -1.0037 -0.9964 -1.0056 ~

2

Figure 67 MATLAB result for different input offset CFO
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3.2.7.2. RTL Results:
B Vave - eraut i

N e
est_cfoll 16b1111101010001001 16b1111101010001001

est_cfo/Q 16b0000000101110101 1650000000101110101

est_cfofoffset | 20b00000000001000011001 2050000000000100001100

Jtest_co/dk 1b0

P fest
o [t
& [test
¥ ftest
\) Jtest_cfofreset 1b1
o [rst
¥ fist
¥ frst
& fest

== =

est_cfofendble | 1b1
ftest_cfo/done 1b0
est_chojre 15b0000000000000000 1601111100101301]11 160000000000000000
est_cfojm 16b0000000000000000 0000

+
+

Figure 68 RTL simulation results of CFO

3.2.7.3. Comparison between RTL and MATLAB
By entering the same input in the RTL and MATLAB we get the following result

I_SIM
0 1x7 double

1 2

1 -1.6601 -1.6464 -1.6425 -1.6542 -1.6416 -1.6513 -1.6376
<

w
o~
(%))
h

J

I_mat
1 1x7 double
1 2 3 4 5 6

1 -1.6362 -1.6468 -1.6435 -1.6358 -1.6406 -1.8327 -1.637
<

L

Q_SIM

i 1x7 double

1 2 3 B 5 6 7

1 1.6289 1.6455 1.6455 1.6347 1.6523 1.6416 1.6552
<

|. Q_mat 1
0 1x7 double

1 2 - 4 5 -] 7

1 1.6467 1.6480 1.6377 1.6529 1.6407 1,6559
Figure 69: comparing results of RTL and MATLAB in CFO

And by calculating the average error in the real and imaginary

q_cfo_er_avg |l i_cfo_er_avg 1
o 1x1 double 3 1x1 double
1 1 2
i o] |
2 2

Figure 70: average error between RTL and MATLAB in CFO
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3.2.7.4. Synthesis Reports:

2.893004
1.562000
7.976006

158
1341
939
798
129

149
42

ndefined (Wire load has zero net area)

0.8740810
ndefined

Number of ports:

Number of nets:

Number of cells:

Number of combinational cells:
Number of sequential cells:
Number of macros:

Number of buf/inv:

Number of references:
Combinational area: 182
Buf/Inv area: 12
Noncombinational area: 64
Net Interconnect area: u
Total cell area: 247
Total area: u
1

Figure 71: Area report of CFO

Global Operating Voltage = 9.95
Power-specific unit information :
Voltage Units = 1V

Capacitance Units = 1.e08000ff

Time Units = 1ns
Dynamic Power Units = 1luW (derived from V,C,T units)
Leakage Power Units = 1nW

Total
Power

.Beee

.0B00

.ooee

.ooee

.B6526

.0B00

.9205

Cell Internal Power =  3.1238 uW  (73%)
Net Switching Power = 1.1418 uWw (27%)
Total Dynamic Power = 4.2657 uWw (100%)
Cell Leakage Power = 11.3875 uW
Internal Switching Leakage
Power Group Power Power Power
st = ) Attrs
-
io_pad 0.00080 0.0000 0.00080
& 0.00%)
memory 0.0000 0.00600 0.0000
& 0.88%)
black_box 0.0080 0.0800 0.0080
LI 0.80%)
clock_network 0.08080 0.0000 0.08080
& 0.00%)
register 2.2702 0.1230 2.2595e+03
§ [ 29.88%)
sequential 0.0000 D.0000 0.0000
L 0.00%)
combinational B.8536 1.0189 9.0481e+03
§ [ 70.12%)
.
Total 3.1238 uW 1.1418 uW 1.1308e+04 nW
suw
1
Figure 72 : Power report of CFO
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clock clk (rise edge) 2608.42 260.42
clock network delay (ideal) 0.080 260.42
clock uncertainty -B.50 259.92
offset final reg[12]/CK (DFF X1) B.080 259.92
library setup time -0.084 259.88
data required time 259.88
J data required time 259.88
data arrival time -133.33
slack (MET) 126.55
1
Figure 73: Timing report of CFO
3.3. FFT
3.3.1. Block Diagram:
/ \ [ MEMORY
| pN N\ 'd \
N
P J ax4 [Ew| 8x2 4x4 4%2 2x4
U — y J \, J \
T J
PROCESSQOR
Control unit
‘\\ //F Adder/ “\\ //’
Bone_i;{EN_RS STAGEL SUB
» Done
. Done 51 REAL EnS1EnS4 % STAGE2 STAGE3
Done_ 54 lix:s
O/P Adder/ Adder/ AgSEBr/
SUB SUB
N NG A
S
Figure 74 16-point FFT radix22 SDF block diagram
3.3.2. Interface Table:
Table 13 interface table of FFT
Signal Name Direction Width Description
clk_260 Input 1-bit Input clock
Reset Input 1bit Asynchronous reset
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Enable CFO Input 1-bit Enable from the FIFO before the FFT to enable the FFT

realINPUT_CU Input 16-bit The real input symbols

imagINPUT_CU Input 16-bit The imaginary input symbols

nf SYNC_CU Input 10-bit NF is passing through the FFT to reach fine in the proper
time along with the data

ns_ SYNC _CU Input 5-bit NS is passing through the FFT to reach fine in the proper
time along with the data

nf_FFT_CU Output 10-bit NF output

ns_FFT_CU Output 5-bit NS output

done_FFT_CU Output 1-bit FFT is done to enable the resource mapper

enable_ RS _CU Output 1-bit Enable signal indicates that the FFT is done and the
resource de-mapper can start saving the FFT output

S1 outputR_CU Output 16-bit The real output symbols

S1 outputl_CU Output 16-bit The real output symbols

3.3.3. Function of the design:

i. Before optimization

/ MEMORY ~
s N - \ p
Input 8x4 ‘ 8x%2 4x4 ] [4)(2 2 X4 }[ZXZ 2 %2 ]
. J A rJ \ ) L
3 J
PROCESSQ. \
STAGE1 Adder/ STAGES STAGE4
SUB
Adder/ STAGE2 Adder/ Adder/
suB X o dde
Adder/
LSUB
'
Done S1 Done S2 Done S3 Done 54
Control unit REAL O/P
IMAG O/P
> )

Data flow through stages:

Figure 75 16-point FFT Block diagram before optimized

Firstly, the 16 OFDM symbols are stored in 8x4 memory and to improve system latency the first stage will
start to operate as soon as the nineth symbols stored in the memory. The output of this stage is stored in
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8% 2 memory when the eight symbols are ready, they will transfer parallel to 4x4 memory and the second
stage arithmetic operation starts to proceed then the output of this operation is stored in memory 4x2 and
then transferred parallelly to 2x4 memory and enable signal to stage 3 is raised. Similarly, stage 3 starts
doing the arithmetic operation and store the output in memory 2x2 which is then be copied parallelly to
another 2x2 memory and an enable to stage 4 is raised to start operating and the output are stored in the
resource element de-mapper.

In this design, the 3D memory is used in order to optimize the address generating circuit, that’s was
accomplished by storing the values which the arithmetic operation will be executed in the same row so by
using only one counter, we get the data from the memory.

The size of the memories depends on the algorithm RADIX 22 for instance in second stage, the first symbol
is added to the fifth one and the second is added to sixth one and the third data is added to the seventh one
and the fourth is added on the eighth one. Then the required memory is 8-words memory for real and other
8-words memory for imaginary.

The bit reverse operation which is important as the FFT output is out-of-order. This operation is done while
storing in the resource element de-mapper.

ii. After optimization

( \ (~ MEMORY
[ \ \ p .
N
P J [ 8x4 ]E\ﬁ[ 8x2 4x4 ] [4 % 2 2 x4
: J vy W Y. .
PROCESSOR
Control unit \
Adder/ I
BonefSSESZ/ENiRS STAGEL suB
one
Done s1 AL EnS1Ens4 X STAGE2 STAGE3
Done_ 54 o/p
!)\J/'ISG Adder/ Adder/ Adder/
SUB SUB SUB
- j

Figure 76 Optimized 16-point FFT block diagram

The algorithm has further been optimized by sharing the resource between stage one and stage four; the
first stage is done before the stage four start. As noticed from Figure 75 and Figure 76, both 2x2 memory
and stage 4 are no longer in the block diagram that has been merged and a MUX was used, that multiplex
the input of FFT and the third stage output as the FFT input is entered serially to the block so less number
of MUXs were used compared to parallel input way. An enable signal is used to store only the first stage
output and avoid storing the fourth stage output as it is the FFT output. The register file is used instead of
the shift register in order to reduce the switching. The shift reg is used to optimize the power by reducing
the switching activity.
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3.3.4. Detailed implementation:

STAGE 3 OUTPUT INPUT FFT

Control unit W

L

MEMORY

Arithmetic block
— - N
If enable 51 Y

I:> r{:: $ &~ enable | .o MEMORY

/

I}

16x1 MUX

00
{

000
STAGE 1 OUTPUT

| s

.::>?{ \ J NOU UNO

FFT QUTPUT
State

Figure 77 Stage 1&4 after optimization block diagram of FFT

The 16 mux is used to decide which state, of the sixteen states, is next. Depending on the stage the control
signal is sent to the arithmetic block which is designed to be a combinational block to do the operation once
the inputs and control signal come within a clock cycle.

MEMORY

Arithmetic block \

b 5 vy D)k
|~ X

R

/

MEMORY

Ay

16x1 MUX
WAV

STAGE 2 OUTPUT

[ eoo 1)
I

:bk
-
I
aoo 1]

—

State
Figure 78 Stage 2 block diagram of FFT

When the enable signal “S2” is high that means the input is ready. Then the state and the control signal will
be used to determine the next arithmetic operation and the value of the twiddle factors. The arithmetic block
consists of two adder/subtractor and one multiplier. There is a mux between the output of adder/subtractor
and the input of the arithmetic block and there is another mux between the multiplier and the input of the
arithmetic block.
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RIRIN!

)

4x1 MUX

(o)
T

.k

I

N
=

=N
>

I

STAGE 3 OUTPUT

—

State

Figure 79 Stage 3 block diagram of FFT

Stage 3 starts when the fourth output of stage 2 is ready so the enable signal “S3” is high. Bear in mind, the
mux used here is 4x1 as there is only four states and they are repeated one after the other.

3.3.5. Design Interface:

K

FIFO

&

-

~N

-

Resource

FFT

De-mapper

iy

- J

Figure 80 interfacing blocks of FFT

The CFO gives output each sixteen-clock cycle which is not suitable for the implemented algorithm of FFT,
thus a FIFO is added to store 16 symbols then gives enable to FFT to start it operation the output of this
buffer is serial output. The output of the FFT is saved in Resource mapper, and the output is out serially.
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3.3.6. Design Specification
Clock used is 260ns
Block latency is 38 clock cycle

3.3.7. Simulation Results:
3.3.7.1.

Columns

1.3e00

MATLAB Results:

1 through

+ 1.36001

7

0.3024

Columns 8 through 14

-0.3856

- 0.38561

-0.0800

Columns 15 through 16

-0.0837

Columns

-0.07¢7

Columns

0.3024

3.3.7.2.

- 0.09371

1 through

- 0.07671

8 through

+ 0.30241

> W imagINPUT_CU[15:0]
> W reallNPUT_CU[15:0]

8 enable_

S1

1_outputR_CU[15:0]

S1_outputl_CU[15:0]

#l done_FFT_CU

-0.4143

-0.3%64

-0.0836

+

0.30241

0.08001

0.41431

0.08361

RTL Results:

-0.0836 - 0.08361 -0.4036 - 0.4036i 0.2400 + 0.24001 0.0387 + 0.03871 -0.0660 - 0.06601

0.1983 + 0.19831 -0.0767 - 0.07671 -0.39%964 - 0.3%9641i -0.4000 - 0.40001 0.4206 + 0.42061

Figure 81 16-point FFT MATLAB output of FFT

-0.4000 - 0.40001 0.4206 + 0.4206i -0.0937 - 0.09371i -0.4143 - 0.4143i 1.3600 + 1.36001

-0.4036 - 0.40361 0.2400 + 0.2400i 0.0387 + 0.03871

Figure 82 12 FFT output stored in resource de-mapper of FFT

Figure 83 16-point FFT RTL simulation of FFT
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FIFO simulation

4 clk

® reset

& done_CFO
> W reallP[15:0]
> W imag|P[15:0]

Wl enable_fft

> W reallNPUT[15:0]

> ™ imagINPUT[15:0]

Figure 84 FIFO RTL simulation of FFT

3.3.7.3. Synthesis Reports:

i.  Screenshots for synthesis results

~| CFO2ZFFT_memory 5K_hvratio 1 1 NangateOpenCellLibrary ss@p95vnd0c

Global Operating Voltage = 0.95
Power-specific unit information
Voltage Units = 1V
Capacitance Units = 1.000800ff
Time Units = 1ns
Dynamic Power Units = luW (derived from V,C,T units)
Leakage Power Units = 1nW

Cell Internal Power =  3.1194 uW  (93%)
Net Switching Power = 242.3862 nW (7%)
Total Dynamic Power = 3.3618 uw (100%)
-| Cell Leakage Power = 20.6408 uW
Internal Switching Leakage Total
Power Group Power Power Power Power (% ) Attrs
io_pad 0.0000 0.0000 0.0000 o.0008 0.00%)
= memory 0.0000 0.0000 0.0000 o.o008 0.00%)
black_box @.0000 @.0008 @.0608 6.0000 0.00%)
clock_network 0.0000 0.0000 0.0000 o.0008 0.00%)
register 3.0167 1.7397e-82 9.50864e+03 12.5485 { 52.25%)
sequential 0.0000 0.0000 0.0000 o.0008 0.00%)
combinational 0.1027 0.2250 1.1134e+04 11.4621 ( 47.75%)
Total 3.1194 uW 0.2424 uW 2.0641e+04 nW 24,0026 uW
1

Figure 85 Power Report of memory before FFT
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Design Wire Load Model Library

FFT_controlunit 5K_hvratio 1 1 NangateOpenCellLibrary_ss@p35vn4fc

Global Operating Voltage = 8.95
Power-specific unit information
Voltage Units = 1V
Capacitance Units = 1.080008ff
Time Units = 1ns
Dynamic Power Units = luw (derived from V,C,T units)
Leakage Power Units 1nwW

Cell Internal Power 21.1035 uW  (95%)

Net Switching Power =  1.1915 uW (5%)
Total Dynamic Power = 22.2950 uW (1080%)
Cell Leakage Power = 99.3396 uW
Internal Switching Leakage Total
Power Group Power Power Power Power t
io_pad 0.0000 0.0000 0.0000 0.0080 |
memory 0.0000 0.0000 0.0000 0.0008 |
black box 0.0000 0.0000 0.0000 0.00080 |
clock_network 0.0000 0.0000 0.0000 0.0000
register 20.6093 0.1088 3.7598e+04 58.3159 |
sequential 0.0000 0.0000 0.0000 0.0008 |
combinational 0.4942 1.0827 6.1742e+04 63.3187 |
Total 21.10835 uw 1.1915 uW 9.9340e+04 nW 121.6345 uW
Figure 86 Power Report of FFT

Number of ports: 98

Number of nets: 2825

Number of cells: 2207

Number of combinational cells: 1638

Number of seguential cells: 569

Number of macros: <]

Number of buf/inv: 549

Number of references: 18

Combinational area: 2092.888009

Buf/Inv area: 405.383991

Noncombinational area: 2577.805909

Net Interconnect area: undefined (Wire load has zero net area)

Total cell area: 4670.693918

Total area: undefined

1

Figure 87 Area Report of memory before FFT
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Number of ports: 180

Number of nets: 624
Number of cells: 77
Number of combinational cells: 74
Number of sequential cells: [&]
Number of macros: <]
Number of buf/inv: 40
Number of references: a8
Combinational area: 11717 .566066
Buf/Inv area: 1639.357978
Noncombinational area: 11173.330368

Net Interconnect area: undefined (Wire load has zero net area)
Total cell area: 22890.896427

Total area: undefined

1

Figure 88 Area Report of FFT

clock clk_2608 (rise edge) 520.80 520.00
clock network delay (ideal) 8.00 520.00
clock uncertainty -6.35 519.65
memory_beforeSl imag_regl[2][6]/CK (DFF_X1) 8.00 519.65 r
library setup time -0.084 519.61
data required time 519.61
data required time 519.61
data arrival time -1.57
slack (MET) 518.85

Figure 89 Timing Report of memory before FFT

clock clk 260 (rise edge) 520.00 520.00
clock network delay (ideal) 0.008 520.00
clock uncertainty -6.35 519.65
S2/memory_aftersZ_reg[11[0]1[14]/CK (DFFR_X1) 8.00 519.65 r
library setup time -0.04 519.61
data reguired time 519.61
data reguired time 519.61
data arrival time -3.37
slack (MET) 516.24

Figure 90 Timing Report of FFT
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ii. Comparison for synthesis results with [25]

Table 14 FFT comparison with [25]

FFT comparison

Areas in [25] Design area Power in [25] Design power technology
technology node 0.18 technology node technology node node 45nm
um 45nm 0.18um
0.5314mm? 22890.896427um? 22.4mW 121.6345 ulw
3.4. RESOURCE DE-MAPPER
3.4.1. Block Diagram:
Control unit / \
SUBFRAME
REAL MEMORY  IMAGINARY MEMORY
DONE X
12x 14 12x 14 | CHANNEL ESTIMATION
CHANNEL EQUALIZATION
REfL X « | FINESYNC
SUBFRAME COUNTER IMAGINARY | RESOURCE Y[ REAL Symbel
————| ELEMENT * IMAGINARY Symbol
DE-MAPPER .
[ ]
ADDER+2 | REAL |« : REAL address
> COUNTER | |MAGINARY ¢ IMAGINARY address
ADDER+1 >

S

3.4.2.

Interface Table:

-

J

Figure 91 resource element de-mapper block diagram

Storage Element memory

Table 15 Storage Element Interface Table

Signal Name Direction Width Description

clk 260 INPUT 1-bit Input clock to block

Reset INPUT 1-bit Reset signal

done_FFT INPUT 1-bit The control signal that indicates that FFT output
is ready and resource de-mapper can start
operation

RS INPUT REAL INPUT 16-bit Input real data to resource de-mappper

RS _INPUT IMAG INPUT 16-bit Input imaginary data to resource de-mappper

Done RS OUTPUT 1-bit The resource de-mapper is full
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RS subframe OUTPUT 1-bit Subframe number
done_ResourceDemapper | OUTPUT 1-bit Resource de-mapper has the subframe ready
Read REM OUTPUT 1-bit Enable to resource de-mapper
Read_REM_counter OUTPUT 4-bit Counter from 0 to 11 to store in the resource de-
mapper
input_resourceR0 OUTPUT 16-bit Real output parallel of index 0
input_resourceR1 OUTPUT 16-hit Real output parallel of index 1
input_resourceR2 OUTPUT 16-bit Real output parallel of index 2
input_resourceR3 OUTPUT 16-bit Real output parallel of index 3
input_resourceR4 OUTPUT 16-bit Real output parallel of index 4
input_resourceR5 OUTPUT 16-bit Real output parallel of index 5
input_resourceR6 OUTPUT 16-hit Real output parallel of index 6
input_resourceR7 OUTPUT 16-bit Real output parallel of index 7
input_resourceR8 OUTPUT 16-bit Real output parallel of index 8
input_resourceR9 OUTPUT 16-bit Real output parallel of index 9
input_resourceR10 OUTPUT 16-bit Real output parallel of index 10
input_resourceR11 OUTPUT 16-bit Real output parallel of index 11
input_resourcelQ OUTPUT 16-bit Imaginary output parallel of index 0
input_resourcell OUTPUT 16-bit Imaginary output parallel of index 1
input_resourcel? OUTPUT 16-bit Imaginary output parallel of index 2
input_resourcel3 OUTPUT 16-bit Imaginary output parallel of index 3
input_resourcel4 OUTPUT 16-bit Imaginary output parallel of index 4
input_resourcel5 OUTPUT 16-bit Imaginary output parallel of index 5
input_resourcel6 OUTPUT 16-bit Imaginary output parallel of index 6
input_resourcel? OUTPUT 16-bit Imaginary output parallel of index 7
input_resourcel8 OUTPUT 16-bit Imaginary output parallel of index 8
input_resourcel9 OUTPUT 16-bit Imaginary output parallel of index 9
input_resourcel10 OUTPUT 16-bit Imaginary output parallel of index 10
input_resourcelll OUTPUT 16-bit Imaginary output parallel of index 11

Resource De-mapper

Table 16 Resource De-mapper interface table

Signal Name Direction | Width Description

clk 260 INPUT 1-bit Input clock to block

Reset INPUT 1-bit Reset signal

done FFT INPUT 1-bit The control signal that indicates that

FFT output is ready and resource
de-mapper can start operation

Read REM INPUT 1-bit Enable to resource de-mapper
Read REM_counter INPUT 4-bit Counter from 0 to 11 to store in the
resource de-mapper
input_resourceR0 INPUT 16-hit Real output parallel of index 0
input_resourceR1 INPUT 16-bit Real output parallel of index 1
input_resourceR2 INPUT 16-bit Real output parallel of index 2
input_resourceR3 INPUT 16-bit Real output parallel of index 3
input_resourceR4 INPUT 16-hit Real output parallel of index 4
input_resourceR5 INPUT 16-bit Real output parallel of index 5
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input_resourceR6 INPUT 16-bit Real output parallel of index 6
input_resourceR7 INPUT 16-bit Real output parallel of index 7
input_resourceR8 INPUT 16-hit Real output parallel of index 8
input_resourceR9 INPUT 16-hit Real output parallel of index 9
input_resourceR10 INPUT 16-bit Real output parallel of index 10
input_resourceR11 INPUT 16-bit Real output parallel of index 11
input_resourcelQ INPUT 16-bit Imaginary output parallel of index 0
input_resourcell INPUT 16-hit Imaginary output parallel of index 1
input_resourcel? INPUT 16-hit Imaginary output parallel of index 2
input_resourcel3 INPUT 16-bit Imaginary output parallel of index 3
input_resourcel4 INPUT | 16-bit Imaginary output parallel of index 4
input_resourcel5 INPUT 16-bit Imaginary output parallel of index 5
input_resourcel6 INPUT 16-hit Imaginary output parallel of index 6
input_resourcel7 INPUT 16-hit Imaginary output parallel of index 7
input_resourcel8 INPUT 16-hit Imaginary output parallel of index 8
input_resourcel9 INPUT 16-bit Imaginary output parallel of index 9
input_resourcel10 INPUT 16-bit Imaginary output parallel of index
10
input_resourcelll INPUT 16-bit Imaginary output parallel of index
11
channel_estimation_address_row0 INPUT 4-bit Channel estimation address for first
row
channel_estimation_address_columnQ INPUT 4-bit Channel estimation address for first
column
channel_estimation_address_row1 INPUT 4-bit Channel estimation address for
second row
channel_estimation_address_columnl | INPUT 4-bit Channel estimation address for
second column
channel_equalization_address_columnl | INPUT 4-bit Channel  equalization  address
column
fine_address_row INPUT 4-hit Fine address row
fine_address_column INPUT 4-bit Fine address column
channel_estimation_Real 0 OUTPUT | 16-hit Channel estimation real data of
index 0
channel_estimation_imag_0 OUTPUT | 16-bit Channel estimation imaginary data
of index 0
channel_estimation_real 1 OUTPUT | 16-hit Channel estimation real data of
index 1
channel_estimation_imag_1 OUTPUT | 16-bit Channel estimation imaginary data
of index 1
channel_equalization_real_0 OUTPUT | 16-hit Channel equalization real data of
index 0
channel_equalization_imag_0 OUTPUT | 16-bit Channel equalization imaginary
data of index 0
channel_equalization_real_1 OUTPUT | 16-hit Channel equalization real data of
index 1
channel_equalization_imag_1 OUTPUT | 16-bit Channel equalization imaginary

data of index 1
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channel_equalization_real 2 OUTPUT | 16-bit Channel equalization real data of
index 2
channel_equalization_imag_2 OUTPUT | 16-bit Channel equalization imaginary
data of index 2
channel_equalization_real 3 OUTPUT | 16-hit Channel equalization real data of
index 3
channel_equalization_imag_3 OUTPUT | 16-bit Channel equalization imaginary
data of index 3
channel_equalization_real 4 OUTPUT | 16-hit Channel equalization real data of
index 4
channel_equalization_imag_4 OUTPUT | 16-bit Channel equalization imaginary
data of index 4
channel_equalization_real 5 OUTPUT | 16-hit Channel equalization real data of
index 5
channel_equalization_imag_5 OUTPUT | 16-bit Channel equalization imaginary
data of index 5
channel_equalization_real 6 OUTPUT | 16-hit Channel equalization real data of
index 6
channel_equalization_imag_6 OUTPUT | 16-bit Channel equalization imaginary
data of index 6
channel_equalization_real 7 OUTPUT | 16-hit Channel equalization real data of
index 7
channel_equalization_imag_7 OUTPUT | 16-bit Channel equalization imaginary al
data of index 7
channel_equalization_real 8 OUTPUT | 16-hit Channel equalization real data of
index 8
channel_equalization_imag_8 OUTPUT | 16-bit Channel equalization imaginary
data of index 8
channel_equalization_real 9 OUTPUT | 16-hit Channel equalization real data of
index 9
channel_equalization_imag_9 OUTPUT | 16-bit Channel equalization imaginary
data of index 9
channel_equalization_real 10 OUTPUT | 16-hit Channel equalization real data of
index 10
channel_equalization_imag_10 OUTPUT | 16-bit Channel equalization imaginary
data of index 10
channel_equalization_real 11 OUTPUT | 16-hit Channel equalization real data of
index 11
channel_equalization_imag_11 OUTPUT | 16-bit Channel equalization imaginary
data of index 11
fine_real OUTPUT | 16-bit Fine real output
fine_imag OUTPUT | 16-bit Fine imaginary output

3.4.3. Function of the design:

The block is divided into two modules the first one is a storage element memory consists of a memory
16x14 that stores the output of the FFT and when a whole subframe is ready an enable signal is raised to
let the resource element de-mapper get the symbols column by column so it takes 14 clock cycle to fill the
resource de-mapper. Thus, the time in which the resource de-mapper is kept unchanged for approximately
1ms as stated in the standard.[5]
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The main reason for having the storage element memory is that it takes 128 clocks cycle to get a new OFDM
symbol, so the data would change in less than 1ms and it is important for blocks that follow the resource
de-mapper performance as they need the data to stay for a period of time till they finish their operation. For
instance, the channel equalization is working after the channel estimation is done so if the data in the
resource de-mapper is changed the channel estimation cannot work correctly.

The channel estimation, channel equalization, fine can access the memory using the row and column
address and the process of accessing the memory with the address and get the data works as a combinational
process.

subframe number
_ E 2 0 1 2 3 4 5 6 7 8 9
% -E @ NPDCCH NPDCCH NPDCCH NPDCCH NPDCCH NPDCCH NPDCCH
Z = NPBCH or or or or MNPSS or or or NSSS
NPDSCH NPDSCH NPDSCH NPDSCH NPDSCH NPDSCH NPDSCH
subframe number
. E g 0 1 2 3 4 5 6 7 8 9
2 —E ® NPDCCH NPDCCH NPDCCH NPDCCH NPDCCH NPDCCH NPDCCH NPDCCH
2 " NPBCH or or or or NPSS or or or or
NPDSCH NPDSCH NPDSCH NPDSCH NPDSCH NPDSCH NPDSCH NPDSCH

Figure 92 Time multiplexing between NB-1oT downlink physical channels and signals [3]

The subframe 5 contains the NPSS as shown in fig 5 used by the coarse synchronization so it is not passing through
the chain and subframe 9 which contains the NSSS is also not passing through the chain, as well. Therefore, the
subframe number is 0, 1, 2, 3, 4, 6, 7, 8 instead of from 0 to 9.

In the storage element memory, the bit-reversing operation for the FFT output takes place, so the symbols stored
in this memory are in-order. Then, when transferring the data from storage element memory to resource element de-
mapper the symbols are resorted as the last six symbols stored in first six symbols and the first six symbols are stored
in last six places in memory as shown in table 3.

Table 17 Bit-reversing operation

FFT output out-of order FFT output Index in which data stored in in the
Resource De-mapper

0 0 6

1 8

2 4 10

3 12 2

4 2 8

5 10 0

6 6

7 14 4

8 1 7

9 9

10 5 11

11 13 3

12 3 9

13 11 1

14 7

15 15 5
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3.4.4. Design Interface:

N N [ ™

CHANNEL ESTIMATION

FFT CHANNEL EQUALIZATION

DE-MAPPER

RESOURCE :>
m—

FINE

\ J L AN /

Figure 93 interface block diagram

The resource de-mapper is taking the output of the FFT then the output is stored in its memory to be then
used by the channel estimation, channel equalization and fine using the row and column address.

3.4.5. Design Specification
e Clock used is 260ns
e Block latency is 3581 clock cycle
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3.4.6. Simulation Results:
3.4.6.1. MATLAB Results:

Columns 1 through 5

-1.1659 + 3.0525i 2.3489 + 1.67381 3.0407 + 1.3423i 2.7699 + 1.5465i -2.7852 - 1.3501i
-2.6331 - 1.34611i 2.6202 + 1.6800i -2.9680 - 1.78801 3.0301 + 1.4585i 1.6576 - 2.85611
-2.7971 - 1.1928i 2.8437 + 1.52941 3.3597 + 0.9794i -1.3607 + 3.2405i -3.0923 - 1.0654i
1.4179 — 3.3584i -1.3332 + 3.6711i -0.9617 + 3.0577i 0.8886 - 3.3e6721 3.5745 + 1.1439i
-2.8242 - 0.79131i -3.5238 - 0.3251i -0.7558 + 3.0005i -3.329%3 - 0.74051 0.9789 - 3.1553i
-0.1751 + 2.9210i 0.3313 - 2.6B331 2.5801 + 0.33481 -3.1303 - 0.55431i -2.8261 - 0.51401
-0.1929 + 2.6839i 2.7065 + 0.79881 -2.9278 - 0.60701 0.4312 - 2.83871 0.6946 — 2.84281
2.7727 + 0.39351 -2.6676 - 0.23571 0.4337 - 2.68321 0.5061 - 2.61491 -2.4400 - 0.5708i
2.5424 + 0.61521 0.6227 - 2.23131 -0.7346 + 2.40365i 2.4310 + 0.66121 -0.5774 + 2.35%401i
0.9745 - 2.30871 2.2897 + 1.00201 -2.3569 - 0.88781 2.3657 + 0.86131 2.4240 + 0.887741
-2.2867 - 0.98961 2.2782 + 1.157%i -1.0652 + 2.42671i -2.3861 - 1.22011 2.4181 + 1.1589i
1.4451 - 2.30008i 2.3214 + 1.26861i -2.3601 - 1.2919i -2.5183 - 1.4253i -2.5389 - 1.2857i
Columns €& through 10
0.5447 - 2.23701i -0.079%7 + 3.54051 -3.8610 - 0.0410i -2.5545 - 1.40661i 2.4354 + 1.64441
-3.3709 - 1.7128i 1.3626 — 3.09431 1.8378 + 1.06041 -2.7944 - 1.3783i 1.1412 - 3.03641
-1.5821 + 3.1715i -2.869%4 - 0.38631 -1.7865 + 1.48081i 3.6309 + 1.43361 2.9130 + 1.49581
0.6541 - 3.3%42i 0.3608 - 2.9325i -1.5010 - 2.88431i -3.0225 - 0.96351 3.0106 + 1.26701
2.9584 + 0.74261i -3.1381 - 0.57231 -1.3625 - 2.5413i -0.4720 + 3.26441 0.5107 - 2.892%i
-0.8219 + 3.11581 0.3080 + 2.9591i 3.2352 - 2.53871 0.8363 - 3.1091i -3.26%94 - 0.32631
-2.2184 - 0.27881i -0.2853 - 2.69461 3.9101 - 1.9176i -2.6590 - 0.56601 -2.9686 - 0.2891i
2.4549 + 0.6245i -0.0519 - 3.2599i -0.0928 - 0.7158i 2.7455 + 0.5423i -2.6868 - 0.39551
-0.8092 + 2.4956i -2.6378 - 0.7254i -1.1010 - 0.35401i 2.5096 + 0.73661 2.4082 + 0.86041
-2.4252 - 0.90931 1.8225 - 0.49761 1.8356 - 0.26011 0.9727 - 2.29431 2.3263 + 1.00741
2.3626 + 1.1266i -2.4562 - 1.06851 1.7442 - 0.59%751i -2.4017 - 1.0251i -1.2720 + 2.3785i
2.4917 + 1.24621i -0.6488 + 2.45931 0.9493 + 3.289%61 1.3835 - 2.268951 2.4012 + 1.2721i

Figure 94 resource element de-mapper MATLAB results

3.4.6.2. RTL Results:

B4 [tb_ntegration_part1/UUTjrem/fine_address._column
1B-“< /tb_integration_part1ALITjrem/fine_real
B ftb_integration_part 10T frem/fine_imag

Figure 95 resource element de-mapper RTL simulation
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= 0 Jtb_integration_part1/UUT/rs/RS_memory_Real {-16'd79 16'd3183 16'd3000 16'd378 -16'd3360 16'd596 16'd1370 16'd273 -16'd672 -16'd2907 -16'd3221 16'd3062 16'd285 -16'd173} {16'd3668 -16'd3440 16'd:
4 -16'd79 16'd3183 16'd3000 16'd378 -16'd3360 16'd596 16'd1370 16'd273 -16'd672 -16'd2907 -16'd3 16'd3062 16'd285 -16'd173
4 16'd3668 -16'd3440 16'd3125 -16' ' 'd212 -16' o 57 16'd3064 16'd872 -16' -16'd699 -16'd3619 -16'd2893
-16'd2189 16'd653 16'd3172 -16'd548 16'd3190 -16'd3165 -16'd2560 16'd329 16'd523 16'd3705 16'd80S -16'd907 -16'd1301 16'd1429
'd1455 -16'd. 16'd1269 16'd3460 16'd2939 -16'd2
16'd1565 16'd3164 -16'd3085 16'd2712 -16'd2697
'd2909 16'd2883 16'd3150 16'd2434 -16'd1167
1-16'd74 16'd259 -16'd474 16'd373
16'd375 16'd39 -16'd253 16'd205 220 16'd190 16'd357 -16'd92 -16'd42 -16'd66 16'd305 -16'd431 16'd300
16'd309 16'd41 -16'd188 16'd160 272 16'd154 16'd198 16'd211 -1 16'd49 -16'd45 16'd296 -16'd369 16'd249
16'd230 16'd24 -16'd135 16'd110 -16'd203 16'd84 16'd335 16'd27 -16'd40 -16'd48 -16'd24 16'd237 -16'd285 16'd199
5 -16'd2731 16'd1072 -16'd2660 16'd2558 16'd1. 8 15 -16'd2645 2625 -16'd2453 16'd2401 16'd1471
22 -16'd2596 -16'd2627 -16'd966 -16'd1080 -16'd2534 16'd2083 -16'd2521 16'd2469 16'd2523 -16'd2473 -16'd1040 16'd2343 -16'd2341
-16'd452 -16'd2540 -16'd743 16'd731 16'd2467 16'd812 16'd1389 16'd1848 -16'd2533 16'd2515 16'd2458 -16'd2437 16'd2352 16'd993
-16'd2572 -16'd487 16'd2558 -16'd542 16'd2527 16'd2624 -16'd2317 -16'd2736 -16'd698 -16'd491 16'd2513 -16'd688 16'd602 16'd2613
g 2793 16'd2843 -16'd1812 -16'd92 16'd2 -16'd2519 16'd434 16'd377 -16'd2734 16'd2827
-16'd2885 -16'd2123 -16'd3099 16'd2991 -16'd3057 -16'd2770 16'd1974 -16'd381 -16'd2298 16'd588 16° 6'd3005 16'd2777 -16'd192

Figure 96 Storage element memory

= * Jtb_integration_part1/UUT rem/REM_Real {-16'd2595 -16'd2731 16'd1072 -16'd2660 16'd2558 16'd1233 16'd1988 -16'd655 16'd2615 -16'd2645 -16'd2625 -16'd2453 16'd2401 16'd1471} {16'd10:
“ -16'd2595 -16'd2731 16'd1072 -1
16'd1022 -16'd2596 -16'd2627 -16'd966 -16'd1080 -16'd2534 16'd2083 -16'd2521 16'd2469 16'd2523 -16'd2473 -16'd1040 16'd2343 -16'd2341
-16'd452 -16'd2540 -16'd743 16'd731 16'd2467 16'd812 16'd1389 16'd1848 -16'd2533 16'd2515 16'd245¢ 2437 16'd2352 16'd993
-16'd2572 -16'd487 16'd2558 -16'd542 16'd2527 16'd2624 -16'd2317 -16'd2736 -16'd698 -16'd491 16'd2513 -16'd688 16'd602 16'd2613
2768 16'd244 -16 -16'd2793 16'd2843 -16'd 1812 -16'd9; = 519 16'd434 16'd377 -16'd2734 16'd282
2123 -16'd3099 16'd2991 -16'd3057 -16'd2770 16'd1974 -16'd381 -16'd22 d588 16'd332 -16'd3005 16'd2777 -16'd192

1 16'd3062 16'd285 -16'd173
440 16'd3125 -16'd342 16'd257 -16'd212 -16'd3201 -16'd3257 16'd3064 16'd872 -16'd3432 -16'd639 -16'd3619 -16'd2893
-16'd2189 16'd653 16'd3172 -16'd548 16'd3190 -16'd3165 -16'd2560 16'd329 16'd523 16'd3705 16'd80S -16'd907 -16'd1301 16'd1429
-16'd3144 -16'd992 -16'd 1385 16'd1242 16'd3108 16'd3828 -16'd2127 -16'd2991 -16'd1455 -16'd3213 -16'd1269 16'd3460 16'd2939 -16'd2879
16'd1658 16'd3368 16'd2955 -16'd3101 16'd889 -16'd2978 16'd2367 16'd1352 -16'd3535 16'd1565 16'd3164 -16'd3085 16
-16'd886 -16'd2185 -16'd3480 -16'd1146 16'd2631 -16'd2720 -16'd2769 -16'd114 16'd850 -16'd2909 16'd2883 16'd3150 16'd2434 -16'd1167

Figure 97 Resource De-mapper memory

3.4.6.3. Synthesis Reports:
Screenshots for synthesis results

Global Operating Voltage = 0.95
Power-specific unit information
Voltage Units = 1V
Capacitance Units = 1.@s0880ff
Time Units = 1ns
Dynamic Power Units = luW (derived from V,C,T units)
Leakage Power Units = 1nW

Cell Internal Power = 52.7699 uW  (98%)
Net Switching Power =  1.1581 uW (2%)
Total Dynamic Power = 53.9280 uW (100%)

Cell Leakage Power 193.6498 uW

Internal Switching Leakage Total

Power Group Power Power Power Power { % ) Attrs
io_pad 0.0000 0.0000 0.0000 o.ee8e 0.00%)

memory 0.0000 6.0000 6.0000 0.00800 0.00%)

black box 0.0000 0.0000 0.0000 o.ee88 ( 0.00%)
clock_network 0.0000 0.0000 0.0000 a.0000 ( 0.00%)
register 52.5237 1.3857e-02 9.7865e+04 156.4835 ( 68.75%)
sequential 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
combinational 0.2441 1.1443 9.5775e+04 97.1636 ( 39.25%)

Total 52.7678 uW 1.1582 uw 1.9364e+05 nW 247.5671 uw

Figure 98 Storage Element Power Report
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Global Operating Voltage
Power-specific unit information
Voltage Units =
Capacitance Units =
Time Units = 1lns
Dynamic Power Units
Leakage Power Units

1v

Cell Internal Power =

Net Switching Power

Total Dynamic Power

Cell Leakage Power

Power Group

io_pad

memo ry
black_box
clock_network
register
sequential
combinational

= 0.95

l1.000000ff

= luW (derived from V,C,T units)
= 1nW
32.6744 uw (85%)
= 5.7121 uw (15%)
= 38.3865 uW (100%)
= 270.6989 uw
Internal Switching Leakage Total
Power Power Power Power {
0.00080 0.0000 0.0000 o.0eaa |
6.0080 0.0000 0.0000 o.0eaa |
0.00080 8.0000 0.0000 p.oeee |
0.00080 0.0000 0.0000 o.0eaa |
28.0336 6.3398 8.9822e+04 118.1958
0.00080 0.0000 0.0000 p.oeee |
4.6408 5.3722 1.8088e+05 199.8925 |
32.6744 uw 5.7121 uw 2.7870e+05 nW 309.0876 uwW
Figure 99 Resource element De-mapper Power Report
Number of ports: 431
Number of nets: 23081
Number of cells: 21181
Number of combinational cells: 15316
Number of sequential cells: 5785
Number of macros: <]
Number of buf/inv: 6558
Number of references: 27

Combinational area:
Buf/Inv area:
Noncombinational area:
Net Interconnect area:

Total cell area:
Total area:

1

16930.182155

4775.231963

26173.335057
undefined

431683.437212
undefined

(Wire load has zero net area)

Figure 100 Storage Element Area Report
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Global Operating Voltage = 0.95
Power-specific unit information :
Voltage Units = 1V
Capacitance Units = 1.0800880ff
Time Units = 1lns
Dynamic Power Units
Leakage Power Units

luw (derived from V,C,T units)
InW

32.6744 uw (85%)
5.7121 uw (15%)

Total Dynamic Power = 38.3865 uwW (1088%)

Cell Internal Power
Net Switching Power

Cell Leakage Power = 270.6989 uW

Figure 101 Resource Element De-Mapper Area Report

clock clk (rise edge) 520.00 520.00
clock network delay (ideal) 0.08 520.00
clock uncertainty -6.35 519.65
RS_memory_Imag regl[151[31[121/CK (DFF_X1) @.00 519.65 r
library setup time -6.04 519.61
data required time 519.61
data required time 519.61
data arrival time -1.76
slack (MET) 517.85

Figure 102 Storage Element Timing Report

clock clk (rise edge) 520.00 520.00
clock network delay (ideal) 0.080 5208.00
clock uncertainty -0.35 519.65
output external delay -1.80 518.65
data required time 518.65
data required time 518.65
data arrival time -1.64
slack (MET) 517.01

Figure 103 Resource Element De-Mapper Timing Report
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3.5. Channel Estimation
3.5.1. Block Diagram:

T’ ——~<— H1_real
RST 16-bit
—’ -
RM_done 7 H1_imag
——> 16-bit
NRS_values_done ——~—» H2_real
gl 16-bit
NRS_LOC done H2_imag
16-bit
——~<—» H3 real
16-bi
16-bit oot H3_imag
RM_real_1 ﬁb;» 16-bit B
) 16-bit ——<— H4_real
RM_imag_1 +’16 o 16-bit -
- | f | H
RM_reaI_zﬁb;> 16-bit H4_imag
. 16-bit L~ » H5_real
RM_lmag_ZT 16-bit -
-bit .
RM_row_1 4# 16-bit H5_ imag
4-bit ——<— H6_real
Wt 7| Channel | oo
RM row 2 <ﬁ4blt; H6_ imag
= . . - 16-bit
4-bit
RM col 2 <22 Estimation o el
H7_imag
16-bit
——<— H8_real
16-bit 16-bit .
NRS real 1 ——~—» ——<— H8 imag
) 16-bit 16-bit
NRS imag 1 ——~—» < H9 real
16-bit 16-bit
NRS real 2 ﬁ?b H9 imag
_ 16-bit 16-hit
NRS imag 2 Tt ——~<—» H10 real
-l 16-bit
NRS_add_l 47? +> H]_O_ |mag
-0l 16-bit
NRS_add_2 +——— L~ » H11 real
16-bit
——<— H11_imag
16-bit
———<—» H12 real
4-bit 16-bit
NRS_LOC_data +’ +> H]_2_ |mag
—— Have_finished

Figure 104 Channel Estimation Block Diagram
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3.5.2. Interface Table:
Table 18 Channel Estimation interface table
Signal Name (I)Dr:rectl Width | Description
CLK Input | 1-bit Clock of the system 520 ns
RST Input | 1-bit Reset of the system
RM_done Input | 1-bit Output Rgsource Mapper enable to be high after symbols
storing finished
NRS_values_done | Input | 1-bit gr?:fhu;dNRS values enable to be high after NRS values storing
NRS_LOC_done | Input | 1-bit grl:itfhu‘;[dNRS indices enable to be high after NRS indices storing
RM real 1 Input | 16-bits | Received real value pilots of the 1% slot
RM _imag 1 Input | 16-bits | Received imaginary value pilots of the 1% slot
RM real 2 Input | 16-bits | Received real value pilots of the 2" slot
RM imag 2 Input | 16-bits | Received imaginary value pilots of the 2" slot
NRS real 1 Input | 16-bits | Transmitted real value pilots of the 1% slot
NRS imag 1 Input | 16-bits | Transmitted imaginary value pilots of the 1% slot
NRS real 2 Input | 16-bits | Transmitted real value pilots of the 2" slot
NRS imag 2 Input | 16-bits | Transmitted imaginary value pilots of the 2" slot
NRS LOC data Input | 4-bits Indices values of the received pilots
st
RM_row_1 Output | 4-bits k/l apApclc:ress of the rows to get the data from the Resource
st
RM_col_1 Output | 4-bits i/l a,;\sgrress of the columns to get the data from the Resource
nd
RM_row 2 Output | 4-bits ﬁ/l . F;Bp\(:?ress of the rows to get the data from the Resource
nd
RM_col_2 Output | 4-bits ﬁ/l a:;)de(:ress of the columns to get the data from the Resource
H i st
NRS_add 1 Output | 3-bits Add_res_s. for the Transmitted/Generated Pilots of the 1% slot and
the indices values.
NRS add 2 Output | 3-bits | Address for the Transmitted/Generated Pilots of the 2" slot.
H1 real Output | 16-bits | 1% sub-carrier real channel frequency response(Hs).
H1_imag Output | 16-bits | 1% sub-carrier imaginary channel frequency response(Hys).
H2_real Output | 16-bits | 2" sub-carrier real channel frequency response(H,s).
H2_imag Output | 16-bits | 2" sub-carrier imaginary channel frequency response(H,s).
H3 real Output | 16-bits | 3" sub-carrier real channel frequency response(H,s).
H3_imag Output | 16-bits | 3" sub-carrier imaginary channel frequency response(H,).
H4 real Output | 16-bits | 4™ sub-carrier real channel frequency response(H,s).
H4 imag Output | 16-bits | 4" sub-carrier imaginary channel frequency response(H,s).
H5_real Output | 16-bits | 5™ sub-carrier real channel frequency response(H ).
H5_imag Output | 16-bits | 5" sub-carrier imaginary channel frequency response(H,).
H6_real Output | 16-bits | 6" sub-carrier real channel frequency response(H, ).
H6_imag Output | 16-bits | 6" sub-carrier imaginary channel frequency response(H,).
H7 _real Output | 16-bits | 7" sub-carrier real channel frequency response(H, ).
H7_imag Output | 16-bits | 7" sub-carrier imaginary channel frequency response(H,s).
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H8 real Output | 16-bits | 8" sub-carrier real channel frequency response(H, ).

H8 imag Output | 16-bits | 8™ sub-carrier imaginary channel frequency response(H,s).

H9_real Output | 16-bits | 9" sub-carrier real channel frequency response(H,s).

H9_imag Output | 16-bits | 9" sub-carrier imaginary channel frequency response(H,).

H10_real Output | 16-bits | 10" sub-carrier real channel frequency response(H,s).

H10_imag Output | 16-bits | 10" sub-carrier imaginary channel frequency response(H, ).

H11 real Output | 16-bits | 11" sub-carrier real channel frequency response(H, ).

H11 imag Output | 16-bits | 11" sub-carrier imaginary channel frequency response(H, ).

H12 real Output | 16-bits | 12" sub-carrier real channel frequency response(H,s).

H12 imag Output | 16-bits | 12" sub-carrier imaginary channel frequency response(H,s).

- . Output Enable from the channel estimation to indicate that

Have_finished Output | 1-bit . o

calculation of all channel frequency responses finished

3.5.3. Function of the design:

Channel estimation process take several stages to get the channel frequency response to the equalizer
to compensate the effect of the channel:

1. Get the Transmitted/Generated pilots out from the NRS generator.

2. Get the Received pilots out from the Resource Mapper.

3. Calculate the channel frequency response.

4. Store the four channel frequency responses got from the eight pilots.

5. Interpolate the output to get finally the twelve channel frequency responses to the equalizer.

3.5.4. Block Specification:

e Rate: the clock used is 520 ns
e Latency: the design is pipeline to use the same hardware with low latency so it uses 7 clock cycles
to get the finish enable high.

Tx_1 H
RM —>» Get = Complex — >
sgg_z—’ Data | RX_L| Multiplier —$
_L—> A MEM Interpolation [
RM > Tx_1 3
NRS_ v Get - Com_plt_ax >
NRS L Data _ Multiplier >

Figure 105 Channel Estimation Block
diagram
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3.5.5. Detailed Design Implementation:

CLK

ﬂ,. Tx_data_1
Done_All 16-hit
—>

A. Get Data from the RM and the NRS generator:

The purpose of this block is to get the data
synchronously from the Resource Mapper and RM_data_1 Rx_data_1
the NRA generator to provide the transmitted 16;b't. 16-bit

and received pilots to the complex multiplier. RM add 1

Timing is very important in this block, as each 16-bit

pilot taken t_o the f|r§t pat_h should be equal in RM_data_2 Tx data 1
the sub carrier but differ in the slot number 4-bit 16-bit

from that taken to the second path. D e
RM_add_2

So that we can take the average of the right 4-bit Get Rxl—gj:ﬁ—l

pilots. S e |
NRS_data 1| Data
16-bit

NRS_add_1
16-bit

NRS_data_2 15t NRS index
16-bit ARt
3-bit

NRS_add 2
16-bit

NRS_LOC_data
4-bit

B. Calculate the channel frequency response using pilots: Figure 106 Channel Estimation-Get Data Block

This stage is corresponding to the divider (x~1y) Diagram

but to optimize in area and hardware so we

benefit from the idea of that the value of any

pilot is /\/E whatever the sign is. RST
—>

Hence, conjugate will transfer the division Tx_data_1

operation into multiplication operation and the 16-bit Complex h_data_1

shift lift operation divide the value by two. > Mu |t| |ier 16-bit
Rx_data_1 p ————]>

Then the output from the two paths added to take 16-bit

the average.

(+ i + i i) (+ i F i i) =1 Figure 107 Channel Estimation-Complex
TV2TN2 /N2 W2 Multiplier Block Diagram
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C. Register file to store the four channels
frequency response:

Sequential block to store the values of the
channel frequency response for the four sub-
carriers that contain the eight pilots.

D. Interpolation:

Combinational block and its function are to

CLK
—
RST

w_enable

h_data | Register

16-bit

w_add
2-

calculate the linear interpolation of the four RST
pilots to get the twelve channel frequency
responses.
The idea based on two MUXs one with 2-bits
selection and the other with 1-bit selection to
get the 6 possible probabilities according to the h data_1
different of the location of each input channel 16-bit
frequency response as it depend on the N5Y.
h data 2
So, the input "index_1% NRS" come from the 16-bit
NRS Location generator used as the selection of
the two MUXs according to the Location of the h_data__3
first pilot that change when N5¢% change. Lebit
h data 4
16-bit
Index_1% NRS
3-bit

file

bit

h_data_1
16-bit

h_data_2
16-hit

h data 3
16-bit

h data 4
16-bit

Figure 108 Channel Estimation-Register file Block

Diagram

Interpolation

h data 1
16-bit
~16-bit

h data 3
16-bit

h data 4
16-bit

h_data_5
16-bit

h_data_6
16-bit

h data 7
16-bit

h_data_8
16-bit

h_data 9
16-bit

h_data 10
16-bit

h_data_11
16-bit

h_data_12
16-bit

Figure 109 Channel Estimation-Interpolation Block Diagram
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3.5.6. Design Interface:

Channel Estimation block communicate with four blocks:

Provide the input data from NRS values generator, NRS Location generator, and the Resource

mapper

Support its output channel frequency response data to the channel equalizer

[ Pilot Generator ]

NRS_V_Tx

-

NRS_V_Rx

Resource
mapper

»
|

-

NRS_LOC
vV V \ 4
H [ \
Channel Channel
Estimation Equalizer
__

Figure 110 Channel Estimation interface block diagram

3.5.7. Simulation Results:

3.5.7.1. MATLAB Results:

The performance of channel
estimation calculated with the BER.

So, the BER < 10% for SNR > 3 dB.

Test case depend on take BER
average of 10 different input data
repetitions for each SNR value.

BER 10%

Chain performance

&0

50 °

.
=]
T

[
=
T

201

107

] 5 10 15
SNR dB

Figure 111 Channel Estimation performance
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3.5.7.2. RTL Results:

The Input assumptions:

NRS done=1; Tx_ real = 1,212 2211
LOC done=1; NRS LOC= 0,369 0,3,6,9

RM_done = 1;

ﬂ Wave - Default

- |ves]

Rx_real = 0246 01,23

Table 19 Channel Estimation interface table

Actual output: | Expected output:

0 0

1.001953125 | 1

I+

| % (Top_CH_TEST,Ttop_H1_real 16'...

[+

| 9 (Top_CH_TEST Ttop_H2_real 16'b...

+ 9 (Top_CH_TEST,Ttop_H3_real 165,
+ 9 (Top_CH_TEST/Ttop_H4_real 16’0,
+ 9 (Top_CH_TEST,Ttop_H5_real 15'b...
+ 4 [Top_CH_TEST/Ttop_H&_real 16'...
+ ~ (Top_CH_TEST,Ttop_H7_real 16'h...
+) 9 (Top_CH_TESTTtop_H8_real 16'b...
+ 9 (Top_CH_TEST,Ttop_H9_real 165,
+ 9 (Top_CH_TEST/Ttop_H10_real | 16%...
+ < [Top_CH_TEST/Ttop_H11 real | 16%...
+ 4 [Top_CH_TEST/Ttop_H12 real | 16%...
r

[Top_CH_TEST/THave_finished

Figure 112 RTL Channel estimation real outputs

with fixed-point approximation

3.5.7.3. Synthesis Reports:

Combinational area:

Buf/Inv area:
Noncombinational
Met Interconnect

Total cell area:
Total area:
1

2.00390625 2

3 3

2.25390625 2.25

1.5029296875 | 1.5

0.75 0.75

1.5029296875 | 1.5

2.25390625 2.25

3 3

3.751953125 | 3.75

4.502929688 | 4.5

19617 .138082
840.293999
893 .760029

undefined

19916 .398111
undefined

Figure 113 RTL Channel estimation area report
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Cell Internal Power = B86.6037 uW [ 7@%)

Met Switching Power = 36.6190 uwW (30%)
Total Dynamic Power = 123.2226 uwWw (100%)
Cell Leakage Power = 7T8.8232 uwW

Figure 114 RTL Channel estimation power report

clock top ch CLK (rise edge) 520.00 520.00
clock network delay (1ideal) .00 520.00
clock uncertainty -6.35 519.65
top_ch_real_reg[111/CK (DFFR_X1) 06.00 519.65 r
library setup time -6.03 519.62
data required time 519.62
data reguired time 519.62
data arrival time -5.04
slack (MET) 514.58

Figure 115 RTL Channel estimation timing report
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3.6. NRS Value Generation
3.6.1. Block Diagram:

CLK
—>

RST
—>

RM_done
>

9-hit
Nig

4-bit
Subframe_num ——<—»/

3.6.2. Interface Table:

16-bit
Real CH data 1

16-bit
——<— Imag_CH_data_1

3-bit

&——— CH_ add_1

16-bit
Real CH data 2

16-bit
NRS —“—> Imag_CH_data_2

3-bit

Generator [ CH.add2

16-bit
——<— Real_Fine_data
16-bit
Imag_Fine_data
3-bit
<«—~<—— Fine_add

Pilots_finish
>

Figure 116 NRS Generator Block Diagram

Table 20 NRS generator interface table

Signal Name Direction Width Description

. The clock for the synchronous blocks should be fast
CLK Input 1-bit clock due to the very high latency
RST Input 1-bit To the reset the block
RM_done Input L-bit To start and restart when the resource mapper finish

storing data
NEgH Input 9-bits Input to get the NRS Location
Subframe_num Input 4-bits Number of the sub frame ranged from 0 to 9
N ——

CH_add_1 Input 3-bits Address for 1% path of the Channel estimation that read

NRS
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Address for 2" path of the Channel Estimation that

CH_add_2 Input 3-bits read NRS
Fine_add Input 3-bits ﬁgdsress for the Fine Synchronization block that read
. Real NRS data output from the pilot generation to the
Real_CH_data_1 | Output 16-bits Channel Estimation 1% path
i Imaginary NRS data output from the pilot generation
Imag_CH_data_1 | Output 16-bits to the Channel Estimation 1* path
. Real NRS data output from the pilot generation to the
Real_CH_data_2 | Output 16-bits Channel Estimation 2™ path
i Imaginary NRS data output from the pilot generation
Imag_CH_data_2 | Output 16-bits to the Channel Estimation 2" path
. . Real NRS data output from the pilot generation to the
Real_Fine_data | Output 16-bits Fine Synchronization
Imag_Fine data | Output 16-bits Imagmqry NRS data_out_put from the pilot generation
to the Fine Synchronization
Pilots._ finish Output 1-bit The output to indicate the finish of the pilot generation

process

3.6.3. Function of the design:

The NRS Generation Block aim to generate the real and imaginary values of the narrowband reference
signals and store them in a right order inside a register file to be available.

The sequence of generating NRS real and imaginary values is:

1. Get the second m-sequence generator.

2. Use Lift Feedback Shift Register to get the required sequence.

3. Get the values of the pilots according to the fixed point and the sequence result
"16'b111111_01 00101011/ 16'v000000_1011010101".

4. Store the final values inside a register file in a right order.

3.6.4. Block Specification:

e Rate: the clock used is 130 ns

Latency: 6424 clock cycle.

iy
|
~Z
=

1
ﬂ

<IN EEEEEEEEEEEEEENEEE

Figure 117 NRS values aenerator Block diagram
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3.6.5. Detailed Design Implementation:

A. Cin;e initializing of second m-sequence:

It is a combinational block used to get the
initial value of the second m-sequence

With an assumption that N5¢* dose not
change in the middle of the data
transmission, so there are no extra hardware
to check the variations of the N5 and
whenever N4 changes the Init_out will
changes immediately.

Also, for the number of the sub-frame as the
number cannot change in the middle of a
sub-frame so no hardware check for its
variations and whenever sub-frame number
changes the Init_out changes immediately.

9-bit

Subframe_num

cell
NID

4-bit

m-sequence

Second

Init_out
16-bit

GEN

Figure 118 NRS generator Second m-sequence

Generator block diagram

B. LFSR with parallel input to generate the pilots for each sub frame:

Depends mainly on two counters to calculate the
pilots with least area and power and use fast
clock to compensate the large delay.

The enables and address used to store the pilots
inside the register file well and the finish indicate
that the storing process finished.

As a general goal to get the pilots, | use only two
LFSR to generate NRS that may be optimal.

As for case of only one LFSR | will use a
temporarily memory that mean extra hard ware
and the latency will be very large that make me
use a very fast clock then more power.

Also, for use more than two LFSR that mean
very low latency but extra huge area and power.

95

NRS out
_CLK | 16-bit
RST ‘e
—»
LFSR [ i
4_’
Init_in ?g?
31-bit s
Pilots_finish
————»

Figure 119 NRS Generator LFSR Block

diagram



C. Register file to store the pilots during the sub frame to be used by the channel estimation and fine

Synchronization blocks: Real_CH_data_1
16-bit
CLK ——~—»
Imag_CH data_1
RST ;
—> 16-bit
CH_add_1
Real_data &bt
16-bit

Real CH data 2

— £
Real add N RS 16-bit

3-bit . Imag_CH_data 2
Register bt
re .
— f||e CH add 2
3-bit
Imag_data Real_Fine_data
- —_ I -
16-bit 16-bit
Imag_add Imag_Fine_data
16-hit %
- Fine_add
«——~——

3.6.6 Design Interface: Figure 120 NRS generator Register files block diagram

Three Blocks must communicate with the NRS Generator:

Provide sub-frame number from the synchronization block path by FFT block.

Support NRS output data to the Channel Estimator block for using them to estimate the channel.
Support NRS output data to the Fine Synchronization block for using in a synchronization algorism.
(

( \NRS_values Fine

Synchronization

ng ' Pilot \-
Generator | NRS_values

FFT

Channel
Estimation

—

Figure 121 NRS values generator interface Block diagram
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3.6.7. Simulation Results:

3.6.7.1. MATLAB Results:

| MRS | NRS_created | - | NRS | NRScreated |
Bﬂ 8x1 complex double E 8x1 complex double
1 2 1 2

1| -0.7071 + 0.7071i 1| -0.7071 + 07071

2| 07071+ 0.7070 2| 07071 + 0.7071

3 07071+ 070710 3 07071 + 0.7071

4| -0.7071 + 0.7071i 4 07071 + 07071

5| -0.7071 - 0.7071i 5 -0.7071 - 0.7071i

& 07071 -0.707 6 07071 -0.7071

7 -0.7071 - 0.7077i 7| -0.7071 - 07071

8| -0.7071 + 0.7071: 8| -0.7071 + 0.7071i
Figure 123 NRS Values generated by created Figure 122 NRS Values generated by built in
MATLAB function for sub frame number = 6 MATLAB function for sub frame number = 6

3.6.7.2. RTL Results:

e Assuming inputs: N5¢% = 1, Sub Frame number = 0
B Memory Data - /NRS_GEN_TEST/Gen 1M1 freal_array - Default
| 00000000 | 725 -725 -72% 725 725  -725% 725 725

Figure 124 NRS Values generated by RTL block

1 2 3 4 5 & T a
0.7071 - 070711 -0.7071 - 0.7071i[ -0.7071 + 070711 0.7071 - 0.70711|0.7071 + 0.7071i-0.7071 + 0.7071i| 0.7071 + 0.7071i| 0.7071 - 0.7071i

Figure 125 NRS Values generated from the MATLAB
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3.6.7.3. Synthesis Reports:

Cell Internal Power 95.7486 uw (89%)
Net Switching Power = 11.8745 uWw  (11%)

Total Dynamic Power 107.6232 uW (186%)

Cell Leakage Power 15.3137 uw

Figure 126 NRS Values generation block power report

Combinational area: 1672 .874010
Buf/Inv area: 127.945999
Noncombinational area: 1766.2400857
Net Interconnect area: undefined
Total cell area: 3439.114067

Figure 127 NRS Values generation block area report

clock CLK (rise edge) 130.00 130.00
clock network delay (ideal) 0.00 130.00
clock uncertainty -B.35 129.65
output external delay -2.00 127 .65
data required time 127.65
data reguired time 127.65
data arrival time -2.32
slack (MET) 125.33

Figure 128 NRS Values generation block timing report
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3.7. NRS Index Generation
3.7.1. Block Diagram:

CLK

RST

cell
NID

CH_NRS _index
4-bit

CH_NRS _index_add
3-bit

Fine_NRS_index
4-bit

Fine_NRS index add

oo | NRS Index [ >
—Z »

Generator

NRS_index_out 1
4-bit

NRS_index_out 2
4-bit

NRS_index_out 3
4-bit

NRS_index_out_4
4-bit

Finish_store
>

Figure 129 NRS Index Generator Block Diagram

3.7.2. Interface Table:

Table 21 NRS Index Generator interface table

Signal Name Direction Width Description

CLK Input 1-bit The Clock of the system.

RST Input 1-bit The reset of the system.

NEE! Input 9-bits N&EUis an input to the block.

CH_NRS_index_add | Input 3-bits Thq address the Channel Estimation used to get the
indices values.

Fine NRS_index_add | Input 3-bits The_ ad_dress the Fine Synchronization used to get
the indices values.

CH_NRS index Output 4-hits The indices values out to the Channel Estimation.




Fine NRS index Output 4-bits The indices values out to the Fine Synchronization.
NRS index out 1 Output 4-hits The 1 index value out to the NRS Removal.
NRS index_out 2 Output 4-bits The 2" index value out to the NRS Removal.
NRS _index_out 3 Output 4-bits The 3" index value out to the NRS Removal.
NRS index out 4 Output 4-bits The 4" index value out to the NRS Removal.
Finish_store Output 1-bit The done flag indicate that the Generation finished

3.7.3. Function of the design:

The NRS Location Generator block aim to generate the indices values of the pilot according to the
variation of the N4,

The Sequence to generate the indices values is:

1. Getthe N£! as an input and calculate mode(N5$Y, 6) using counter to be synthesized operation.
2. Get the eight indices of the pilots for the current NS$%.
3. Store the values inside a Register File.

3.7.4. Block Specification:

MEM |[—
e Rate: the clock used is 130 ns —
e Latency: 8/519 clock cycle —
varies according to the
input NfEH .
NcelllD —| Mode (%6)
3.7.5. Detailed Design Implementation: Figure 130 NRS Location generator Block

diaaram
1. Calculate modulus operation:

It is a sequential block based on a counter technique to get the modulus of six and use flag to re-
calculate it when N5Y change.

However, according to the assumption of constant N¢* which mean that it does not change in
the middle of the data transmission so any change of it will make an immediate change in the

output of the modules and no extra hardware used to check for the variations of N5¢! 2.
The "Done" signal of this block get out CLK N5 out
when the mode(N$Y, 6) finishes so an 3-bit
XOR used between the value of N4 and RCS#» d

the counter to be one only when the Nip M 0] e'6

counter reach the same value as the 9-bit

input N4,

Done ,

Figure 131 NRS index GEN mod-6 Block Diagram
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1. Get each index corresponding to each pilot:
It is a sequential block to get the address
indi i CLK
of the places of the indices using counter. NRS_index_out
The value of these indices calculated using 4-bit
the same counter as a selection for a MUX RST ) .
to get the value of the indices. | nd ICesS Add_out
Nﬁf”out 4-hit
s | Generator
W_enable
————»
Mode_done Finish_store
4’ —’

2.

It stores the indices values so that
Channel estimation, fine
Synchronization and NRS Removal

Figure 132 NRS index GEN indices Generator

Register file to store the eight indices for the eight pilots of the current N5¢U:

CH_NRS index

4-bit

CLK .
blocks could take them. CH_;\IE?_mdex_add
It is obvious that the bus to the channel 4%
estimation and fine synchronization is RST >

series while the bus to the NRS
Removal is parallel.

NRS_index_out

Fine_NRS_index
4-bit

Fine_NRS_index_add

NRS

- 3-hit
2,1 Locations
Add_out | (GeNnerator |nRrs index out 1
4-bit 4-bit
NRS index_out 2
W._enable 4-bit
— >
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NRS_index_out_3
4-bit

NRS_index_out 4
4-bit

Figure 133 NRS Locations Generator



3.7.6. Design Interface:

Three Blocks must communicate with the NRS Location Generator:
Support NRS indices output data to the Channel Estimation used them to get the received pilots

location.

Support NRS indices output data to fine synchronization used them to get the received pilots

location.

Support NRS indices output data to the NRS Removal to be able to remove the NRS from their

right locations.

Fine Synchronization ]

Channel Estimation ]

( ) NRs_Loc [
Pilot NRs_Loc |
Generator 1
NRS_LOC [

—

'L S/P and NRS Removal ]

Figure 134 NRS Location generator Block diagram

3.7.7. Simulation Results:

3.7.7.1. MATLAB Results:

Assume the input of the Matlab created function is N4 = 1.

The expected output values of the eight pilots' indices is:

Table 22 MATLAB results for NRS index with NH = 1

The pilots order | The value of index
1% pilot 1
2" pilot 4
3" pilot 7
4" pilot 10
5" pilot 1
6" pilot 4
7" pilot 7
8" pilot 10
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NRS_LOC_created
1] 8x1 double
1 2

|

2 7

3 -

4 10

5 1

6 7

7 -

8 10

Figure 135 figure of the MATLAB function output for
Nt =1



3.7.7.2. RTL Results:

Assume the input of the Matlab created function is N = 5 .
The expected output values of the eight pilots' indices is:

Table 23 MATLAB results for NRS index with N = 5

The pilots order | The value of index .
1% pilot 5 & Memory Data - NRS_LOC_TEST top1Mem1indecies_array - Default :
2nd pilot 11 5 ]
oot > ‘ 00000000 5028 5b 2 8
—
4:h p!lOt 8 Figure 136 figure of the MODELSIM function
5" pilot S output for Ng! = 5
6" pilot 11
7" pilot 2

3.7.7.3. Synthesis Reports:

Combinational area: 240 .464002
Buf/Inv area: 22.344000
Moncombinational area: 260 .680008
Net Interconnect area: undefined
Total cell area: 5081.144011

Figure 138 NRS Location Generator block area report

17.4026 uW (92%)
1.6115 uw (8%)

19.8141 uw (100%)

Cell Internal Power
Net Switching Power

Total Dynamic Power

Cell Leakage Power 2.4879 uw

Figure 137 NRS Location Generator block power report
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clock top CLK (rise edge) 130.06 130.00

clock network delay (ideal) 6.08 130.00
clock uncertainty -B.35 129.65
Meml/indecies array reg[7]1[2]/CK (DFFR_X1) 6.08 129.65 r
library setup time -0.83 129.62
data required time 129.62
data required time 129.62
data arrival time -2.83
slack (MET) 126.78

Figure 139 NRS Location Generator block timing report
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3.8. Channel Equalizer

3.8.1. Block Diagram:

Iy
>
L4
>
Qo >
Qn—l
P>
IO ch
In—1) cn
QO ch >
Qn-1)_ch
Enable
>

I 0_out

I(n—l)_out

Channel Equalizer Qo_out

Q(n—l)_out

n slot

Done

3.8.2. Interface Table:

rst n

clk

Figure 140 : Channel equalizer block

diagram

Table 24: interface table of channel equalizer

Signal Name Direction Width Description
I, Input 16 Symbol real part
Q. Input 16 Symbol imaginary part
In ch Input 16 Estimated channel real part
Qu ch Input 16 Estimated channel imaginary part
Enable Input 1 Equalizer enable
clk Input 1 Equalizer clock
Rst_n Input 1 Equalizer reset
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I out Output 16 Equalized symbol real part

Qn out Output 16 Equalized symbol imaginary part
Done Output 1 Signal indicate that equalizer is done
n_slot Output 4 Slot number

3.8.3. Function of the design:

3.8.4. Block specification:

Real and imaginary parts of symbol are taken from resource de-mapper block.
Real and imaginary parts of estimated channel taken from estimation block.
To get the equalized real and imaginary output, we divide real and imaginary parts of symbol

by real and imaginary parts of estimated channel.

The clock used for the block has period equal 520 ns.
The block is combinational block.
3.8.5. Detailed block diagram

Io&Qo

Iy cn &Qo cn

1L&0Q,

Iy ch &Q1cn
1 &Q,

Iy cn &Qz cn

13&0Q;

13 ch &Q3 ch

14&Q,

Iy cn &Qy cn

I5cn &Qs cn
I5&Q5
1s&Q¢
15 ch &QE ch

1&Q;

1g&Qg

IB ch &QS ch

15&Qq

Iy cn &Qg e

110&0Q10

I;1&0Qy;

17 ch &Q7 ch

vy v

v

¥

v v

v

\

v

v

v

v
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3.8.6. Design Interface:
. 12 value of channel estimation each of them has a real and an imaginary part consists of 16-
bits and 1-bit enable from channel estimator.
. 12 value of symbols in frequency domain each of them has a real and an imaginary part
consists of 16-bits from resource de-mapper.
. 12 value of equalized symbol each of them has a real and an imaginary part consists of 16-
bits and 1-bit done and 4-bit n_slot to P/S and NRS removal block.
3.8.7. Simulation Results:

3.8.7.1. MATLAB Results:
equalized | QPSK_map [
ijj 12x1 complex double [H 12x1 complex double
1 1 2
1 1.0000 + 1.0000i ~ 1 1.0000 + 1.0000i
2 1.0000 - 1.0000i 2 1.0000 - 1.0000i
3 -1.0000 + 1.0000i 3 | -1.0000 + 1.0000i
4 1.0000 + 1.0000i 4 1.0000 + 1.0000i
5 1.0000 + 1.0000i 5 1.0000 + 1.0000i
6 -1.0000 + 1.0000i 6 -1.0000 + 1.0000i
7 -1.0000 + 1.0000i 7 -1.0000 + 1.0000i
8 -1.0000 - 1.0000i 8 -1.0000 - 1.0000i
9 1.0000 - 1.0000i 3 1.0000 - 1.0000i
10 -1.0000 - 1.0000i 10 -1.0000 - 1.0000i
11 1.0000 + 1.0000i 11 1.0000 + 1.0000i
12 -1.0000 - 1.0000i 12 -1.0000 - 1.0000i
12 12

Figure 142: comparison between input symbols and the output after equalization

qpsk_h = | h_r _ | equal_numr _
ij:l 12x1 complex double Ij:I 12x1 complex double Ij:I 12x1 complex double
1 1 1

1 1.0813 - 1.30791 =~ 1 0.1133 + 1.1946i 1 -1.4399 - 1.4399i
2 1.1099 + 0.7035i 2 0.2032 + 0.9067i 2 0.8634 - 0.8634i
3 0.0355 - 0.8595i 3 0.4475 - 0.4120i 3 0.3700 - 0.3700i
4 1.1891 + 0.8743i 4 -1.0317 + 0.1574i 4 -1.0892 - 1.0892i
5 -0.1398 - 0.9625i 5 -0.4113 + 0.5512i 5 -0.4730 + 0.4730i
6 -1.0221 + 1.5661i 6 -1.2941 + 0.2720i 6 1.7487 - 1.7487Ti
7 -0.8100 + 0.1748i 7 -0.3176 + 0.4924i 7 0.3433 + 0.3433i
8 -0.7509 - 0.5915i 8 0.6712 - 0.0797i 8 -0.4569 - 0.4569i
9 -0.5348 - 0.4799i 9 0.5073 - 0.0275i 9 -0.2581 - 0.25817i
10 -1.5555 - 1.6800i 10 1.6177 + 0.0623i 10 -2.6210 - 2.6210
11 0.4405 + 0.6763i 11 0.1179 - 0.5584 11 -0.3257 + 0.3257i
12 0.5187 - 2.5311i 12 -1.5249 + 1.0062i 12 -3.3376 + 3.3376i
13 .13 13

Figure 143: inputs and outputs of equalizer
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3.8.7.2. RTL Results:

) Wave - Default

16'>1111101000111110
16'b0000001101110011
16'b0000000101111001
16b1111101110100101
[test_eqfl_e_5 16'b1111111000011100
[test_eq/ 16'b0000011011111100
16'0000000101011111
16b1111111000101100
Jtest eqfl e 9 16b1111111011111000
[test_eq/l_e_10 16b1111010110000111
16b1111111010110010
16'1111001010101000
16b1111101000111110
16'51111110010001100
16'b1111111010000101
16b1111101110100101

16'b0000000101011111

16'>1111111000101101

16'1111111011111000 000 16'b00000011110
16'51111010110000100 61 0 16b11111110101
16'b0000000101001100 0 6b00 0010100 'b0 11i
16b0000110101010111 0 0 011101101

Figure 144: output of RTL of channel Equalizer

In this simulation case the inputs of RTL are the same as the inputs shown in Figure 144 and in the following
section we will calculate the average error between MATLAB and RTL simulation.

3.8.7.3. Comparison between MATLAB and RTL
i_mat
t 1x12 double

1 2 3 4 5 6 7 8 9 10 L 12

1 -1.4399 0.8634 0.3700 -1.0892 -0.4730 1.7487 0.3433 -0.4569 -0.2581 -2.6210 -0.3257 -3.3376
<

[l |
(] 1x12 double
1 2 3 4 5 6 7 8 9 10 1 12
1 0.8623 0.3621 -1.0888 -0.4726 1.7460 0.3427 -0.4570 -0.2578 -2.6181 -0.3261 -3.3359
<
q_mat

tH 1x12 double

1 2 3 4 5 6 7 8 g 10 1 12
1 -0.8634 -0.3700 -1.0802 0.4730 -1.7487 0.3433 -0.4569 -0.2581 -2.6210 0.3257 33376
£
qrtl
i 1x12 double
1 2 3 4 5 6 7 8 9 10 11 12
1 -1.4394) -0.8632 -0.3701 -1.0888 0.4716 -1.7490 0.3427 -0.4560 -0.2578 -2.6210 0.3242 3.3349

Figure 145: comparison between output from MATLAB and RTL
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| i_eg_error_avg q_eq_error_avg

H 1x1 double tH 1x1 double

1 1
1[_so000e0s A | [3[ Sseeod
2 2

Figure 146: average error between MATLAB and RTL results

3.8.7.4. Synthesis Reports:

Number of ports: 1166
Number of nets: 1573
Number of cells: 285
Number of combinational cells: 199
Number of sequential cells: 72
Number of macros: o
Number of buf/inv: 58
Number of references: 34
Combinational area: 63455.896121
Buf/Inv area: 1395.968013
Noncombinational area: 387.030012

Net Interconnect area: undefined (Wire load has zero net area)
Total cell area: 63842.926133

Total area: undefined

1

Figure 147: area report of channel equalizer

clock clk (rise edge) 5208.83 5208.83
clock network delay (ideal) 0.00 5208.83
clock uncertainty -0.508 528.33
output external delay -257.15 263.19
data required time 263.19
data required time 263.19
data arrival time -260.02
slack (MET) 3.16
1

Figure 148: timing report of channel equalizer
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Global Operating Voltage = B8.95
Power-specific unit information :
Voltage Units = 1V
Capacitance Units = 1.000088ff
Time Units = 1ns
Dynamic Power Units = luW (derived from V,C,T units)
Leakage Power Units = 1nW

Cell Internal Power 44 .7325 uw (56%)
Met Switching Power = 35.2868 uW (44%)

80.0193 uW (100%)

Total Dynamic Power

Cell Leakage Power = 259.0588 uW
Internal Switching Leakage Total

Power Group Power Power Power Power { % b
Sttrs
[P

io pad 0.0008 0.0008 B.000808 0.0080 0.00%)
memory 0.0008 0.00008 0.00008 0.0080 0.080%)
black_box 0.0008 0.0008 0.00008 0.8000 | 0.00%)
clock network 0.0008 0.0008 0.00008 0.0080 0.00%)
register B.7337 2.2399e-03 1.2831e+03 2.0191 B.60%)
sequential 0.0008 0.0008 0.00008 0.8000 | 0.00%)
combinational 43.9993 35.2844 2.5781le+05 337.0931 ( 99.40%)
-

Total 44.7330 uw 35.2867 uwW 2.5909e+05 nwW 339.1122 uW

1

Figure 149: power report of channel equalizer

3.8.7.5. Different designs for the equalizer block

There are two different implementation for channel equalizer block the first design is that every clock
the equalizer has a new output until all resource de-mapper symbols are equalized and based on it the next
block had to operate with clock 12 times of the channel equalizer block in order to out all the parallel data
before the new data comes but after integration we found the we have enough time before the resource de-
mapper filled with new data. So, we changed the design to make the equalizer get new data to be equalized
from resource de-mapper each 12 clock to make the next block operate with same clock. It helps to reduce
the output rate of the whole chain as it is a specification for our project.
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3.9. Fine Synchronization:
3.9.1. Block Diagram:

i_NRS generated |

i_NRS_generated Q

i NRS received |

v

i NRS received Q

v

0_NRS recvd addr RO

»

0_NRS recvd addr COLOU

»

0_NRS recvd get LOC

»

. Fine
i NRS_generated val . .
_ _ Synchronization
i_RM_valid . 0_NRS_generated_addr
i_NRS recvd LOC |
0_RFO
i clk R >
i_reset
i_enable
Figure 150 Fine Synchronization Block Diagram
3.9.2. Interface Table:
Table 25 Fine Synch interface table
Signal Name Direction Width Description
i_NRS_generated_I | Input 16 bits NRSs signals comes from NRS generation block
i_NRS_generated_Q | Input 16 bits NRSs signals comes from NRS generation block
i_NRS recieved_I Input 16 bits NRSs signals comes from Resource Demapper block
i_NRS recieved_Q Input 16 bits NRSs signals comes from Resource Demapper block
i_NRS generated valid | Input 1 bit Enable signal from NRS generation Block
i RM valid Input 1 bit Enable signal from Resource Demapper Block
i_NRS recvd LOC Input 4 bits Location of NRS in resource demappper
0_NRS recvd get LOC | Output 3 bits Address to NRS location Register File to get location.
0_NRS generated_addr | Output 3 bits Address to NRS location Register File to get values.
0_NRS_recvd add_row | Output 4 bits Row address to Resource demapper
0 NRS recvd add Col | Output 4 bits Column address to Resource demapper
lenable Input 1 bit Enable signal for this block
lcik Input 1 bit Positive edge clock
lreset Input 1 bit Reset signal for the block equalizer
ORFO Output 22 bits Residual Frequency Offset output
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3.9.3. Function of the design:

i NRS R 1
——

i_ NRS_R_2 Complex Multiplier

Arctan
Complex | generatio phase

iRS_G__l_. divider R Adder 1 to get

i NRS_G_2 Complex Multiplier — ohase
—_—

Figure 151 Fine Synchronization Detailed Block Diagram
The main idea of the algorithm is as follow:

1. Conjugate product of the two received NRS signals from resource mapper, and do it again in the
two comes from NRS generation.
2. Divide resource mappers product by generation product, this division can be done as complex
multiplier by multiply the conjugate of the denominator.
3. Do this 4 times for each subcarrier that includes couple of pilots. And add them together.
4. Finally calculate the phase using inverse tangent theorem.
3.9.3.1 Arctan generation

b

Sign di Divider —  core R
check predi (NRD)3] post

Figure 152 Arctan Block Diagram

We use this algorithm to get tan™? z, the last stage to get both RTO and RFO as shown in equations in 2.9.
This architecture aims to avoid high power consumption and long latency [42].

From the nature of arctangent function, it is seems to be liner in the range from z = [0: 1] which equivalent
to & = [0:45°] , we will calculate in this range and if the imaginary part is greater than real part we will
shift the result by 90°, after that we will map the result angle to one of four quadrant.

We will divide the range, z = [0: 1] , from into four linear regions to make sure that every region has a
constant slope. The segments’ slope are chosen to minimize the Minimum Mean Square Error (MMSE)
between the ideal arctangent function and the approximated one.

MMSE = min {f [tan~1x — p(z)]zdx}
0

Where: tan™! x - ideal arctngent function , p(z) = approximate arctangent function

! (79)
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atan(z)

Z

Figure 153 Arctan Curve

3.9.3.1.1. Steps to calculate arctan
Assume that a = x + jy

1. We use comparator between x and y, this comparison is used to make sure that the angle will be
between 0 and 45°.
2. We use a divider to calculate z

(80)
y
;, x>y
Z=x
-, y>x
y
3. Then substitute in the following equations:
56z , 0<z<0.25 (81)
tan-1z = 50z+15 , 025<z<0.5
" )40z+6.5 , 0.5<z<0.75
32z+16 , 0.75<z<1
4. Ify > x:
0 =90—tan 1z (82)

3.9.3.1.2. Detailed Block Diagram:

¢ Sign check Block:
After receiving real and imaginary parts, this block checks the sign of them and send the absolute
values to the next block.

e Prediv Block:
By receiving the absolute values, this block start comparing both with each other, then it maps the
numerator and denominator based on the following:

if x1 >yl - num.= y1,den = x1 and so on.

o Divider:

we used it to divide the two arguments.
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e Core:
the role of this block is to implement the arctan equation, and our implementation does not use any
multiplier, so if we need to implement e.g. “56z” we will use shifting to left, which is multiply by
twoi.e. 56z = (z < 5) + (z « 4) + (z « 3) and so on.
e Post Block
as described before, we work in the region[0: 45°], so we need to map the angle if it is larger
than[45°]. We must steps of mapping:
1. If x > y the angle will equal the result from equation, and if x < y the angle will equal
90° —tan~'z
2. Second step is to map to other quadrant based on the signs of numerator and denominator
(tan_1 z ,hum = +ve and den = +ve (83)
90 +tan"'z ,num = —ve and den = +ve
180 + tan™! z ,num = —ve and den = —ve
270 + tan" ! z ,num = +ve and den = —ve
3.9.4. Block Specification:
e The clock used for the block has period equal 130 ns.
o Block latency is 60 clock cycle
3.9.5. Design Interface:
o It takes the received pilots (NRS) and the enable signal from resource mapper.
e Also, in the same time it takes the generated pilots and enable signal from NRS generation block.
e The AND operation between the two enable signals starts the Fine block.
e  After calculation, the RFO signal sends to CFO block.
3.9.6. Simulation Results:
3.9.6.1. MATLAB Results:
RFO atanl NRS_Rec
£ 12x14 complex double B
1 T A 7 ) ) ]S T [ 9 10 1 2 %
1 10000 + 1.0000: 09997 + 1.0003i 09993 + 1.0007i 0.9990 + 1.0010i 0.9986 + 100!4 09979 + 1.0021i 09976 + 1.0024i 09972 + 1.0027i 09969 + 1.0031i 0.9966 + 1.0034i 0.9962 + 1003 0.9955 + 1.0045i
2 10000-1.0000i  1.0003-09997i 1.0007-09993i 1.0010-09990i 1.0014-09986i 10017-09983i 1.0021-09979 1.0024-09976i 1.0027-09972i 1.0031-09969% 10034 -09966i 1.0038-0.9962i 1.0041-0995% 1.0045 - 0.9955i
3 -1.0000 + 1.0000i -1.0003 + 0.9997i -1.0007 + 0.9993i -1.0010 + 0.9990i -1.0014 + 0.9986i -1.0017 + 0.9983i -1.0021 + 0.9979i -1.0024 + 0.9976i -1.0027 + 0.9972i -1.0031 + 0.9969i -1.0034 + 0.9966i -1.0038 + 0.9962i -1.0041 + 0.9959i -1.0045 + 0.9955i
4 10000-10000i  1.0003-09957i 10007-09993i 10010-03990i 10014-09986i 10017 - 09983 10024 - 09976 10027 - 09972 10031099691 10034 - 099661 1.0038 - 09962 mz1‘o‘9959
5 1.0000- 1.0000i 10003 -09997i 1.0007-09993i 10010-09990i 1.0014-09986i 10017-09983i 1.0021-09979 1.0024-09976i 1.0027-09972i 1.0031-09969% 10034 -09966i 1.0038-0.9962i 1.0041-0995% 1.0045 - 0.9955
6  -1.0000 + 1.0000i -1.0003 + 099971 -1.0007 + 0.9993i -1.0010 + 0.9990i -1.0014 + 0.9986i -1.0017 + 0.9983i -1.0021 + 0.9979i -1.0024 + 0.9976i -1.0027 + 0.9972i -1.0031 + 0.9969i -1.0034 + 0.9966¢ -1.0038 + 0.9962i -1.0041 + 0.9959%; -1.0045 + 0.9955i
7 -10000 + 1.0000i -1.0003 + 0.9997i -1.0007 + 0.9993i -1.0010 + 0.9990i 4100‘.4-09986;M1m21~09979: -1.0024 + 0.9976: -1.0027 + 0.9972i -1.0031 + 0.9969i -1.0034 + 0.9966: -1.0038 + 0.996 -0.7041 - 0.7099ijf-1.0045 + 0.9955i
8 10000 + 1.0000i 09997 + 1.0003i 09993 + 1.0007i 0.9990 + 1.0010i 0.9986 + 1.0014i 09983 + 1.0017i 09979 + 1.0021i 09976 + 1.0024i 09972 + 1.0027i 0.9969 + 1.0031i (09966 + 1.0034i 0.9962 + 1.0038i 0.9959 + 1.0041i 0.9955 + 1.0045
9 10000 + 1.0000i 09997 + 1.0003i 09993 + 1.0007i 09990 + 1.0010i 0.9986 + 1.0014i 09983 + 1.0017i 09979 + 1.0021i 09976 + 1.0024i 09972 + 1.0027i 09969 + 1.0031i 09966 + 1.0034i 09962 + 1.0038 09959 + 1.0041i 0.9955 + 1.0045i
10 1.0000- 1.0000¢ 10003 -09997i  1.0007 - 0.9993i 1.0010-09990i 1.0014 - 0.9986i 10017-09983 1.0024 - 09976i  1.0027-09972i 1.0031-09969 10034 - 099661 1.0038 - 099621 1.0041 -0‘995
11 -10000 + 1.0000i -1.0003 + 0.9997i -1,0007 + 0.9993i -1.0010 + 0.9990i -1.0014 + 0.9986i -1.0017 + 0.9983i -1.0021 + 0.9979i -1,0024 + 0.9976i -1.0027 + 0.9972i -1.0031 + 0.9969i -1.0034 + 0.9966i -1.0038 + 0.9962i -1.0041 + 0.9959 -1.0045 + 0.9955i
12 10000+ 1.0000i 09997 + 1.0003i 09993 + 1.0007i 05990 + 1.0010i 0.9986 + 1.0014i 09983 + 1.0017i 0.9979 + 1.0021i 09976 + 1.0024i 09972 + 1.00271 09969 + 1.0031i 09966 + 1.0034i 0.9962 + 1.0038i 0.9959 + 1.0041i 0.9955 + 1.0045i
13
Figure 154 NRS in subframe
1 2 3 4

0.7071 + 0.7071i
-0.7071 + 0.7071i

-0.7071 - 0.7071i

0.7071 - 0.7071i

0.7071 - 0.7071

0.7071 + 0.7071i -0.7071 - 0.70711  0.7071 + D.?D?1i|

Figure 155 Values of NRS
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Command Window

>> frequency offset
frequency offset =
105

>> Zz

3.9987 - 0.00961
>> atanOut
atanout =

0.1347
>> Offset o
Offset_o =

103.4466

Figure 156 Fine Synchronization MATLAB Output

3.9.6.2. RTL Results:

- o ]
‘ £ /TB_FineSynch/DUT/i_NRS_generated_I
+ =9 [TB_FineSynch/DUT/i_NRS_generated_Q 16'd724 !
£ /TB_FineSynch/DUT/i_NRS_recvd_I
£ /TB_FineSynch/DUT/i_NRS_recvd_Q
JTB_FineSynch/DUT/i_NRS_generated_I_1
/TB_FineSynch/DUT/i_NRS_generated_Q_1
STB_FineSynch/DUTfi_NRS_generated_I_2
/TB_FineSynch/DUT/i_NRS_generated_Q_2
JTB_FineSynch/DUT/i_MRS_recvd_I_1
STB_FineSynch/DUT fi_NRS_recvd_Q_1
JTB_FineSynch/DUT/i_MRS_recvd_I_2
STB_FineSynch/DUTfi_NRS_recwd_Q_2
JTB_FineSynch/DUT/Z_I
[TB_FineSynch/DUT/Z_Q
[TB_FineSynch/DUT fatanReal
JTB_FineSynch/DUT fatanImag
JTB_FineSynch/DUT fatanOut
.. /TB_FineSynch/DUT/o_RFO
B /TB_FineSynch/DUT totalFactor

Figure 157 Fine Synchronization RTL Output
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3.9.6.3. Synthesis Reports:

emacs@localhost.localdomain - O x

File Edit Options Buffers Tools Help

BB Ao M
~| Information: Building the design 'divisionFixd'. (HDL-193)
7| Presto compilation completed successfully.

Error: /home/ahesham/Desktop/fine/rtl/FineSynch_Divider_CombinationalFxd.v:15: #
$The width of port A on instance U2 of design division fine is inconsistent with 2
Sother instantiations of the same design. (ELAB-369)

Error: Cannot resolve pin A[32] on cell division_fine:U2. (ELAB-327)

Warning: Unable to resolve reference 'divisionFixd' in 'arctan'. (LINK-5)

[

=| Report : area

Design : FineSynch

Version: G-2012.06-5P2

hate : Tue May 23 05:86:47 2017

Information: Updating design information... (UID-85)
Library(s) Used:

NangateOpenCelllLibrary ss@p95vnd@c (File: /home/standard cell libraries/Nang®
SateOpenCelllibrary PDKv1_3_v2010_12/1lib/Front_End/Liberty/NLDM/NangateOpenCelllLi®
Sbrary_ss0p95vna@c.db)

Wumber of ports: 108
Number of nets: 2028
Number of cells: 1579
Number of combinational cells: 1158
Number of sequential cells: 414
Number of macros: [}
Number of buf/inv: 334
Number of references: 34
Combinational area: 9066.344023

Buf/Inv area: 559.398001
Noncombinational area: 2943.290081

Net Interconnect area: undefined (Wire load has zero net area)
Total cell area: 12009.634104

Total area: undefined

Information: This design contains black box (unknown) components. (RPT-8)

--:--- synth_area.rpt  All L37 (Fund. L L Rt ]

Figure 158 Fine Synchronization Area Report

Operating Conditions: worst_low  Library: NangateOpenCellLibrary_ss@p95vnd@c
Wire Load Model Mode: top

Design Wire Load Model Library

FineSynch 5K_hvratio_1_1 NangateOpenCellLibrary_ ss@p95vnd0c

Global Operating Voltage = 8.95

Power-specific unit information
Voltage Units = 1V
Capacitance Units = 1.e00800ff
Time Units = 1ns

Dynamic Power Units = luw (derived from v,C,T units)

I Leakage Power Units = 1nW k‘

Cell Internal Power = 11.3569 uW (94%)

Net Switching Power = 762.8978 nW (6%)
Total Dynamic Power = 12.1198 uw (100%)
Cell Leakage Power = 53.1423 uW

Internal Switching Leakage Total

Power Group Power Power Power Power ( %
io_pad 0.0000 0.0080 0.0000 0.0080 ( a.
memory 0.0000 0.0080 0.0000 0.0080 ( a.
black_box 0.0000 0.0080 0.0000 0.0080 ( a.
clock network 0.0008 0.0080 0.0088 0.0000 | e.
register 11.8535 3.4199e-82 9.9242e+03 21.8119 ( 32.
sequential @.0000 0.00080 0.00080 0.0000 | e.
combinational 0.3034 0.7287 4.3218e+04 44.2503 ( 67.
Total 11.3569 uW 8.7629 uW 5.3142e+04 nW 65.2622 uW
1

Figure 159 Fine Synchronization Power Report
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4

=

emacs@localhost.localdomain - o x
File Edit Options Buffers Tools Help
EEaXx _E XxLbAacm
Des/Clust/Port Wire Load Model Library
FineSynch S5K_hvratio 1 1 NangateOpenCellLibrary_ss@p95vn40c I
Point Incr Path
clock clk (rise edge) 0.00 0.00
clock netwerk delay (ideal) 0.60 0.00
input external delay 130.21 130.21 r
i reset n (in) 0.00 13e.21 r
U1403/ZN (INV X1) .83 130.24 f
u11e8/ZN (INV_X1) 6.89 130.33 r
ATAN/i_reset (arctan) 6.680 130.33 r
ATAN/UL19/Z (BUF_X1) .97 130.40 r
ATAN/U233/Z (BUF X1) .97 130.47 r
ATAN/U4A51/ZN (NAND2 X1) 0.05 130.52 f
ATAN/U16/Z (BUF_X1) 6.e87 130.59 f
ATAN/U223/ZN (NOR3_X4) 8.15 130.74 r
ATAN/U449/ZN (NAND2 X1) .97 130.81 f
ATAN/U448/ZN (INV X1) 0.04 13e.85 r
ATAN/U14/ZN (NOR2_X2) 6.685 130.90 f
ATAN/U442/7N (0AI21_X1) 6.685 130.94 r
ATAN/o arctan regl[271/D (DFF_X1) .01 130.95 r
data arrival time 130.95
clock clk (rise edge) 260.42 260.42
clock network delay (ideal) 0.00 260.42
clock uncertainty -8.508 259.92
ATAN/o arctan regl[27]1/CK (DFF_X1) 0.00 259.92 r
library setup time -8.84 259.88
data required time 259.88
data required time 259.88
data arrival time -130.95
slack (MET) 128.93
synth_timing.rpt 91% L434 {Fundamental)---------------~-~-~-~-~—~-~-~—~-~-~-—~-~-~_ -

Figure 160 Fine Synchronization Timing Report

3.10. P/S and NRS removal:
3.10.1. Block Diagram:

n

slot

E

nable >

>

P/S and NRS removal

IO‘U.t

Qout

Done >

rst n
117
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3.10.2. Interface Table:
Table 26 P/S and NRS removal interface table

Signal Name Direction Width Description

I, Input 16 Symbol real part

Q. Input 16 Symbol imaginary part
Enable Input 1 P/S and NRS removal enable
clk Input 1 P/S and NRS removal clock
Rst_n Input 1 P/S and NRS removal reset

Lout Output 16 Symbol real part

Qout Output 16 Symbol imaginary part
Done Output 1 Signal indicate that P/S and NRS removal is done
n_slot Input 4 Slot number
nrs_LOC_done | Input 1 Enable from channel estimation
Pilotl Input 4 Location of the first pilot
Pilot2 Input 4 Location of the second pilot
Pilot3 Input 4 Location of the third pilot
Pilot4 Input 4 Location of the fourth pilot

3.10.3. Function of the design:
The function of the design that it changes the parallel input in serial outputs and removing the NRS symbols.

3.10.4. Design specification:

e The clock that the block used has period equal 520 ns.
e Latency of the block is 1 clock cycle.
3.10.5. Design Interface:
e 12 value of equalized symbol each of them has a real and an imaginary part consists of 16-bits and
1-bit enable and 4-bit n_slot from channel equalizer block.
e Real and imaginary part of the symbol each consists of 16-bit and 1-bit done signal to De-
modulation block.
e 1-bitnrs_LOC done and 4-bit pilotl, pilot2, pilot3 and pilot4 from channel estimation block.
3.10.6. Simulation Results:

31061 RTL Re§ults: |

4 frest eq nrsfeq_ck
4 rest eq_sfrs ok
4 ftest eq mwsfeq rst
4 frest eq mrsfrs rst
4 ftest eq_prsfest enable

B et cwsh o . N O S O R

4 fest_eq_vsfdone

B festeuns o 08 50 00 0 00 000 500 000 08 .0 (00 00 00 W 0
B feseuso 5 O 9090 009 9 90 00 9 90 (90 000 90 00 1 OO

Figure 161: output of P/S and NRS removal block

The previous figure shows the output of the block at slot number equal 1 that doesn’t contain NRS symbol.
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The previous figure shows the output of the block at slot number equal 5 which has 2 NRS symbols so the

Figure 162: output of P/S and NRS removal

output will be 10 serial symbols only as shown.

3.10.6.2.

Number
Number
Number
Number
Number
Number
Number
Number

Combinational area:
Buf/Inv area:
Noncombinational area:
Net Interconnect area:

Total cell area:
Total area:

1

Des/Clust/Port Wire Load Model
ps 5K _hvratio 1 1
Point

of
of
of
of
of
of
of
of

Synthesis Reports:

ports:

nets:

cells:

combinational cells:
sequential cells:
macros:

buf/inv:

references:

1975.847988
186.199998
1974.783942
undefined

3950.631930
undefined

Figure 163: area report of P/S and NRS removal block

clock clk (rise edge)

clock network delay (ideal)
input external delay

eq enable (in)

u3e47/ZN
u2245/7N
Uz2178/ZN
uz2e7e/ZN
u2e77/ZN
u3e45/ZN
U3843/ZN

(INV_X1)
(NORZ_X1)
(INV_X1)
(OR2_X1)
(INV_X1)
(AOT21_X1)
(0AI21_X1)

i regl[l]l/D (DFFR_X1)
data arrival time

clock clk (rise edge)

clock network delay (ideal)
clock uncertainty
i_regl1]1/CK (DFFR_X1)
library setup time

data required time

data required time
data arrival time

(MET)

slack

Figure 164: timing report of P/S and NRS removal block
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NangateOpenCellLibrary ss@p95vnd4Bc (File:
SateOpenCellLibrary PDKvl 3 v2010_ 12/1ib/Front_End/Liberty/NLDM/NangateOpenCellLi®@
Sbrary_ss@p95vn48c.db)

441
2881
2077
1647

430

280
21

(Wire load has zero net area)

Library

[

/home/standard_cell_libraries/Nang®

S sh e sh—h T sk



Global Operating Voltage = 8.95
Power-specific unit information
Voltage Units = 1V
Capacitance Units = 1.000888ff
Time Units = 1lns
Dynamic Power Units = 1luW (derived from V,C,T units)
Leakage Power Units = 1nW

34.2482 uw (87%)
5.2888 uw (13%)

39.5370 uW (180%)

Cell Internal Power
| Net switching Power

Total Dynamic Power

Cell Leakage Power = 15.9382 uW

Internal Switching Leakage Total
Power Group Power Power Power Power ( % ) Attrs
io pad 0.0000 0.0000 0.0000 g.00080 ( 0.00%)
memory 0.0000 0.0000 0.0000 8.0000 B.00%)
black box 0.0000 0.00800 0.00800 B.8000 0.00%)
clock network 0.0000 0.00800 0.00800 B.0000 0.00%)
register 30.0688 9.5330 7.2426e+03 37.8445 ( 68.23%)
sequential 0.0000 0.0000 0.0000 B.80080 0.00%)
combinational 4.1794 4.7558 8.6876e+03 17.6227 ( 31.77%)
Total 34.2482 uw 5.2888 uw 1.5930e+04 nW 55.4672 uw
1

Figure 165: power report of P/S and NRS removal block
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3.11. De-Modulation:
3.11.1. Block Diagram:

[ I

I

Qi Odata .

De-modulator
Oypalid .

lenable

Lelk
lreset .

Figure 166 Demapper Block Diagram

3.11.2. Interface Table:

Table 27 De-modulator interface table

Signal Name | Direction Width Description

i Input 1 bit 1, serial input comes from P/S & NRS removal block
ig Input 1 bit Q, serial input comes from P/S & NRS removal block

lenable Input 1 bit Enable signal comes from P/S & NRS removal block.
lclk Input 1 bit Positive edge clock

lresest Input 1 bit Asynchronous reset

Odata Output 1 bit Serial output de-mapped data

Opalid Output 1 bit Validation signal for the next block
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3.11.3. Function of the design

e The symbol de-mapper block takes the most significant bit (MSB) of each bus I, Q comes from P/S &
NRS removal block then the symbol will be de-mapped based on its sign.

e The inputs of this block are two buses each of them sends 12 serial bits.

e The de-mapper output is serial bits, so it works with double rate of P/S & NRS removal block. As
shown in figure 148.

3.11.4. Design Interface
o AsP/S & NRS removal block starts to send it will rise a done signal and it will enable de-mapper block.
o If the de-mapper is enabled, it will enable de-scrambler block.

3.11.5. Simulation Results:

As shown in figure 146, the inputs to de-modulation block and in figure 147 is the output from de-
modulation block. And in figure 148 is the same inputs from MATLAB but in fixed point format and in
figure 148 is the results from RTL for the same inputs.

3.11.5.1. MATLAB Results:
[ 2%160 double

1 2 3 4 5 6 7 8 9 10 11
1 -0.0195 -0.0382 -0.1083 -0.0202 0.1088 -0.1763 0.1072 0.0866 0.0504 0.0917 -0.0663
2 | 0.0507 -0.0822 0.1189 0.1065 0.0722 0.2214 -0.1788 -0.2068 -0.2283 -0.2581 0.3181

3

Figure 167 Input to demapper from p/s & NRS removal

Symbol Demapper Output
" = e 2 = -

0 L] I I L I L L _— I |

2 3 4 5 6 7 8 9 10 " 12 13 14 15 16 17 18 19 20 21 2 23 24

Figure 168 MATLAB Output from Demapper
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3.11.5.2. RTL Results

_dk_260 1hi
DUT/DUT/i_enable_deMod thi

-16d9%6

-16d110

Figure 169 RTL Output from Demapper

3.11.5.3.  Synthesis Results

s o o o R R B BB B o o R R R R

Report : area

Design : DeModulator

Version: G-2012.86-5P2[]

Date : Wed May 3 21:12:088 2017

0 o e o o o e e e e e e e e e R

Information: Updating design information... (UID-85)
Library(s) Used:

NangateOpenCellLibrary_ss@p95vnd4Bc (File: /home/standard_cell_libraries/Nangi
SateOpenCelllLibrary PDKvl 3 w2010 12/1lib/Front End/Liberty/NLDM/NangateOpenCelllLii
Sbrary ss8p95wvndBc.db)

Number of ports: 7
Number of nets: 21
Number of cells: 14
Number of combinational cells: 11
Number of seguential cells: 3
Number of macros:

Number of buf/inv:

Number of references:

[T = ]

Combinational area: 10.640000
Buf/Inv area: 2.128000
Moncombinational area: 15.162000
MNet Interconnect area: undefined (Wire load has zero net area)

Total cell area: 25.802000
Total area: undefined
1

Figure 170 Demapper Area Report
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Operating Conditions: worst_low

Wire Load Model Mode: top

Library: NangateOpenCellLibrary_ss@p95wn48c

Design Wire Load Model Library
DeModulator 5K_hvratio 1 1 NangateOpenCellLibrary ss@p95vndoc
Global Operating Voltage = ©8.95

Power-specific unit information :
Voltage Units = 1V
Capacitance Units = 1.006800ff
Time Units = 1nsf]
Dynamic Power Units = 1luW (derived from V,C,T units)
Leakage Power Units = 1nW

0.1878

uw

Cell Internal Power = 65.5902 nW (87%)

Net Switching Power = 10.2078 nW (13%)
Total Dynamic Power = 75.7988 nwW (188%)
Cell Leakage Power = 111.1573 nW

Internal Switching Leakage

Power Group Power Power Power
io_pad @.0000 0.00080 o.e0ee
memory 6.06800 0.08600 0.0880
black_box 0.0000 0.0000 0.0008
clock_network 0.0000 0.0000 0.0008
register 5.5901e-02 3.2851e-03 53.6927
sequential 0.0008 0.0000 0.0008
combinational 9.6889e-03 6.9227e-03 57.4646
Total 6.5590e-02 uW 1.8208e-02 uW 111.1573 nW
1

Figure 171 Demapper Power Report

Startpoint: o_data deMod_reg

(rising edge-triggered flip-flop clocked by clk)

Endpoint: o_data_deMod

(output port clocked by clk)
Path Group: clk
Path Type: max

Figure 172 Demapper Timing Report
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Des/Clust/Port Wire Load Model Library
DeModulator 5K_hvratio 1 1 NangateOpenCellLibrary ss@p95vnd0c
Point Incr Path
clock clk (rise edge) 8.80 0.08
clock network delay (ideal) 8.00 0.08
o_data_deMod reg/CK (DFFR_X1) 8.88 0.08 r
o_data_deMod_reg/0 (DFFR_X1) 8.89 0.09 r
o_data_deMod (out) 8.08 0.09 r
data arrival time 0.09
clock clk (rise edge) 2608.42 260.42
clock network delay {(1ideal) 0.08 260.42
clock uncertainty -0.50 259.92
output external delay -130.21 129.71
data required time 129.71
data required time 129.71
data arrival time -0.09
slack (MET) 129.62



3.12. Descrambling:

3.12.1. Block Diagram:

ldata(1,Q)
Linit
in
RNTI
> Odata
lns >
i Oready_ to_recieve
ng De-Scrambler >
»
i Cell .
Nip - Ovalid
lenable
Lelk
Lreset
Figure 173 Descrambling Block Diagram
3.12.2. Interface Table:
Table 28 Descrambler Interface table
Signal Name Direction Width Description
ldata(1,0) Input 1 bit I, Q as a serial input comes from de-mapper
linit Input 1 bit Init signal of LFSRs initialization
Inpnrs Input 16 bits Radio Network Temporary ldentifier signal
In, Input 1 bit Value first slot of transmission
in, Input 1 bit Value first frame of transmission
l'NICl;zll Input 9 bits Cell identifier
icik Input 1 bit Positive edge clock
lonable Input 1 bit Enable signal comes valid out signal from de-mapping
Odata Output 1 bit Serial output de-scrambled data
Oready to recieve | OUIPUL 1 bit Signal to equalizer block to indicate it to start working
Opalid Output 1 bit Validation signal for the next block

125




3.12.3. Function of the design:

It takes the initial parameters from upper layer then start to initiate the gold sequence,
initialization takes almost 1600 clock cycle. To solve the issue in timing due to 1600 clock
cycle. We decided to start the initialization of the gold sequence as resource de-mapper
finishes.

The gold sequence gets generated -after initialization- with code word length Mpn.

The input data get XORed with gold sequence.

The gold sequence after finishing the Mpn, the gold sequence reinitiates again to its point.

3.12.4. Design Interface:

The resource de-mapper gives frame and sub-frame numbers then when the resource de-
mapper finished and rises its done signal the De-scrambling starts to work.

After initialization, the descrambling sends a ready signal to channel equalizer to control
its work within the time of resource de-mapper existing.

The interface of de-scrambler with the previous block —de-modulation-, the output of de-
modulation is 24 serial bit which is the code word Mpn and the rate of the de-scrambler is
equal to the rate of the de-modulation.

There are two cases of stopping descrambling both of them are related to the enable of the
demodulating but the descrambling sense the length of the time slot in the resource de-
mapper, if it is 10 symbols, it stops descrambling and save the remains code to the next slot
as the NRS signals doesn’t descrambled.

The interface with the next block —rate de-matcher-, once the descrambler starts its
operation, it sends a valid signal to rate de-matcher.

3.12.5. Simulation Results:

As shown in figure 153, the inputs to de-scrambling block and in figures 154, 155, 156, 157 are the output
from de-scrambling for different cases. And in figures 158, 159, 160, 161 is the same inputs from MATLAB
and in figure 158, 159, 160, 161 are the results from RTL for the same inputs.

3.125.1. MATLAB Results:

Symbol Demapper Output
2 I T (— T T T 1T L B

L

— L
2 3 4 5 6 7 8 9 0 1 12 13 14 15 16 17 18 19 20 2 2 28 4

Figure 174 Input to Descrambling from De-mapper
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Descrambler Output
1 T T

E: T T T T T T T T T T T

1 2 3 4 5 8 [ 9 W M 12 13 14 15 % 17 8 19 20 2 2 23 2

Figure 175 MATLAB Output from Descrambling for NcellID = 0, Ns = 2, Nf = 100

Descrambler Output

2 3 4 s [ 7 s ® 1 ®n 12 B ¥ % ® w 8 ®w =2 2 =z

Figure 176 MATLAB Output from Descrambling for NcellID = 0, Ns = 3, Nf = 100

Descramblor Output

Figure 177 MATLAB Output from Descrambling for NcelllID = 0, Ns = 3, Nf = 101
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Figure 178 MATLAB Output from Descrambling for NcelllD = 14, Ns = 3, Nf = 101

3.125.2. RTL Results:

fth_DeScrambler OUT 1/i_dk
£ Jtbh_DeScambler/DUT1/i_data_deSc
[th_DeScrambler /OUT 1/i_enable_desc
4, ftb_DeScrambler/DUT1fo_data_deSc
4, ftb_DeScrambler/DUT1fo_valid

Figure 179 RTL Output from Descrambling for NcellID = 0, Ns = 2, Nf = 100

ftb_DeScrambler /DUT 1/i_dk

£ [tb_DeScrambler /DUT1/i_data_deSc 3
jtb_DeScrambler /[DUT 1/i_enable_deSc

4. [tb_DeScrambler/DUT1fo_data_deSc

#.. [tb_DeScrambler /DUT1fo_valid 3

Figure 180 RTL Output from Descrambling for NcellID = 0, Ns = 3, Nf = 100

4 jtb_DeScramblerDUT1/i_dk

fth_DeScrambler/DUT 1/i_data_deSc
4  Jtb_DeScrambler/DUT1/i_enable_deSc
4, [th_DeScrambler/DUT1jo_data_deSc
4, [tb_DeScrambler/DUT1/o_valid

Figure 181 RTL Output from Descrambling for NcellID = 0, Ns = 3, Nf = 101

4 [tb_DeScrambler/DUT1/i_data_deSc
4 [tb_DeScrambler/DUT1/i_enable_deSc

4, Jib_DeScrambler/DUT1/o_data_deSc
Jtb_DeScrambler /OUT 1jo_valid

Figure 182 RTL Output from Descrambling for NcellID = 14, Ns = 3, Nf = 101
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3.12.5.3.

Synthesis Reports:

£ emacs@localhost.localdomain - o0 x

File Edit Options

=]

el

Buffers Tools Help

= =

area
DeScrambler
G-2812.06-5P2

Report

Date

: Tue May 23 04:53:43 2017

Library(s) Used:

Sbrary ss@8p95vndfc.db)

Number of ports:
Number of nets:
Number of cells:

Number of macros:
Number of buf/inv:
Number of references:

Combinational area:
Buf/Inv area:
Noncombinational area:
Net Interconnect area:

Total cell area:
Total area:
1

F

" Applications Places System ‘,

Information: Updating design information...

NangateOpenCellLibrary ss0p95vnd@c (File: shome/standard cell libraries/Nang®|
SateOpenCelllLibrary_PDKv1_3 w2810 _12/lib/Front_End/Liberty/NLDM/NangateOpenCellLi)

Number of combinational cells:
| Number of sequential cells:

(UID-85)

48

1649

822

584

234

]

iv:]

28
924,350010
115.975999
1244.880040

undefined (Wire load has zero net area)

2169.230050
undefined

igure 183 Descrambling Area Report

File Edit Options

e @Ex

NangateOpenCellLibrary_ss0pd5

Buffers Tools Help

Operating Conditions: worst_low
Wire Load Model Mode: top

Wire Load Model

5K_hvratio

Design

DeScrambler

Global Operating Voltage = 0.95
Power-specific unit information :
Voltage Units = 1V

Time Units = 1ns
Dynamic Power Units = 1luW
Leakage Power Units = 1nW

1.1

SR ™

vnd@c (File: /home/standard_cell_libraries/NangateOpenCelllLibrary F

Library: NangateOpenCellLibrary ss@p95vn4@c

Library

NangateOpenCellLibrary_ss@8p95vn4@c

Capacitance Units = 1.000000ff

(derived from ¥,C,T units)

uw - (95%)

uw (5%)

uW  (100%)

uw

Switching Leakage Total

Power Power Power ( % ) Attrs
0.08008 0.0000 0.0800 0.00%)
0.00008 0.0000 0.0800 0.00%)
0.0000 0.0000 0.0800 0.00%)
0.0000 0.0000 0.0800 0.00%)
0.6933 4.0821e+03 61.2107 ( 86.16%)

1.2011e-02 92.8015 0.2063 | 0.29%)
2.5553 5.2491e+03 9.6236 ( 13.55%)

Cell Internal Power = 58.3559
Net Switching Power =  3.2606
Total Dynamic Power = 61.6164
[ celn Leakage Power = 9.4241
Internal
Power Group Power
io_pad 0.0000
memory 0.0000
black_box 0.0000
clock network 0.0800
register 56.4352
sequential 0.1015
combinational 1.8192
Total 58.3558 uW
1

3.2606 uwW

9.4241e+03 nW 71.0405 uwW

Figure 184 Descrambling Power Report
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& emacs@localhost.localdomain - o x
File Edit Options Buffers Tools Help

e EX CE xERAa®

|~|  Descrambler 5K_hvratio 1 1 NangateOpenCellLibrary ssep9svndec

clock clk (rise edge) ]
clock network delay (ideal) ]
input external delay 10.
i Neell 10(8] (in) 0
U795/ZN (ANDZ X1) [}
U792/ZN (ANDZ X1) [}
U776/ZN (ANDZ X1) [}
U775/ZN (ANDZ X1) [}
U794/ZN (ANDZ X1) [}
U774/ZN (ANDZ X1) [}
U793/ZN (ANDZ X1) 0.85 11.16
U777/ZN (ANDZ X1) [}
U778/ZN (ANDZ X1) [}
U779/ZN (ANDZ X1) ]
U780/ZN (ANDZ X1) ]
U781/ZN (ANDZ X1) ]
U782/ZN (ANDZ X1) ]
Us84/Z (XORZ X1) ]
U854/ZN (NAND2 X1) ]
U853/ZN (0AI221 X1) ]
x2_reg[211/D (DFFR_X1) 0
data arrival time 11.57

)
]
-
=
N
o]
S AAAAAA A

N

clock clk (rise edge) 1
clock network delay (ideal) ]
clock uncertainty -08.50 21.20
x2_regl211/CK (DFFR_X1) 0
]

library setup time -0.04 21.16
B data required time 21.16
data required time 21.16
data arrival time A -11.57
I~]  slack (MET) 9.59
--:i--- synth_timing.rpt 93% L506 (Fundamental)-------cmmmmmmamm e
=

Figure 185 Descrambling Timing Report

3.13. Rate De-Matcher
3.13.1. Block Diagram

Datain _ | S Dataoutl
12

TBS + | Dataout2

24
E — ——> Dataout2

Rate Ack

e ——>  De-Matcher 13
— > Memory write address
Clk

13

Rst +—+—>  Memorv read address

Out memory 7> 16
> In memory
Figure 186: Rate De-Matcher Block Diagram

130



3.13.1.1.  Detailed Block Diagram
3.13.1.1.1. Bit collection block
Datain —>
12
TBS />
24
E ‘7‘%
CLK — .
Bit
Memory
RST —>
16
Oout —4—>

> Bit stream interleaver

13
—#—>  Memory write address

13

> Memory read address

16

7 In memory
N Ack interleaver

Figure 187: Bit Collection Block Diagram

3.13.1.1.2. De-interleaver block

Raml [~ Ram?2 Dataoutl
Bit stream o I\azx Ram3
interleaver Dataout?2
Se]eCthH
T Ram4 Dataout3
TRS 17 Address T
CLK
Enabl Cgr:irt‘)'
RST Ack
Ack
interleaver

Figure 188 De-interleaver Block Diagram
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3.13.2. Interface Table

Table 29 De-Rate Matcher Interface Table

Signal Name Direction Width Description
Datain Input 1-bit The input data from Scrambler to the block
TBS
(Transport Block Input 12-bits The input size of the transport block from the upper layer.
Size)
E Input 24-Dits The size of the data input to the block.
Enable Input 1-bit When enable is 1 that means that the input to the block is valid
data.
Clk Input 1-bit Clock signal.
Rst Input 1-bit Reset signal.
Out memory Input 16-bits The output data from the shared memory to the block.
Memory write Output 13-bits The write address in the shared memory
address
Memory read Output 13-bits The read address in the shared memory
address
In memory output 16-bits The input data to the shared memory from the block
Dataout Output 3-bits The three bits output to the decoder.
Ack Output 1-bit When Ack is 1 that means that the output to the decoder is valid

data.

3.13.3. Function of the design [49] [50] [51]

1. Bit collection block:

1- Calculating the virtual circular buffer length by using TBS input

2- Comparing the length of virtual circular buffer with the input data length “E”.

3- If “E” is greater than the VCB, the address pointer will reach the end of VCB then repeat from the
beginning and add the data to it.

4- If “E” is equal to the VCB, the address pointer will reach the end of the VCB and will not back to the

beginning.

5- If “E” is less than the VCB, the address will reach “E” then continues with zeros till reach the VCB

length.

6- After filling this memory, the data will be averaged to the number of repetition (which is calculated from

the division of E and the length of the VCB).

7- If this average was smaller than”0.5” the data will be “0”, otherwise it will be “1”.
8- Then the data will be passed to the de-interleaver block.

2. De-interleaver block:

1- Calculating the number of dummy bits as shown in the rate matcher.
2- Calculating the number of rows as shown in the rate matcher.
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3-

4-

5-
6-

Saving the data in memories column by column according to the permutation table as in the transmitter
by taking in consideration the location of dummy bits.

After filling the first memory the input data will be saved in the third memory and the data from the first
memory will be passed to the second memory at the same time.

Then the remained data will be saved in the fourth memory.

After finishing filling the memories, the output will be read from them row by row to the decoder by
skipping the dummy bits location in each ram.

3.13.4. Design Interface
There are three blocks is communicating with this block:

1-
2-
3-

De-scrambler block: This is before this block in NPDSCH.
Viterbi Decoder: This is after this block in NPDSCH.
Shared memory: The bit collection memory is in this part.

3.13.5. Simulation Results
3.13.5.1. MATLAB Results

There are three cases of MATLAB simulations:

1- TBS =16 and the input data length E = 60

De-rate matcher block 0.5*VCB length
2T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T

08 =

06— =

0.4 - 1

0.2 =

(I | | | L1 Ll L L | L] (I T S S
12 3 456 7 8 9 101112131415 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50

Figure 189Rate De-matcher Output data from MATLAB block for E = 60
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0.8

0.6

04

0.2

De-rate matcher matlab function 0.5*VCB length

123 456 7 8 9 1011121314 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 30 40 41 42 43 44 45 46 47 48 49 50

Figure 190:Rate De-matcher Output data from MATLAB function for E = 60

2- TBS =16 and the input data length E = 120

De-rate matcher block no repetition

0.8

0.6

04

0.2

12 3 45 6 7 8 9 101112 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50

Figure 191:Rate De-matcher Output data from MATLAB block for E = 120
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De-rate matcher matlab function no repetition

0.8

06

04

0.2

0.8

0.8

0.4

0.2

0.8

0.6

0.4

0.z

12 3 456 7 8 9 10111213 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50

Figure 192 Rate De-matcher Output data from MATLAB function for E = 120

3- TBS =16 and the input data length E = 240

De-rate matcher block 2*VCB length

1 2 3 4 5 6 7 8 9 1011 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50

Figure 193 Rate De-matcher Output data from MATLAB block for E = 240

De-rate matcher matlab function 2*VCB length

123 4 5 6 7 8 9 10111213 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50

Figure 194 Rate De-matcher Output data from MATLAB function for E = 240
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RTL Results
result

3.13.5.2.
RTL

from the block to compare b

is as same as MATLAB

result as shown

in the following figures:
the first figure is RTL simulation for TBS = 16 and data output length E = 120, Dataout is the three bits
output of the block to the decoder. The three figures from MATLAB are determining the three bits output

B fop et festute
B fo ate festhutTES
& Jrop_rate_testfuutick
a hop et festutack
B4 fop rate testhutdatzout |3

L[
Al
i
B4, o rate testuticount

Figure 195 Rate De-matcher RTL output for E =120

Dataout1

08 —

06 —

0.4 —

02—

1 2 3 4 5 6 7 8

Dataout2

9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32

Figure 196 Rate De-matcher MATLAB dataoutl

33 34 35 36 37 38 39

40

18 —

1.6 —

1.4 —

1.2 —

0.8 —

0.6 —

0.4 —

0.2 —

1 2 3 4 5 6 7
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8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40

Figure 197 Rate De-matcher MATLAB dataout2



Dataout3
2 T T T T T T T T T T T T T T T T T T T T T T T T T T T T T T

0.8 — —

0.6 — —

0.4 — —

| N L 1 | | — 1 | S Y R A—| 1 1 L
9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 a0

Figure 198 Rate De-matcher MATLAB dataout3

-
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w
B
4]
@
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3.13.6. Synthesis Reports
These reports are for the block without the bit collection memory; because it will be a
separate memory will be added.

Number of ports: 88
Number of nets: 88
Number of cells: 2

Number of combinational cells:
Number of sequential cells:
Number of macros:

Number of buf/inw:

Number of references:

No oo @

Combinational area:
Buf/Inv area:
Noncombinational area:

58341.564040
3828.271928
47289.478352

Net Interconnect area: undefined (Wire load has zero net area)

Total cell area: 97631.042392

Figure 199 Rate De-matcher Synthesis area report

Cell Internal Power = 210.8108 uW  (97%)

Net Switching Power = 5.9173 uW (3%)
Total Dynamic Power = 216.7281 uW (108%)
Cell Leakage Power = 414.2407 uW

Internal Switching Leakage Total

Power Group Power Power Power Power { % ) Attrs
io_pad 8.00080 0.0000 0.0000 0.0008 8.00%)
memory 8.00008 0.0000 0.0000 0.0008 8.00%)
black box 0.0000 1.3668e-02 0.0000 1.3668e-02 ( 0.00%)
clock network 2.8830e-02 1.5955e-82 469.3395 0.5141 ( 0.08%)
register 204.6629 2.5053e-02 1.6894e+05 373.6318 ( 59.21%)
sequential 0.0000 0.0000 0.0000 0.0000 0.00%)
combinational 6.1274 5.8627 2.4486e+05 256.8515 ( 408.70%)
Total 210.8191 uwW 5.9173 uW 4.1427e+05 nW 631.0103 uW

Figure 200 Rate De-matcher Synthesis power report

clock clk (rise edge) 260.00 260.00
clock network delay (ideal) 0.08 260.00
clock uncertainty -8.35 259.65
output external delay -2.08 257.65
data required time 257.65
data required time 257.65
data arrival time -2.59
slack (MET) 255.06

Figure 201 Rate De-matcher Synthesis Timing report
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3.14. Viterbi Decoder
3.14.1 Block Diagram:

Mssg
TBS
Valid Decoded_Symbol
Reset Viterbi Decoder
ACK
CLK
3.14.2 Interface Table:
Table 30: Viterbi Decoder
Signal Name Direction Width Description
Mssg Input 3 Data stream for code rate of 1/3
TBS Input 12 Transport Block size (Upper Layer Parameter)
Indicating the size of the input bit stream.
CLK Input 1 System clk
Reset Input 1 Asynchronous reset
Decoded _Symbol Output 1 Output bit stream
Ack Output 1 Acknowledge signal indicating the validity of the
output bit stream.
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3.14.3 Function of the design:

It calculates a measure of similarity between the received signal and all the trellis paths entering
each state at time.

Remove all the candidates that are not possible based on the maximum likelihood choice.

This path is called the surviving path. This selection of surviving paths is done for all the states
and makes decisions to eliminate some of the least likely paths in early calculation stages to
reduce the decoding complexity.

The data bit (0 or 1) most likely to have caused entry to each state is stored in a table.

After a number of clock cycles, defined by the trace back length, the decoder traces back
through the trellis, outputting the data bits for the most likely survivor path. This operation is
referred to as trace back. Then these bits are passed through a last in, first out (LIFO) structure,
so they are output in the order originally received.

iter=iter+1

Tail biting
condition
Verified?

YES— p Trace back e Decode

End
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3.14.4 Design Interface:

Input stream is saved in a data memory for multiple iterations before the start of the decoding
process.

Decoded sequence is stored in a LIFO (Last in First out) memory in order for data to be passed in
order after the tail biting condition is checked correctly.

Rate Dematcher —_— Viterbi Decoder —_— LIFO —_—] CRC

3.14.5 Simulation Results:
3.14.5.1 MATLAB Results:

IE 1w struct with 5 fields

Field ~ Value
numinputsSymbols 2
numOutputSymbaols a8
numstates 64
nextStates 64x2 double
outputs 64x2 double

Figure 202: Trellis Structure
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trellis.nextStates

trellis.nextStates

trellis.nextStates

[ I s B N o TR Oy IR S WS Y L

| I 1 I o I W B LN IR i e T T e e e e e e B
L L I b I == N == e N = 2 T ¥ B L T b L

1

o e« BN - R R R R N R, R S S SRR FERRN ST VI P P B e

[ T T Y
P = = O (DD

32
32
33
33
34
34
35
35
36
36
37
37
38
38
39
39
40
40
41
41
42
42
43
43
44

Figure 203: Next states in Trellis Diagram for (Rate=1/3, K=7)

25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49

1

12
12
13
13
14
14
15
15
16
16
17
17
18
18
19
19
20
20
21
21
22
22
23
23
24
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A4
A4
45
45
46
46
47
47
43
48
49
49
a0
50
31
31
52
52
53
23
54
54
55
55
6

50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
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1

24
25
25
26
26
27
27
28
28
29
29
30
30
31
31

56
57
57
58
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59
60
60
61
61
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62
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trellis.outputs

50
1|57

164

2|52
5|53
7|54
0|55
3|56
4|57
4|58
3|59
0|60
7|61
5|62
2|63

trellis.outputs

7|26
0127
3|28
4129
6|30
1131
2|32
5133
1|34
6135
5|36
2|37
0|38
7139
4140
3|41
042
7|43
4144
3|45
1|46
6|47
5|48
2|49
6|50

10

11

12
i
14
15]
16
17
18
19
20
21

22
23
24

25

Figure 204: Trellis Diagram
Expected Outputs
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1 1%64 double
1 2 3 4 5 6 7 8 9 10 11 12 13
1 951 952 951 953 950 954 950 949 950 960 948 951
[ 1x64 double
14 15 16 17 18 19 20 21 22 23 24 25 26
1 951 950 950 952 950 955 950 951 951 953 951 950 952
[ 1%64 double
27 28 29 30 31 32 33 34 35 36 37 38 39
1 955 950 952 051 953 951 952 950 955 950 051 950 053
[ 1%64 double
a0 41 42 43 44 45 46 a7 48 49 50 51 52
1 951 949 950 957 949 954 952 951 950 953 949 954 953
1 1%64 double
53 54 55 56 57 58 59 60 61 62 63 64 65
1 951 951 952 952 949 953 956 949 951 950 954 950

Figure 205: Path metric Results

ij:wins_ﬁt [960,957]

index 11
=

Figure 206: Trace back start point

3.145.2. RTL Results:
3.14.1.1. 3.14.5.2.1 BMU Results

ACK

Hamming Distance

Expected inputs Calculation * ACS

O Wftbrancmssg
4 Aithutbranchiack

Figure 207: Hamming Distances
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3.1412. 3.145.2.2 ACS Results

Select —
ACK

—————
Expected inputs Adder — Compare Survival routes
C r-":h - -

\

— Path Metric Memory -

# [AMfutfacs3(TES Length [3Zh00. <
4 jamfaacs3ick SO
+ @ /AMJuutfacs3finit_state
i OO

(Zh0

| O O O 1D 0 O I O O O O O T

e (O e
(R EEeeERIInEsIeneInan

Figure 208: Adder, Compare and select unit results.

3.14.1.3. 3.14.5.2.3 Trace Back Results

Survival routes Trace Back Unit LIFO

OO OO R 0D
(12h000
OO s

(2ho

 (anEsTEETEEETRARTEEYRRE N
 [REGesERVERSWERIERGISEEAEG)
. [EeesaRIeeNiRERIaRAREERRET

Figure 209: Decoded sequence
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3.14.5.3 Synthesis Reports:

Library(s) Used:

NangateOpenCelllLibrary ss@p95vnd@c (File: shome/standard cell libraries/NangateOpenCelllibrary PDKvl 3 v2018 12/1ib/Front End/Liberty/NLDM/NangateOpenCelllibrary ss@p95vn4@c.db)

Operating Conditions: worst low Library: MangateOpenCellLibrary_ ss@p95vnd@c
wire Load Model Mode: top

Design Wire Load Model Library

top 5K hvratio 1 1  NangateOpenCelllLibrary ss@pasvn4fc

Global Operating Voltage = 8.95
Power-specific unit information :
Voltage Units = 1V
Capacitance Units = 1.000000ff
Time Units = 1ns
Dynamic Power Units
Leakage Power Units

W (derived from V,C,T units)
InW

18.6351 uw (58%)
13.2538 uw (42%)

Cell Internal Power
Net Switching Power

Total Dynamic Power = 31.8889 uW (100%)
Cell Leakage Power = 211.1561 uW
Internal Switching Leakage Total

Power Power Power Power ( % ) Attrs

io_pad 0.0000 06.0000 0.0000 0.0000 ( 0.080%)

memory 0.0000 0.0000 0.0000 0.0000 ( 0.00%)

black box 0.00080 0.00080 0.0000 0.0000 0.00%)

clock network 3.7218 10.6388 1.2224e+05 136.5988 ( 56.20%)

register 14.4063 1.9476 5.8640e+04 74,9937 ( 30.86%)

sequential 0.00080 0.00080 0.0000 0.0000 0.00%)

combinational 0.5069 0.6672 3.027%e+04 31.4533 ( 12.94%)

Total 1630w 132535 i 2.1116e:05 W 2a3 0057w

1

Figure 210: Power Report
Number of ports: 21
Number of nets: 553
Number of cells: 222
Number of combinational cells: 189
Number of sequential cells: 28
Number of macros: 5}
Number of buf/inv: 37
Number of references: 24
Combinational area: 26714.646108
Buf/Inv area: 3469.172016
Noncombinational area: 17277.232419
Net Interconnect area: undefined (Wire load has zero net area)
Total cell area: 43991.878527
Total area: undefined
Figure 211: Area Report

clock clk (rise edge) 5208.00 520.00
clock network delay (ideal) 0.080 520.00
clock uncertainty -0.50 519.508
acs3/ram/rd_surv_reg[0]/CK (DFF_X1) 0.060 519.50 r
library setup time -0.083 519.47
data required time 519.47
data required time 519.47
data arrival time -163.85
slack (MET) 415.61

Figure 212: Timing Report
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3.15. Cyclic Redundancy Check
3.15.1. Block Diagram

Datain ——>

12
TBS 7 7 — > Dataout
Enable CyCI |C . Enable second
Redundancy

Rst N Ack

S —>

Check
Clk — >
Figure 213 CRC Block Diagram
3.15.1.1. Detailed Block Diagram
Dataout,

J

Ack
Figure 214: CRC Detailed Block Diagram
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3.15.2. Interface Table:
Table 31: CRC Interface Table

Signal Name | Direction Width Description

Datain Input 1-bit Input data to the block.

TBS Input 12-bits Transport Block Size.

Enable Input 1-bit When_enab_le is 1 that means that the input to the
block is valid data.

Rst Input 1-bit Reset signal

Clk Input 1-bit Clock signal

Dataout Output 1-bit Output data from the block.

Enable second | Output 1-bit When Enable s_econq is 1 that means that the output
to the decoder is valid data.

Ack Output 1-bit When Ack is 1 that means that the data is correct,

otherwise the data is wrong.

3.15.3. Function of the design:
1- The input enters this block serial into the 25-shift register.
2- When it reaches the most significant bit, it checks if it is 1 or not.
3- If it was 0, it shifts the input bits to find the first 1 in the data.
4- If itwas 1, XOR operation will start with the polynomial.
5- It continues this XOR operation until the data ends.
6- Then checks the last 24 bits if they are 0, that means the data is correct, otherwise the
data is wrong.
3.15.4. Design Interface:
This block is communicating with:
1- The Viterbi decoder.
2- The upper layer.
3.15.5. Simulation Results:

3.15.5.1. MATLAB Results:
This case when TBS = 32, Input data length = 56.

cre output block
2 T T LI L B B T

0.8 —

0.6 [~ —

0.4 - —

0.2 -

L L 1 | I L L L | — 1 L
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 20 30 31 32 33 34 35

Figure 215: output CRC block
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3.15.5.2.
This case when TBS = 32, Input data length = 56.

\fﬂctesl}.ut}m#e.,. 1 I e O N N
4 focstiutrt |10 neinl eI EenE i
{ ottt |t

0.8

0.6

0.4

0.2

crc output function

08—

0.6 [—

0.4

02—

i 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35

RTL Results:

o fac testfuut(ad( l‘hl

Figure 216: output CRC function

Figure 217: output CRC RTL

crc output function

Figure 218: output CRC function MATLAB
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3.15.5.3.

Synthesis Reports:

Cell Internal Power = 896.3353 nW  (90%)
Net Switching Power = 184.8971 nW  (10%)
Total Dynamic Power = 1.0004 uW (100%)
Cell Leakage Power = 2.0690 uW
Internal Switching Leakage Total
Power Group Power Power Power Power ( % )
io pad 0.o008 0.o008 0.o008 0.0080 | 0.00%)
memory 0.e088 0.e088 0.e088 0.0080 | 0.00%)
black_box 0.0000 0.0000 0.0000 0.0000 0.00%)
clock network 0.0000 0.0000 0.0000 0.0000 | 0.080%)
register B.8078 1.9674e-02 719.3258 1.5468 ( 50.37%)
sequential 0.e088 0.e088 0.e088 0.0080 | 0.00%)
combinational 8.9374e-82 8.4424e-02 1.3497e+03 1.5235 ( 49.63%)
Total 0.8963 uw 0.1041 uw 2.0690e+83 nW 3.0695 uwW
Figure 219: CRC Synthesis power report
clock clk (rise edge) 260.008 260.008
clock network delay (ideal) B.08 260.008
clock uncertainty -B.35 259.65
counter reg[3]1/CK (DFFR_X1) B.o8 259.65
library setup time -B.04 259.61
data required time 259.61
data reqguired time 259.61
data arrival time -3.24
slack (MET) 256.37
Figure 220: CRC Synthesis timing report
Number of ports: 19
Number of nets: 274
Number of cells: 229
Number of combinational cells: 188
Number of sequential cells: 40
Number of macros: ¢}
Number of bufy/inv: 49
Number of references: 25
Combinational area: 244 .720000
Buf/Inv area: 27.132000
Noncombinational area: 212 .800007
Net Interconnect area: undefined (Wire load has zero net area)

Total cell area:
Total area:

457 .520007
undefined

Figure 221: CRC Synthesis area report

149



3.16. RAM Sharing
3.16.1. Block Diagram:

Synchronization Inputs ——»

Rate De-Matcher Inputs —— — Rate De-Matcher outputs

Shared RAM

LOCKED e

Rate De-Matcher clk — Synchronization outputs

Synchronizationclk ——

Figure 222 Shared RAM Block Diagram
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3.16.2. Interface Table:

Table 32 Shared RAM Interface Table

Direction Signal Name Width Description
RamO Enable 1 RamO write enable level-sensitive signal
Real Ram1 Enable 1 Real ram1 write enable level-sensitive signal
Imaginary Ram1 1 Imaginary ram1 write enable level-sensitive
Enable signal
Real Ram2 Enable 1 Real ram2 write enable level-sensitive signal
Imaginary Ram2 1 Imaginary ram2 write enable level-sensitive
Enable signal
Real Ram3 Enable 1 Real ram3 write enable level-sensitive signal
Imaginary Ram3 1 Imaginary ram3 write enable level-sensitive
Enable signal
Ram4 Enable 1 Real&Imaginary ra_m4 write enable level-
sensitive signal
Ram5 Enable 1 Real&Imaginary (a_m5 write enable level-
sensitive signal
Real Ram6 Enable 1 Real ram6 enable level-sensitive signal
Imaginary Ram6 1 Imaginary ramé write enable level-sensitive
Enable signal
Ram7 Enable 1 Real&Imaginary ra_m? write enable level-
sensitive signal
RamO Address 8 RamO read&write address
Ram1 Address 9 Real&Imaginary ram1 read&write address
Ram2 Address 9 Real&Imaginary ram?2 read&write address
Synchronization Inputs Ram3 Address 8 Real&Imaginary ram3 read&write address
Ram4 Address 8 Real&Imaginary ram4 read&write address
Ram5 Address 8 Real&Imaginary ram5 read&write address
Ram6 Address 9 Real&Imaginary ram6 read&write address
Write Ram7 Address 11 Real&Imaginary ram7 write address
Read Ram7 Address 11 Real&Imaginary ram7 read address
RamO Write Data 16 Ram0 input data
Real Ram1 Write Data 16 Real ram1 input data
Imaglnar)[/)litzml Write 16 Imaginary ram1 input data
Real Ram2 Write Data 16 Real ram2 input data
Imaglnary[/)stimz Write 16 Imaginary ram2 input data
Real Ram3 Write Data 16 Real ram3 input data
Imaglnaryé)la?taamB Write 16 Imaginary ram3 input data
Real Ram4 Write Data 16 Real ram4 input data
Imagmar;g;;m4 Write 16 Imaginary ram4 input data
Real Ram5 Write Data 16 Real ram5 input data
Imagmaryé)lgtzmS Write 16 Imaginary ram5 input data
Real Ram6 Write Data 16 Real ram6 input data
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Imaginary Ram6é Write

Data 16 Imaginary ram6 input data
Real Ram7 Write Data 16 Real ram7 input data
Imaginar;gl;;m? Write 16 Imaginary ram7 input data
Ram0 Read Data 16 Ram0 output data
Real Ram1 Read Data 16 Real ram1 output data
Imaginar)égztgml Read 16 Imaginary ram1 output data
Real Ram2 Read Data 16 Real ram2 output data
Imaginar)éaRt:mZ Read 16 Imaginary ram2 output data
Real Ram3 Read Data 16 Real ram3 output data
Imaginaryt/);gm3 Read 16 Imaginary ram3 output data
Synchronization Real Ram4 Read Data 16 Real ram4 output data
outputs Imaginaréall?tzm4 Read 16 Imaginary ram4 output data
Real Ram5 Read Data 16 Real ram5 output data
Imaginar;E/)aRt:mS Read 16 Imaginary ram5 output data
Real Ram6 Read Data 16 Real ram6 output data
Imaginan[/);{tgm6 Read 16 Imaginary ram6 output data
Real Ram7 Read Data 16 Real ram7 output data
Imaginar;g);gm? Read 16 Imaginary ram7 output data
Rate De-Matcher Out memory 16 The output data from the shared memory to
Output the block.
Memory write address 13 The write address in the shared memory
Rate De-Matcher Memory read address 13 The read address in the shared memory
Inputs In memory 16 The input data to the shared memory from
the block
Rate De-Matcher clk 1 Rate De-Matcher clock 3.846 MHz
Sharing RAM Clocks
Synchronization clk 1 Coarse Synchronization Clock 1.92 MHz
A level sensitive signal that indicates the
Multiplexing Signal LOCKED 1 success and end of the synchronization

procedure
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Chapter 4
System Integration and Results

4.1. MATLAB integration:

After finishing MATLAB model for block level, a NPDSCH transmitter is designed using MATLAB
built-in functions based on 3GPP standard Release 14. Then we added the channel model ETA with
maximum Doppler shift of 5 Hz, 9 taps, and maximum excess tap delay of 5 us. Then, we added a noise
model using AWGN with minimum required SNR —12.6 dB for the design. Finally, we added frequency
and time offset, the range of frequency offset is [-35: 35] KHz and time offset range [0: 192000] samples.

After transmitter and channel modeling, the receiver chain is added in a generic format to satisfy all TBS
and repetition ranges.

The system is tested for repetitions [1,32,64,128,256,512,1024] under SNR ranges [—14: 20]dB and
the result of the testing is as shown in Figure 223 indicates to Bit Error Rate and Figure 224 indicates to
Block Error Rate.

The results shown are compared with MATLAB model results as in Figure 225. The deference between
our model and the MATLAB model that cause this deference in the graphs are:

o MATLAB model uses a perfect synchronization.

o MATLAB model uses a perfect frequency correction by using exponential as we use cordic in our
chain.

e MATLAB model uses a perfect channel estimation.

e MATLAB model uses a soft symbol de-mapper

e MATLAB model uses a soft decoding.

chain performance of NBPDSCH
o T I I I T ¥ a4 T § F & F U F 1 1 I T g B F——

BER 100%

A

o | |
14 13 12 11 10 9 8 7 6 5 4 3 2 1 0 1

3 4 5 6 7 8 ] 10 11 12 13 14 15 16 17 18 19 20
SNR dB

Figure 223 MATLAB BER Vs SNR
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chain performance of NBPDSCH

Rep-1024

Rep-1
Rep-32
——Rep-64
——Rep-128
Rep-256

Rep-512

Figure 224 MATLAB BLER Vs SNR

BLER Curves for the Designed NPDSCH
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Figure 225 BLER Vs SNR for MATLAB and RTL designed model compared with ideal model
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4.2.RTL integration:
In rates and specification phase we settle on the signal interface for each block and the out rate from
each block that help us in chain integration.

Integration of the chain is done in 3 parallel levels:

e coarse synchronization, CFO, FFT, and resource de-mapper together.

e Fine Synchronization, Channel Estimation, Channel Equalization, symbol de-mapper, and
descrambler together.

e rate de-matcher, decoding, and CRC together.

By using MATLAB to generate a text file and we make the test bench read it symbol per clock cycle. After
making sure that each group works correctly, we integrated the 3 parts together.

The RTL System is tested with the same way that used in MATLAB, a python script is used to run
MATLARB to generate the files, then run ModelSIM to simulate the design, finally the running MATLAB
again to calculate BER and BLER and the results of the them are as shown in figures 208, 209 respectively.

chain performance of NBPDSCH
T T T

50 T T T T T T T T T

BER 100%

14 3 a2 n 10 9 8 7 6 5 4 3

2 1
SNR dB

Figure 226 RTL BER Vs SNR

chain performance of NBPDSCH
| I I

T T i I

L L ! L L

SNR dB

Figure 227 RTL BLER Vs SNR
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4.3.Synthesis:

The whole design is synthesized using two tools Synopsys Design Compiler 45 nm and Xilinix

VIVADO 28 nm.
4.3.1. DC results:

Area, power, and latency comparison between all blocks of our final integrated chain is shown in the

following graphs

Area (um2)
CSYNCH 109445.17
CFO 2470.874
FFT 22890.896
R De-Mapper 57214.205
CH EST 19910.898
NRS Generation 3439.114
NRS Location 501.144
CH Equalizer 63842.926
Fine synchronization |12009.634
NRS Removal 3950.632
De-mapper 25.8
De-scrambler 2196.23
Rate De-Matcher 97631.042
Channel Decoder 43991.878
CRC 457.52

Leakage Power (uw)
CSYNCH 445.184
CFO 11.3075
FFT 99.34
R De-Mapper 193.65
CH EST 78.82
NRS Generation 15.3137
NRS Location 2.488
CH Equalizer 259.0588
Fine synchronization |[53.1423
NRS Removal 15.93
De-mapper 111.1573
De-scrambler 9.424
Rate De-Matcher 414.2467
Channel Decoder 211.1561
CRC 2.07

area(um2)
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Figure 228: Area report for each block
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Figure 229: Power report for each block

156



Latency (Clock Cycle)
Down Sampler CSYNC |1
CFO 8
FFT 19
R De-Mapper 1791
CH EST 6
NRS Generation 1606
NRS Location Max 130
NRS Location Min 2
CH Equalizer 0
Fine synchronization |15
NRS Removal 1
De-mapper 1
De-scrambler 0.5
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Figure 230: Latency for each block

As shown in Figure 231, Figure 232, and Figure 233 the results from DC taking into
consideration that all RAMs assigned as a black box

DT
Decoder
Finel
Gen2
SYNCRRTE
uz

ua

us

ue
channel
clkDiv
crel
mult 250

rem

Total 18 cells

Reference Likbrary Area Attributes

CFOZFFT_memory 5201 _.€30104

h, n
FFI_controlunit 23048.634422
h, n
Core_EgTolesc 70152 180241
h, n
top 40245 .2€8355
B, h, n
FineSynch 3531lz.830381
h, n
top_NRS_GEN 416€.€24044
h, n
mem sharing 210285.451530
B, h, n
CFO DS 2525.138025
h, n
BUF_X1 WNangatelpenCelllibrary ss0p35wvni4lc
0.758000
BUF_ X1 NangatelpenCelllibrary ss0pS5vn4lc
0.738000
BUF_X1 WNangatelpenCelllibrary ss0p35wvni4lc
0.758000
Top_Meod CH EST 15512 .7€0110
h, n
Clock diwvider 143.50€0032
h, n
[nd 4§32 840008
h, n
integration i DWO02Z_mult 0O 1e57.445535
BC, h
RESOURCE DEMAPPER 57703.91143%9
h, n
FFT_storageElement 45808 455085
h, n
top NRS LOC Se0.4€2009
h, n

51€552.015735

Figure 231 Whole Chain DC Area Report
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.00%)
.00%)
.26%)
.00%)
.17%)
L62%)
.95%)

uwW {65%)
uW {35%)
md  (100%)
i
Switching Leakage Total
Power Power Power {
0.004do 0.0000 0.0000
0.004a0 0.0000 0.0000
2.54549 0.0000 2.5459 |
0.004a0 0.0000 0.0000
0.5511 335.0150 5.3403 |
1.724¢ 5.4230=4+05 1.0214=+03 |
367.8150 1.8087e4+08 2.1851e+03 |
378.7366 uW 2.1513e4+06 nW 3.2304=2+03 uW

Cell Internal Power = T00.3728
Het Switching Power = 375.7413
Total Dynamic Power = 1.0791
Cell Leakage Power = 2.1515
Internal
Power Group Power
ic pad 0.0000
MEMOEY 0.0000
klack box 0.0000
clock network 0.0000
register 4.4542
sequential 477.4288
combinational 215.5257
Total T00.4088 uW

Des/Clust/Port

Point Incr
clock i_clk (rise =dge) 0.00
clock network delay (ideal) 0.00
clkDiv/counter 4 reg[0]/CK (SDFFR_XI1) 0.00
clkDiv/counter_4_reg[0]/Q (SDFFR_X1) 0.08
clkDiv/add 34/A[0] (Clock_divider_DW0l_inc_1l) 0.00
clkDiv/add_34/UL_1_ 1/C0 (HR X1) 0.08
clkDiv/add_34/U1_1 2/C0 (HR_X1) 0.08
clkDiv/add 34/U1_1 3/C0 (HR X1) 0.08
clkDiv/add 34/U1_1 4/C0 (HR X1) 0.08
clkDiv/add 34/U1_1 5/C0 (HR X1) 0.08
clkDiv/add_34/U2/Z2 (XO0R2_X1) 0.08
clkDiv/add 34/5UM[&] (Clock_divider DWO0l_inc 1) 0.00
clkDiv/counter_4 reg[6]/SE (SDFFR_XI1) 0.01
data arrival time

clock i_clk (rise =dge) 20.00
clock network delay (ideal) 0.0d
clock uncertainty -0.35
clkDiv/counter_4 reg[€]/CK (SDFFE_XI1) 0.00
library setup time -0.08

data reqguired time

data reqguired time
data arrival time

slack (MET)

Figure 232 Whole Chain DC Power Report

Wire Load Model Likbrary

Figure 233 Whole Chain DC Timing Report
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4.3.2. VIVADO results:

Resource Utilization Available Utilization %
LuT 50728 433200 11.71
LUTRAM 3016 174200 1.73
FF 31896 866400 3.68
BRAM 69 1470 4.69
DSP 80 3600 2.22
(9] 4 850 0.47
LUT 1 12%
LUTRAM 2%
FFm 4%
BRAM 5%
DSP{ 2%
107 1%
0 2I5 5|0 ?I5 1II|]U |
Utilization (%)

Figure 234 VIVADO Utilization for Vertex 7 for Whole Chain

Q = & C W } Summary
Settings . . L .
Power analysis from Implemented netlist. Activity On-Chip Power
Summary (0.701 W, Margin: NfA) derived from constraints files, simulation files or . .
Power Supply vectorless analysis. Dynamic: 0438W  (62%)
~ Utilization Details Total On-Chip Power: 0.701W Clocks:  DODIW (<1%)
Hierarchical (0438 W) Design Power Budget: Not Specified G2 wH Signals: 0198 W (45%)

Clacks (0.001 Power Budget Margin: N/A Logic: 0206 W (47%)

v Signals (0.1 Junction Temperature: 18.4°C s7% | M BRAM:  0013W (3%
Data (0. . Thermal Margin: 66.6°C (20.1 W) DSP: 0016 W (4%)
Clock Enable CODTYW prtective o 21c/w 28% ; yo: 0004W  (0%)

Set/Reset (<0.001 W)

Power supplied to off-chip devices: 0W

Device Static: 0.263W (38%)

Confidence level: Low
BRAM (0.013 W)

Launch Power Constraint Advisor to find and fix
invalid switching activity

DSP (0.016 W)
170 (0.004 W)

Figure 235 VIVADO power summary for Vertex 7 for Whole Chain
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4.4 FPGA implementation:

The generated files from MATLAB are stored into a ROM and make the interface of the chain to the
ROM. By using the debugging tools in VIVADO, Virtual Input Output (VIO) and Integrated Logic
Analyzer (ILA), the output should be observed from the chain to make sure that the results are correct.
Also, we used the MCMM in FPGA to generate deferent clock domains to make sure that the phases
between them does not change as time passes.

As shown in Figure 237, the outputs from ILA FPGA: nrsRemoval indicates to the output from P/S & NRS
removal block, demod_concat which indicated to the output from demodulation block, desc_concat which
indicates to the output from descrambler block and out_concat which indicates to the final output from the
chain which all of them are in unsigned radix and they are equal to the results from behavioral simulation
in Figure 236.

Also, the VIO in FPGA we have two push buttons, one for reset button and one for enable button for the
system. If the enable button is 1 and reset button is 1 —negative edge reset- the output from the FPGA is as
same as in simulation, we take a sample from each block to make sure that the blocks work correctly, and
the Final Ack signal indicates that the data is correct as shown in Figure 238.

If the reset signal is 0 and the enable signal 0 or 1 there is no output from the FPGA as shown in Figure
239. Also, if the enable signal is 0 and reset signal is 1 there is no output from the chain as shown in Figure
240.

SIMULATION - Behavioral Simulation - Functional - sim_1 - TOP_MODULE

ROM_TESTING_behav.wcig*

172.183925781 ns ™

¥ mrsRemoval_vect]15:0]

W demod_vector{15:0]
W out_desc[15:0]

W out_Rate_sum[15:0]
W dataout{2:0]

W mrsRemoval[959:0]
W out_concal{959:0]

Figure 236 VIVADO Behavioral Simulation
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Figure 237 ILA FPGA Output
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Figure 238 VIO FPGA Output
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Chapter 5

Conclusion and Future Work

In this thesis NPDSCH chain implementation have presented. Walked through algorithm design,
hardware implementation, MATLAB and RTL simulations and synthesis for each block in the chain, then
after chain integration, MATLAB and RTL chain simulations, chain synthesis and testing on FPGA
Vertex7. This chain has a maximum rate of 98.666Kbps and a latency of 1.45ms. The chain meets all 3GPP
standard specifications. Our future work is sharing more memory resources across the chain, implementing
soft de-modulation and soft decoding to enhance performance, and optimizing on block level to reduce area
and power.
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