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NMenbkor:
Abstract

According to Moore’s Law, processing speeds have doubled every 18 months since the
invention of the integrated circuit. Also, the huge technological improvement leads us to use
protocols of transferring data with high speed. PCI (Peripheral Component Interconnect)
Express bus was introduced by Intel in 2004. That protocol helps us to reach high throughput
of data, lower 1/0O pins and more detailed error detection and reporting mechanism (Advanced
Error Reporting, AER). PCI-E represents the currently fastest and most expensive solution to
connect the peripheral devices with general purpose CPU. It provides highest bandwidth
connection in the PC platform.
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Chapter 1

Introduction

In this thesis, we are going to propose the design and topology of PCI-E (Peripheral
Component Interconnect Express) Core implemented in mix language with DPI protocol.

1-1 Motivation

PCI-E is a high-speed serial computer expansion bus standard, designed to replace the
older PCI, PCI-X and AGP bus standards. It is the common motherboard interface for
personal  computers' graphics cards, hard  drives, SSDs, Wi-Fi and Ethernet hardware
connections.

1-2 Architecture

CPU

Root Complex
Bus 0 (IT'lternaI} Memory

Switch ‘
PCI-XP 4
| =] ||
PCI/PCI-X }D\

Bus 8

PCI-XP 1 PCI-XP 6 PCI-XP 7

Legend
2 PCI Express Device Downstream Port
E PCI Express Device Upstream Port

Figure 1: Topology of PCI-E
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The Root Complex denotes the device that connects the CPU and memory sub-system
to the PCI Express fabric. It may support one or more PCI Express ports. The root complex
in this example supports 3 ports. Each port is connected to an endpoint device or a switch
which forms a sub-hierarchy. The root complex generates transaction requests on the behalf
of the CPU. It is capable of initiating configuration transaction requests on the behalf of the
CPU. It generates both memory and 10 requests as well as generates locked transaction
requests on the behalf of the CPU. The root complex as a completer does not respond to
locked requests. Root complex transmits packets out of its ports and receives packets on its
ports which it forwards to memory. A multi-port root complex may also route packets from
one port to another port but is NOT required by the specification to do so.

Root complex implements central resources such as: hot plug controller, power
management controller, interrupt controller, error detection and reporting logic. The root
complex initializes with a bus number, device number and function number which are used
to form a requester ID or completer ID. The root complex bus, device and function numbers
initialize to all Os.

PClI Express devices communicate via a logical connection called
an interconnect or link. A link is a point-to-point communication channel between two PCI
Express ports allowing both of them to send and receive ordinary PCI requests (configuration,
I/0 or memory read/write) and interrupts (INTx, MSI or MSI-X). At the physical level, a link
is composed of one or more lanes (from x1 to x32 lanes).

A lane is composed of two differential signaling pairs, with one pair for receiving data
and the other for transmitting. Thus, each lane is composed of four wires or signal traces.

Rather than bus cycles we are familiar with from PCI and PCI-X architectures, PCI
Express encodes transactions using a packet-based protocol. Packets are transmitted and
received serially and byte striped across the available Lanes of the Link. The more Lanes
implemented on a Link the faster a packet is transmit-ted and the greater the bandwidth of
the Link. The packets are used to support the split transaction protocol for non-posted
transactions. Various types of packets such as memory read and write requests, 10 read and
write requests, configuration read and write requests, message requests and completions are
defined.
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1-3 Applications
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= It can be used as peripheral device interconnect, chip-to-chip interface and as a
bridge to many other protocol standards.
= Expansion Card interface.

= Sound Card.

= Network Cards (wired and wireless).

= GPUs.

= Interface in High-Performance Video Systems.
= Storage products like an SSD, to this high bandwidth interface allows for much faster
reading from, and writing to.

1-4 Generations

Generation | introduced | BW / Line Code Transfer
Frequency

2003 8 GB/s
2.5 GHz
Two 2007 10 GB/s
5 GHz
Three 2010 32 GB/s
8 GHz
Four 2017 64 GB/s
16 GHz
Five 2018 128 GB/s
32 GHz
Six 2021 256 GB/s
( Planned ) 32 GHz

PCI-E has five generations and Gen6 will be released in 2021.

8b/10b

8b/10b

128b/130b

128b/130b

128b/130b

128b/130b
(PAM4)

2.5GT/s

5GT/s

8 GT/s

16 GT/s

32 GT/s

64 GT/s

Table 1: Generations of PCI-E

Throughput
X2 x4 x8 x16

250 MB/s 0.5 GB/s 1GB/s 2 GB/s 4 GB/s

500 MB/s 1GB/s 2 GB/s 4 GB/s 8 GB/s
984.6 MBfs 1.969GB/s 3.938GB/s 7.88GB/s 15.75GB/s
1969 MB/s 3.938GB/s 7.88GB/s 15.75GB/s 31.51GB/s
3938 MB/s 7.88GB/s 15.75GB/s 31.51GB/s 63.02GB/s
7877 MBfs  15.75GB/s 31.51GB/s 63.02 GB/s 126.03

GB/s

As shown in the above table, Throughput of generations doubles because the frequency
doubles also, despite PCI-E Gen5 and Gen6 which have the same frequency. That’s because
Gen6 switches to PAM4 (Pulse Amplitude Modulation) so that 2 bits are transferred per

transfer.
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1-5 PCI Express Device Layers

PCIl Express Device A PCIl Express Device B
Device Core Device Core
PCIl Express Core | FPCIl Express Core
o oQIICLIEIACSe o ne S o Ta T3 It:_ltecface. -k,
. RXe e TX s RXS
- - - -
. E M Transact.on Layer M
: : . -
. - . .
- : : -
- - - -
. . . .
- - - -
. . - .
~ - - -
. - a b
. . Link . -
\J

Figure 2: PCI Express Device Layers

Transmit Portion of Device Layers

Consider the transmit portion of a device. Packet contents are formed in the Transaction
Layer with information obtained from the device core and application. The packet is stored
in buffers ready for transmission to the lower layers. This packet is referred to as a
Transaction Layer Packet. The Data Link Layer concatenates to the packet additional
information required for error checking at a receiver device. The packet is then encoded in
the Physical layer and transmitted differentially on the Link by the analog portion of this
Layer. The packet is transmitted using the available Lanes of the Link to the receiving device
which is its neighbor.
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Receive Portion of Device Layers

The receiver device decodes the incoming packet contents in the Physical Layer and forwards
the resulting contents to the upper layers. The Data Link Layer checks for errors in the
incoming packet and if there are no errors forwards the packet up to the Transaction Layer.
The Transaction Layer buffers the incoming TLPs and converts the information in the packet
to a representation that can be processed by the device core and application.
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Chapter 2

History of Buses

2-1 ISA (Industry Standard Architecture) Bus
2-1-1 Introduction

ISA is a standard bus architecture that was associated with the IBM AT motherboard.
In 1981, the first IBM personal computers (PCs) introduced included the 8-bit subset of the
ISA bus, and the PC AT, which IBM launched in 1984, was the first full 16-bit
implementation of the ISA bus. It allowed 16 bits at a time to flow between the motherboard
circuitry and an expansion slot card and its associated device(s).

ISA was one of the first expansion buses for PCs. Providing the hardware interface for
connecting peripheral devices in PCs, ISA accepted cards for sound, display, hard drives and
other devices. ISA allowed for additional expansion cards to be attached to a computer's
motherboard and was capable of direct memory access (DMA), with multiple expansion
cards on a memory channel and separate interrupt request (IRQ) assignment for each card.
The development and use of ISA led to several later technologies.

2-1-2 Specifications

e 8-bit or 16-bit Data width

e Maximum Clock Frequency 8 MHz synchronous with the CPU clock

o Parallel internal bus with a separate (not multiplexed) address and data signals

e 8 Mbytes/Sec Speed

e 8-bit ISA Bandwidth is 8 MHz && 16-bit ISA Bandwidth is 16 MHz

e Used devices = Sound cards, Modems, Network cards, display and hard drives ....

2-1-3 Future Replacement

In the early 1990s, Intel developed PCI, which combined the characteristics of ISA and
VL-Bus. PCI provided direct access to system memory for connected devices while
employing a bridge to connect to the front side bus and, thus, to the CPU. As a result, PCI's
performance exceeded the VVL-Bus while eliminating the potential for interference with the
CPU.

By the mid-1990s, new motherboards were manufactured with fewer ISA slots, and PCI
became standard for connecting computers and their peripherals. For several years,
motherboards had a combination of 8-bit and 16-bit ISA slots. As PCI became popular,
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motherboards included only 16-bit ISA and PCI. Yet, by the early 2000s, the PCI interface
replaced ISA.

2-2 EISA (Extended Industry Standard Architecture) Bus
2-2-1 Introduction

Extended Industry Standard Architecture (EISA) also known as Extended ISA is a bus
architecture that extends the Industry Standard Architecture (ISA) from 16 bits to 32 bits.
EISA was introduced in 1988 by the Gang of Nine - a group of PC manufacturers.

2-2-2 Specifications

e 32-bit Data width

e Clock Frequency 8.33 MHz synchronous with the CPU clock

o Parallel internal bus with a separate (not multiplexed) address and data signals

e 33 Mbytes/Sec Speed

e Bandwidth is 33 MHz

e Used devices = Servers, network interface cards (NIC) or small computer system
interfaces (SCSI)...

2-2-3 Future Replacement

Eventually, PCs required faster buses for higher performance. Faster expansion cards,
like Local Bus or Video Electronics Standards Association (VESA), were introduced, and
there was no longer an EISA card market. EISA bus is no longer used and replaced with PCI
bus as EISA was expensive so it was used in servers.

2-3 MCA (Micro Channel Architecture) Bus
2-3-1 Introduction

MCA was introduced by IBM in 1987 as a competitor to the ISA bus it has 2 versions
,version for 16 bit and version for 32 bit.
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There are two types, 16- or 32-bit parallel Internal computer bus however, as both the 32-bit
and 16-bit versions initially had a number of additional optional connectors for memory cards
which resulted in a huge number of physically incompatible cards for bus attached memory.
In time, memory moved to the CPU's local bus, thereby eliminating the problem. On the
upside, signal quality was greatly improved as Micro Channel added ground and power pins
and arranged the pins to minimize interference; a ground or a supply was thereby located
within 3 pins of every signal.

2-3-2 Specifications

e Dbus speed of MCA is 10 MHZ.
e Data width of MCA is 32 or 16 bits.
e Band width of MCA is 40 MB/s.

2-3-3 Future Replacement

It was used on PS/2 and other computers until the mid-1990s. Its name is commonly
abbreviated as "MCA", although not by IBM. In IBM products, it superseded the ISA bus
and was itself subsequently superseded by the PCI bus architecture.

2-4 VESA (Video Electronics Standards Association) Bus
2-4-1 Introduction

VLB or VL bus is short for VESA (Video Electronics Standards Association) local bus.
Introduced by VESA in 1992, the VLB is a 32-bit computer bus that had direct access to the
system memory at the speed of the processor. The 486 CPU (33/40 MHz) employed the
VLB. VLB 2.0 was released in 1994, with a 64-bit bus, and a bus speed of 50 MHz,
Unfortunately, the VLB relied heavily on the 486 processor. When the Pentium processor
was introduced, manufacturers began switching to PCI Bus Type.

2-4-2 Specifications

e For bus speed 25 MHz bandwidth is 100 MB/s

e For bus speed 33 MHz bandwidth is 133 MB/s

e For bus speed 40 MHz bandwidth is 160 MB/s

e For bus speed 50 MHz bandwidth is 200 MB/s (out of specification)

e Data width as | said before 32-bit for version 1 and 64-bit for version 2
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2-4-3 Future Replacement

Despite these problems, the VESA Local Bus became very commonplace on later 486
motherboards, with a majority of later (post-1992) 486-based systems featuring a VESA
Local Bus video card. VLB importantly offered a less costly high-speed interface for
mainstream systems, as only by 1994 was PCI commonly available outside of the server
market through the Pentium and Intel's chipsets. PCI finally displaced the VESA Local Bus
(and also EISA) in the last years of the 486 market, with the last generation of 80486
motherboards featuring PCI slots instead of VLB-capable ISA slots. However, some
manufacturers did develop and offer "VIP" (VESA/ISA/PCI) motherboards with all three slot

types.

2-5 PCI (Peripheral Component Interconnect) Bus
2-5-1 Introduction

PCl is parallel internal bus. It was created by intel in 1992, PCI local bus is the general
standard for a PC expansion bus, having replaced the Video Electronics Standards
Association (VESA) local bus and the Industry Standard Architecture (ISA) bus.

The first version of PCI found in retail desktop computers was a 32-bit bus using a
33 MHz bus clock and 5V signaling, although the PCI 1.0 standard provided for a 64-
bit variant as well. These have one locating notch in the card. Version 2.0 of the PCI standard
introduced 3.3 V slots, physically distinguished by a flipped physical connector to prevent
accidental insertion of 5 V cards. Universal cards, which can operate on either voltage, have
two notches. Version 2.1 of the PCI standard introduced optional 66 MHz operation. A
server-oriented variant of PCI, called PCI-X (PCI Extended) operated at frequencies up to
133 MHz for PCI-X 1.0 and up to 533 MHz for PCI-X 2.0. An internal connector for laptop
cards, called Mini PCI, was introduced in version 2.2 of the PCI specification. The PCI bus
was also adopted for an external laptop connector standard —the Card Bus. The first PCI
specification was developed by Intel, but subsequent development of the standard became
the responsibility of the PCI Special Interest Group (PCI-SIG).

2-5-2 Future Replacement

PCI was superseded by PClI express in 2004 and PCle becomes common.

2-5-3 Difference between PCI and PCI-E
This table shows some differences between PCI and PCI-E
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Table 2: Difference between PCI and PCI-E

o OF |
VERSUS

Pl
PCI
SR EEEEREREEEEEEEEEEEDS
A local computer bus for

attaching hardware
devices in a computer

Stands for Peripheral
Component Interconnect

A parallel interface
LR R BB BN RN EEERSESRSESNER}N

Provides a faster data rate

Standardized

Latest version

e PCle is much faster compared to PCI.

EXPRESS

PCI EXPRESS
LA R B BB AR ERRENERDRSSERSES}. )
A high-speed serial computer
expansion bus that is
designed to replace older PCI
and PCI - X bus standards

Stands for Peripheral
Component Interconnect
Express
LA R B R R BB NEERSERSEDRZSE-RZSEHR)
A serial interface
LB R R R R BN N BEERERSERERDEDSNRDSE )]
Has a slower data rate

Depends on the number of
lanes the slots are intended for

Older version

Visit www PEDIAA com

e PCle uses a serial interface while PCI uses a parallel interface.
e PCle speed is classified into lanes, each capable of delivering up to 1GB/s data transfer.
e PCI slots are standardized while PCle slots vary depending on the number of lanes the

slot is intended for.
e Despite PCle superiority, most manufacturers still use the PCI standard for their devices.
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2-6 PCI-X (Peripheral Component Interconnect Extended) Bus
2-6-1 Introduction

PCI-X is acomputer bus and expansion card standard that enhances the 32-
bit PCI local bus for higher bandwidth demanded mostly by servers and workstations. It uses
a modified protocol to support higher clock speeds (up to 133 MHz), but is otherwise similar
in electrical implementation. PCI-X 2.0 added speeds up to 533 MHz, with a reduction in
electrical signal levels.

2-6-2 Versions

PCI-X 1.0: 64-Bit slots with support for 3.3V and Universal PCI. No support for 5V-only
boards. Conventional 33/66 MHz PCI adapters can be used in PCI-X slots. Provides two
speed grades: 66 MHz and 133 MHZ.

PCI-X 2.0: Based on PCI-X 1.0. Introduces ECC (Error Correction Codes) mechanism to
improve robustness and data integrity. Provides two additional speed grades:

= PCI-X 266: 266 MHz (2.13 GB/sec).
= PCI-X 533: 533 MHz (4.26 GB/sec).

2-6-3 Differences between PCI-X and PCI-E

PCI-X is a 64-bit parallel interface that is backward compatible with 32-bit PCI devices.
PCle is a serial point-to-point connection with a different physical interface that was designed
to supersede both PCI and PCI-X.
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Device 1 Device 2 Device 3 .
Device 1

Parallel Connection Serial Connection

Figure 3: Working Topology of PCI/PCI-X vs PCI-E

As shown in the figure above, the main difference between the previous PCI card and
PCI-X card and the successor PCle card is "parallel vs serial" data transmission. PCI and
PCI-X network cards follow the original PCI standard, which is a classic shared bus
architecture with all connected peripherals using the same bus in parallel. Specifically, data
will be sent and received simultaneously across multiple lines. The devices normally have to
wait on the bus when communicating with the computer. The overall performance will go
down as the increase of added devices. PCI-E card, however, adopts dedicated point-to-point
serial technology, resembling an on-board network. Therefore, each individual device has its
own bus, which creates a more efficient bus system. Note that, one serial connection with a
higher clock can match the speed of multiple parallel lines moving on the same load.

2-7 CXL (Compute Express Link) Bus
2-7-1 Introduction

Compute Express Link (CXL) is a high-bandwidth, low-latency serial bus interconnect
between host processors and devices such as accelerators, memory controllers/buffers, and
I/0O devices. CXL is based on PCI Express (PCle) 5.0 physical layer running at 32 GT/s with
x16, x8 and x4 link widths. Degraded modes run at 16 GT/s and 8 GT/s with x2 and x1 link
widths.
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2-7-2 \ersions

CXL Specification 1.0: On March 11, 2019, the CXL Specification 1.0 based upon PCle 5.0
was released. The founding promoter members of the CXL specification
included: Alibaba, Cisco, Dell EMC, Facebook, Google, HPE, Huawel, Intel and Microsoft.

CXL Specification 1.1: In June, 2019, the CXL Specification 1.1 was released.

2-7-3 Speed
Table 3: Speed of CXL
Mode type | Link speed Link width
Native - Primary 32 GT/s x16
Native - Bifurcation | 32 GT/s x8 and x4
32 GT/s x2 and x1
Degraded Modes 16 GT/s x16, x8, x4, x2 and x1
8 GT/s X16, x8, x4, x2 and x1

2-7-4 Protocols

CXL transaction layer consists of three multiplexed sub-protocols that run simultaneously on
a single link:

1. CXL.io protocol is essentially a PCle 5.0 protocol with some enhancements and is used

for initialization, link-up, device discovery and enumeration, and register access. It
provides a non-coherent load/store interface for 1/0O devices.
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2. CXL.cache protocol defines interactions between a Host and Device, allowing attached
CXL devices to efficiently cache Host memory with extremely low latency using a
request and response approach.

3. CXL.mem protocol provides a host processor with access to Device-attached memory
using load and store commands with the host CPU acting as a master and the CXL

Device acting as a subordinate and can support both volatile and persistent memory
architectures.

2-7-5 Differences between CXL and PCI-E

REPRESENTATIVE CXL USAGES

MEMORY BUFFERS
Usages

Memory BW
M Y capa

Accelerator
NIC

Memory
Cache : Buffer
2

Processor

§_

(aiaD INTERCONNECT DAY

a o
L3¢ _5¢
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Figure 4: CXL usages

28 | Page



Nenor: > ONE Lab

A Siemens Business

CPU

Root Complex
Bus 0 {IPternaI) Memory

PCI-XP 1 PCI-XP 6 PCI-XP 7

PCI-XP 4 PC Po
] [ ] o —— Eridge Eridge Bridge

PC I,*PCé;iTSI - I I | I I I I

1 PCI Express Device Downstream Port
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Figure 5: PCI-E Topology

To realize the difference, let’s take example. Sharing operands and data between multiple
devices, such as two GPU accelerators working on a problem, we will find that

= PClI-e: very inefficient.
= CXL: efficient.

If we check latency of shared memory pools that span across multiple physical machines, we

will find that
= PClI-e: High.
= CXL: Low.

CXL provides that processor can make transactions directly with memory or accelerator with
no need for Root Complex as in PCI-E which is responsible for routing and transmitting all
the packets around the hole system.
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Transaction layer

Data Link layer

Physical layer

Memory, O, Configuration RAW Requests or Message Requests or Completions
(Software layer sends [/ receives addressitransaction type/datafmessage index)

Transmit Receive

Tranzaction Layer Packet (TLP) Transaction Layer Packet

e Data Payload ECRC eade:

| |
— | Flow Control_| —
Transmit mmm  Receive
Buffers Yirtual Channel == Buffers
per VT Management per VC

A3l Facke
| Start | Link Packet | End | St | Link Packet | EW

Parallel-to-Serial Link Serial-to-Parallel
Differential Driver Differential Receiver
Port

Link

Figure 6: Detailed Block Diagram of PCI Express Device's Layers

The transaction Layer is responsible for generation of out-bound UP traffic and
reception of inbound TLP traffic. The Transaction Layer supports the split transaction
protocol for non-posted transactions. In other words, the Transaction Layer associates an

30 | Page




NMenhor

nror X onELab

inbound completion UP of a given tag value with an outbound non-posted request TLP of the
same tag value transmitted earlier.

The transaction layer contains virtual channel buffers (VC Buffers) to store out-bound
TLPs that await transmission and also to store inbound TLPs received from the link. The
flow control protocol associated with these virtual channel buffers ensures that a remote
transmitter does not transmit too many TLPs and cause the receiver virtual channel buffers
to overflow. The Transaction Layer also orders TLPs according to ordering rules before
transmission. It is this layer that supports the Quality of Service (QoS) protocol. The
Transaction Layer supports 4 address spaces: memory address, 10 address, configuration
address and message space. Message packets contain a message.

The Transaction Layer receives information from the Device Core and generates outbound
request and completion TLPs which it stores in virtual channel buffers. This layer assembles
Transaction Layer Packets (TLPS).

The receiver side of the Transaction Layer stores inbound TLPs in receiver virtual channel
buffers. The receiver checks for CRC errors based on the ECRC field in the TLP. If there are
no errors, the ECRC field is stripped and the resultant information in the TLP header as well
as the data payload is sent to the Device Core.

3-2 Project Design for Transaction Layer
']

TLF Creation

Configuration

Space

,—@ Pthread '

Mux

Rux Buffer

Tx Buffer

Figure 7: Block Diagram of Transaction Layer

The figure above shows the block diagram of Transaction Layer. In our design, we have
implemented the whole layer using C++ in classes, class for the whole layer and each block
in the design in also a class (TLP Creation, TLP Decomposition, Configuration Space,
Queues and mux) except the P-Thread which is a function in the constructor of the
Transaction Layer class.
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Transmit Path

The transaction layer takes some information from the application layer to be able to initiate
a transaction, this information is address, data and length of data. TLP Creation block takes
this information and create the packet, then store it in the queue below it. P-thread block is
considered the main block which manages all the transactions and routes them, and it also
creates some TLPs and store them in its queue. Both of the queues store their TLPs into Tx
Buffer through a mux, then Tx Buffer sends them to the datalink layer.

Receive Path

After the datalink layer check for errors of the packet, it stores the packets into the Rx Buffer,
then P-thread routes them to TLP Decomposition block to di-assemble the packet and get the
data from it then store the data into the queue above to allow the application layer receiving
the data.

3-3 TLP (Transaction Layer Packet) Types

In the table below, we can see all TLP types that can be initiated.

Table 4: TLP Types

TLP Packet Types Ab;f:‘?ted
Memory Read Request MRd
Memory Read Request - Locked access MRdLk
Memory Write Request MWr
10 Read IORd
10 Write IOWr
Configuration Read (Type 0 and Type 1) CfgRd0D,
CfgRd1
Configuration Write (Type 0 and Type 1) CfgWr0,
CigWrl
Message Request without Data Msg
Message Request with Data MsgD
Completion without Data Cpl
Completion with Data CplD
Completion without Data - associated with Locked Memory Read | CplLk
Requests
Completion with Data - associated with Locked Memory Read CplDLKk
Requests

In our project, we only support MRd, MWr, CfgRd0, CfgRd1, Cfgwr0, Cfgwrl,
Msg, Cpl and CplD.
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3-4 TLP Structure

Transaction Layer Packet (TLP)

Header Data Payload

Figure 8: TLP Structure at the Transaction Layer

The major components of a TLP are: Header, Data Payload and an optional ECRC
(specification also uses the term Digest) field.

3-4-1 Generic TLP Header

Transaction Layer Packet (TLP)

Framing|[Sequence S Framing
(STP) || Number 'Da'a::D'geS‘: LCRC|" (END)

+0 +1 +2 +3

7l6|5l4l3l2] 1] ol 7l 6l 5l 4l 3l 2] 1] ol 7161 5] 4| 3l 2] 1] ol 7] 6] 5l 4] 3] 2] 1] 0

SWCHUMRFmt  Type R TC Length DWO
LastDW- 15t DWV

Byte 4 (- el DW 1
Ryte 8 (Fields in bytes 8-11 vary with TLP tvpe) DW 2

|

Byte 12 | (Fields in bytes 12-16 vary with TLP type)" 1DW 3"

* This DW field only used for 4DW packet headers

Figure 9: Generic TLP Header Fields

Most of the fields are common in all the TLP types, except some ones which vary with
TLP type. Here is summary for each field use:
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Generic Header Field Summary

Header
Field

Header
Location

Field Use

Length [9:0]

Byte 3 Bit 70
Byte 2 Bit 1:0

TLP data payload transfer size, in DW. Maximum
bransfer size is 10 bits, 2" = 1024 DW (4KE). Encod-
Ing:

00 0000 0001b = 1DW

00 0000 M0k = 2DW

111111 1111k = 1023 DW
(0 0000 0000b = 1024 DW

Allr
{ Attributes)

Byte 2 Bit 5:4

Bit 5§ = Relaxed arderi
When set = 1, PCI-X relaxed ordering is enabled for
this TLF. If set = (), then strict PCI ordering is used.

When set = 1, requester is indicating that no host
cache coherency issues exist with respect to this TLP.
System hardware is not required to cause processor

cache snoop for coherency. When set = (, PCI -type

cache snoop protection is required.

EP
{Poisoned
Data)

Byte 2 Bit 6

If set = 1, the data accompanying this data should be
considered invalid although the transaction is being
allowed to complete normally.
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D

(TLP Digest
Field

Present)

Byte 2 Bit 7

If set = 1, the optional 1 DW TLP Digest field is
included with this TLP that contains an ECRC value.

Some rules:
Presence of the Digest field must be checked by all

receivers (using this bit).

* A TLP with TD = 1, but no Digest field is handled
as a Malformed TLF.

* If a device supports checking ECRC and TD=1, it
must perform the ECRC check.

* If a device does not support checking ECRC
{optional) at the ultimate destination, the device
must ignore the digest.
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TC
(Trathic
Class)

Byte 1 Bit 6:4

These three bits are used to encode the traffic class to
be applied to this TLP and to the completion associ-
ated with it (if any).

000b = Traffic Class 0 (Default)

111b = Traffic Class 7

TC 0 is the default class, and TC 1-7 are used in pro-
viding differentiated services. See “Traffic Classes
and Virtual Channels” on page 256 for additional
information.

Type[4:0]

Byte 0 Bit 4:0

These 5 bits encode the transaction variant used with
this TLF. The Type field is used with Fmt [1:0] field
to specify transaction type, header size, and whether
data payload is present. See below for additional
information of Type,/Fmt encoding for each transac-

ton type.

Frnit[1:0]
Format

Byte 0 Bit &:5

These two bits encode information about header size
and whether a data payload will be part of the TLP:
00k 3DW header, no data

01b 4DW header, no data

106 3DW header, with data

11b 4DW header, with data

See below for additional information of Type /Fmt
encoding for each transaction type.

First DW
Byte Enables

Byte 7 Bit 3:0

These four high-true bits map one-to-one to the
bytes within the first double word of payload.

Bit 3 = 1: Byte 3 in first DW is valid; otherwise not
Bit 2 = 1: Byte 2 in first DW is valid; otherwise not
Bit 1 = 1: Byte 1 in first DW is valid; otherwise not
Bit 0 = 1: Byte 0 in first DW is valid; otherwise not
See below for details on Byte Enable use.

Last DW
Byte Enables

Byte 7 Bit 7:4

These four high-true bits map one-to-one to the
bytes within the last double word of payload.

Bit 7 = 1: Byte 3 in last DW is valid; otherwise not
Bit & = 1: Byte 2 in last DW is valid; otherwise not
Bit 5 = 1: Byte 1 in last DW is valid; otherwise not
Bit 4 = 1: Byte (0 in last DW is valid; otherwise not
See below for details on Byte Enable use.
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3-4-2 Memory Requests

Root Complex
- p Memory

3DW or 4DW Memory Request TLP

Framing|[Sequence T Framing

4DW Memary Request Header
Endpoint 2 | + DJ +2 I *3 System Memory Map
lrlelslalalzltlo 71615143121 1loi 7lelslalalal 1lo 7|e|5|4l3|zl1|o|
Byte 0 RFﬂ‘ Type R TC R Length

Last DWW “ist DW

Byte 4 Requester ID Tag it
Byte 8 Address [63:32] w
Byte 12 Address [31:2]
3DW Mernory Request Header
+0 +1 +2 +3
7|6|5|4|3|2I1|n7|s|s|4|3|2|1|o|7|e|5|4|3|2l1|u|7|6|s|4|3l2|1|o ¢

CUCR . Twe R TC R EEAnr R Length

Byte 4 Requester 1D Teg Laig‘"’ ‘3;?""’ /
Byte 8 Address [31.2) R

Figure 10: 3D and 4D Memory Request Header Formats

The difference between a 3DW header and a 4DW header is the location and size of the
starting Address field:

= For a 3DW header (32-bit addressing): Address bits 31:2 are in Bytes 8-11, and 12-
15 are not used.

= For a 4ADW header (64-bit addressing): Address bits 31:2 are in Bytes 12-15, and
address bits 63:32 are in Bytes 8-11.

Otherwise the header fields are the same.
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Table 6: 4ADW Memory Request Header Fields

Field Name

Header Byte/Bit

Function

Length [9:0]

Byte 3 Bit 7:0
Byte 2 Bit 1:0

TLF data payload transfer size, in
DW. Maximum transfer size is 10 bits,
2' = 1024 DW (4KB). Encoding:

00 0000 0001 = 1DW

00 0000 0010b = 2DW

11 1111 1111b = 1023 DW
00 0000 0000E = 1024 DW

Attr
{ Attributes)

Byte 2 Bit 5:4

Bit 5 = Relaxed ordering,

When set = 1, PCI-X relaxed ordering
is enabled for this TLE If set = 0, then
strict PCl ordering is used.

Eit 4 = No Snoop.

When set = 1, requester is indicating
that no host cache coherency issues
exist with respect to this TLP. System
hardware is not required to cause pro-
cessor cache snoop for coherency.
When set = 0, PCI -type cache snoop
protection is requined.

EP
(Poisoned Data)

Byte 2 Bit6

If set = 1, the data accompanying this
data should be considered invalid
although the transaction is being
allowed to complete normally.

TD
(TLF Digest Field
Fresent)

Byte 2 Bit 7

If set = 1, the optional 1 DW TLF
Digest field is included with this TLR
Some rules:

Presence of the Digest field must be
checked by all receivers (using this
bit)

* A TLP with TD = 1, but no Digest
field is handled as a Malformed
TLE

+If a device supports checking
ECRC and TD=1, it must perform
the ECRC check.

= If a device does not support check-
ing ECRC (optional) at the ulti-
mate destination, the device must
ignore the digest field.

TC
{Traffic Class)

Byte 1 Bit 6:4

These three bits are used to encode
the traffic class to be applied to this
TLF and to the completion associated
with it (if any).

000b = Traffic Class 0 {Default)

111b = Traffic Class 7

TC 0 is the default class, and TC 1-7
are used in providing differentiated
services. See“ Traffic Classes and Vir-
tual Channels” on page 256 for addi-
tional information.
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Typel4:0]

Byte 0 Bit 4:0

TLP packet Type field:

00000b = Memory Read or Write
00001k = Memory Read Locked

Type field is used with Fmt [1:0] field
to specify transaction type, header
size, and whether data payload is
present.

Fmt 1:0 {Format)

Byte 0 Bit 6:5

Packet Format:

00b = Memory Read (3DW w /o data)
10b = Memory Write (3DW w/ data)
01b = Memory Read (4DW w /o data)
11b = Memory Write (4DW w/ data)

1st DW BE 30
(First DW Byte Enables)

Byte 7 Bit 3:0

These high true bits map one-to-one
to qualify bytes within the DW pay-
load.

Last BE 3:0 Byte 7 Bit 7:4 These high true bits map one-to-one

Last DW Byte Enables) to qualify bytes within the last DW
transferred.

Tag 7:0 Byte 6 Bit 7:0 These bits are used to identify each

outstanding request issued by the
requester. As non-posted requests are
sent, the next sequential tag is
assigned.

Default: only bits 4:0 are used (32 out-
stand ing transactions at a time)

If Extended Tag bit in PCI Express
Control Register is set = 1, then all &
bits may be used (256 tags).

Requester D 15:0

Address 31:2

Byte 5 Bit 7:0
Byte 4 Bit 7:0

Byte 15 Bit 72
Byte 14 Bit 7:0
Byte 13 Bit 7:0
Byte 12 Bit 7:0

Identifies the requester so a comple-
tion may be returned, etc.

Byte d, 7:0 = Bus Number

Byte 5, 7:3 = Device Number

Byte 5, 2:0 = Function Number

The lower 32 bits of the 64 bit start
address for the memory transfer. Note
that the lower two bits of the 32 bit
address are reserved (00b), forcing the
start address to be DW aligned.

Address A3:32

Byte 11 Bit 7:2
Byte 10 Bit 7:0
Byte 9 Bit7:0
Byte 8 Bit 70

The upper 32 bits of the 64-bit start
address for the memory transfer.

Memory Request Notes. Features of memory requests include:

1. Memory transfers are never permitted to cross a 410 boundary.

All memory mapped writes are posted, resulting in much higher performance.

3. Either 32 bit or 64-bit addressing may be used. The 3DW header format sup-ports 32-
bit addresses and the 4DW header supports 64 bits.

4. The full capability of burst transfers is available with a transfer length of 0-1024 DW
(0-4KB).

N
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5. Advanced PCI Express Quality of Service features, including up to 8 transfer classes
and virtual channels may be implemented.

6. The No Snoop attribute bit in the header may be set = 1, relieving the system hardware
from the burden of snooping processor caches when PCI Express transactions target
main memory. Optionally, the bit may be de-asserted in the packet, providing PCI-
like cache coherency protection.

7. The Relaxed Ordering bit may also be set = 1, permitting devices in the path between
the packet and its destination to apply the relaxed ordering rules available in PCI-X.
If de-asserted, strong PCI producer-consumer ordering is enforced.

3-4-3 Configuration Requests

+0 +1 +2 +3

7l6lslal3l2l1]ol 7|l 5l al 3 21 1l ol 71| 5l 4)3l 2 1]0l 7 6] sl al 3] 2] 1l 0
ByteO RFmt Type R TC R T E Attr R Length

x0 000 DPOO " 0000000001
Last BE 1stDW
Byte 4 Requester ID Tag 0000 BE
Device  Function Ext Reg Reglster
Byte Gl Bus Number Numoer Number R Number Number R

Figure 11: 3DW Configuration Request Header Format

To maintain compatibility with PCI, PCI Express supports both Type 0 and Type 1
configuration cycles. A Type 1 cycle propagates downstream until it reaches the bridge
interface hosting the bus (link) that the target device resides on. The configuration transaction
is converted on the destination link from Type 1 to Type 0 by the bridge. The bridge forwards
and converts configuration cycles using previously programmed Bus Number registers that
specify its primary, secondary and subordinate buses.
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Table 7: Configuration Request Header Fields

Field Name Header Byte/Bit Function
Length 9:0 Byte 3 Bit 7:0 Indicates data payload size in DW. For
Byte 2 Bit 1:0 configuration requests, this field is

always = 1. Byte Enables are used to
qualify bytes within DW (any combi-
nation is legal)

Attr 1:0 (Attributes) Byte 2 Bit 5:4 Attribute 1: Relaxed Ordering Bit
Attribute 0: No Snoop Bit

Both of these bits are always =0 in
configuration requests.

EP Byte 2 Bit 6 If = 1, indicates the data payload (if
present) is poisoned.

TD Byte 2 Bit ¥ If = 1, indicates the presence of a
digest field (1 DW) at the end of the
TLP (preceding LCRC and END)

TC 2:0 (Transfer Class) | Byte 2 Bit 6:4 Indicates transfer class for the packet.
TC is =0 for all Configuration
requests.

Type 4:0 Byte 0 Bit 4:0 TLP packet type field. Set to:
00100k = Type 0 contig request
00101b = Type 1 config request

Fmt 1:0 (Format) Byte 0 Bit 6:5 Packet Format. Always a 3DW header
00b = configuration read (no data)
10b = configuration write (with data)

1st DW BE 3:0 Byte 7 Bit 3:0 These high true bits map one-to-one to
(First DW Byte Enables) qualify bytes within the DW payload.
For config requests, any bit combina-
tion is valid (including none)
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Last BE 3:0 Byte 7 Bit 7:4 These high true bits map one-to-one to
(Last D'W Byte Enables) qualify bytes within the last DW trans-
ferred. For config requests, these bits
must be 0000b. (Single D/W)

Tag 7:0 Byte & Bit 7:0 These bits are used to identify each
outstanding request issued by the
requester. As non-posted requests are
sent, the next sequential tag is
assigned.

Default: only bits 4:0 are used (32 out-
ﬁtaﬂding transactions at a time)

If Extended Tag bit in PCI Express
Control Register is set = 1, then all 8
bits may be used (256 tags).

Fequester I} 15:0 Byte 5 Bit 7:0 Identifies the requester so a comple-
Byte 4 Bit 7:0 tion may be returned, etc.

Byte 4, 7:0 = Bus Number

Byte 5, 7:3 = Device Number

Byte 5, 240 = Function Number

Fegister Number Byte 11 Bit 72 These bits provide the lower 6 bits of
D'W configuration space offset. The
Register Number is used in conjunc-
tion with Ext Register Number to pro-
vide the full 10 bits of offset needed for
the 1024 DW (409 byte) PCI Express

configuration space.
Ext Register Number Byte 10 Bit 3:0 These bits provide the upper 4 bits of
(Extended Register DW configuration space offset. The Ext
Mumber) Register Number is used in conjunc-

tion with Register Mumber to provide
the full 10 bits of offset needed for the
1024 DW (4096 byte) PCI Express con-
figuration space. For compatibility,
this field can be set = (0, and only the
lower 64DW (256 bytes will be seen)
when indexing the Register Mumber.

Completer 1D 15:0 Byte 9 Bit 7:0 Identifies the completer being accessed
Byte 8 Bit 70 with this configuration cycle. The Bus
and Device numbers in this field are
“captured” by the device on each con-
figuration Type () write.

Byte 8, 7:0 = Bus Number

Byte 9, 7:3 = Device Number

Byte 9, 2:0 = Function Number

Configuration Request Notes. Configuration requests always use the 3DW header format
and are routed by the contents of the ID field.
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All devices “capture” the Bus Number and Device Number information provided by the
upstream device during each Type O configuration write cycle. Information is contained in
Completer ID.

3-4-4 Completion Requests

+0 +1 +2 +3
716l 5|43l 211 ol 7|6l 5l 4l 3l 2l 1] 0l 716 5143l 2] 1] 0l 71 6] 5] 4] 3l 2] 1] 0

Byte 0 |y i"g lype—R 1C R BS Attr R Length
_ -
Byte 4 Completer ID i $ Byte Count

Byte 8 Requester |1D Tag R Lower Address

Figure 12: Completion Request Header Format

Many of the fields in the completion must have the same values as the associated
request, including Traffic Class, Attribute bits, and the original Requester ID which is used
to route the completion back to the original requester.
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Table 8: Completion Request Header Fields

. Header .
Field Name Byte/Bit Function
Length 9:0 Byte 3 Bit 7:0 | Indicates data payload size in DW. For

Byte 2 Bit 1:0 | completions, this field reflects the size
of the data payload associated with this
completion.

Attr 1:0 (Attributes) Byte 2 Bit 5:4 Attribute 1: Relaxed Ordering Bit
Attribute 0: No Snoop Bit

For a completion, both of these bits are
set to same state as in the request.

EFP Byte 2 Bit 6 If = 1, indicates the data payload is poi-
soned.
TD Byte 2 Bit 7 If = 1, indicates the presence of a

digest field (1 DW) at the end of the TLP
(preceding LCRC and END)

TC 2:0 (Transfer Class) Byte 2 Bit 6:4 | Indicates transfer class for the packet.
For a completion, TC is set to same
value as in the request.

Type 4:0 Byte 0 Bit 4:0 TLF packet type field. Always set to
01010b for a completion.

Fmt 1:0 (Format) Byte 0 Bit 6:5 Packet Format. Always a 3DW header
00b = Completion without data (Cpl)
10b = Completion with data (CplD)

Byte Count Byte 7 Bit 7:0 | This is the remaining byte count until a
Byte 6 Bit 3:0 | read request is satisfied. Generally, it is
derived from the original request
Length field. See “Data Returned For
Read Requests:” on page 188 for special
cases caused by multiple completions.
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BCM Byte 6 Bit 4 Set = 1 only by PCI-X completers. Indi-
(Byte Count Modified) cates that the byte count field (see previ-
ous field) reflects the first transfer
payload rather than total payload
remaining. See “Using The Byte Count
Modified Bit” on page 188.

CS 2:0 Byte 6 Bit 7:5 These bits encoded by the completer to
(Completion Status indicate success in fulfilling the request.
Code) 000b = Successful Completion (SC)

001b = Unsupported Request (UR)

010b = Config Req Retry Status (CR 5)
100b = Completer abort. (CA)

others: reserved. See “Summary of
Completion Status Codes:” on page 187.

Completer ID 15:0 Byte 5 Bit 7:0 Identifies the completer. While not
Byte 4 Bit 7:0 needed for routing a completion, this
information may be useful if debugging
bus traffic.

Byte 4 7:0 = Completer Bus #

Byte 5 7:3 = Completer Dev #

Byte 5 2:0 = Completer Function #

Lower Address 6:0 Byte 11 Bit 6:0 | The lower 7 bits of address for the first
enabled byte of data returned with a
read. Calculated from request Length
and Byte enables, it is used to determine
next legal Read Completion Boundary.
See “Calculating Lower Address Field”
on page 187,

Tag 7:0 Byte 10 Bit 7:0 | These bits are set to reflect the Tag
received with the request. The requester
uses them to associate inbound comple-
tion with an outstanding request.

Requester [D 15:0 Byte 9Bit 7.0 | Copied from the request into this field
Byte 8 Bit 7:0 to be used in routing the completion
back to the original requester.

Byte 4, 7:0 = Requester Bus #

Byte 5, 7:3 = Requester Device #

Byte 5, 2:0 = Requester Function #
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Summary of Completion Status Codes

= 000b (SC) Successful Completion code indicates the original request completed
properly at the target.

= 001b (UR) Unsupported Request code indicates original request failed at the target
because it targeted an unsupported address, carried an unsupported address or request,
etc. This is handled as an uncorrectable error.

= 010b (CRS) Configuration Request Retry Status indicates target was temporarily off-
line and the attempt should be retried. (e.g. initialization delay after reset, etc.).

= 100b (CA) Completer Abort code indicates that completer is off-line due to an error

(much like target abort in PCI). The error will be logged and handled as uncorrectable
error.

3-4-5 Message Requests

+0 +1 +2 +3

7lslsl4lal2l 1] ol 71 6l 514l 312l 1] ol 7181 5143l 2l 1] 0l 7| 6] 5] al 3l 2] 1] 0

T E Attr
CYCHVERFmt Type R TC R ppoo R Length

Byte 4 Requester ID Tag Message Code

Byte 8 (Address Fields Not Used If Implicit Routing Selected)
Byte 12 (Address Fields Not Used If Implicit Routing Selected)

Figure 13: Message Request Header Format

Message requests replace many of the interrupt, error, and power management sideband
signals used on earlier bus protocols. All message requests use the 4DW header format, and
are handled much the same as posted memory write transactions. Messages may be routed
using address, ID, or implicit routing. The muting subfield in the packet header indicates the
routing method to apply, and which additional header registers are in use (address registers,
etc.).
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Table 9: Message Request Header Fields

Field Name Header Byte/Bit Function
Length 9:0 Byte 3 Bit 7:0 Indicates data payload size in DW. For
Byte 2 Bit 1:0 message requests, this field is always 0

(no data) or 1 {one DW of data)

Attr 1:0 (Attributes) Byte 2 Bit 5:4 Attribute 1: Relaxed Ordering Bit
Attribute 0: No Snoop Bit

Both of these bits are always = 0 in
message requests.

EP Byte 2 Bit 6 If = 1, indicates the data payload (if
present) is poisoned.

™D Byte 2 Bit 7 If = 1, indicates the presence of a
digest field (1 DW) at the end of the
TLP {preceding LCRC and END)

TC 2:0 (Transfer Class) | Byte 2 Bit 6:4 Indicates transfer class for the packet.
TC is = 0 for all message requests.

Type 4:0 Byte 0 Bit 4:0 TLP packet type field. Set to:

Bit 4:3:

10b = Msg

Bit 2:0 (Message Routing Subfield)
000b = Routed to Root Complex
(01b = Routed by address

010b = Routed by ID

011b = Root Complex Broadcast Msg
100b = Local; terminate at receiver
101b = Gather/route to Root Complex
(thers = reserved

Fmt 1:0 (Format) Byte 0 Bit &:5 Packet Format. Always a 4DW header
01b = message request without data
11b = message request with data
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Message Code 7:0

Byte 7 Bit 7:0

This field contains the code indicating
the type of message being sent.

0000 0000k = Unlock Message

0001 xxxxb = Power Mgmt Message
0010 Dxxxb = INTx Message

0011 00xxb = Error Message

0100 xxxxb = Hot Plug Message

0101 0000b = Slot Power Message
0111 111xb = Vendor Type 0 Message
0111 1111b = Vendor Type 1 Message

Tag 7:0

Byte 6 Bit 7:0

As all message requests are posted, no
tag is assigned to them. These bits
should be = (0.

Requester [D 15:0

Byte 5 Bit 7:0
Byte 4 Bit 7:0

Identifies the requester sending the

message.
Byte 4, 7:0 = Requester Bus #

Byte 5, 7:3 = Requester Device #
Byte 5, 2:0 = Requester Function #

Address 31:2

Byte 11 Bit7:2
Byte 10 Bit 7:0
Byte 9 Bit7:0
Byte 8 Bit7:0

If address routing was selected for the
message (see Type 4:0 field above),
then this field contains the lower part
of the 64-bit starting address. Other-
wise, this field is not used.

Address 63:32

Byte 15 Bit 7:2
Byte 14 Bit 7:0
Byte 13 Bit 7:0
Byte 12 Bit 7:0

If address routing was selected for the
message (see Type 4:0 field above),
then this field contains the upper 32
bits of the 64 bit starting address. Oth-
erwise, this field is not used.
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3-5 Configuration Space
3-5-1 Introduction

Configuration is a set of registers used to Identify the device and control its functionality
and sense its status in a generic manner.it has two types Type 0 and Type 1. Type 0 is used in
endpoints but type 1 used in Switches and bridges which has some different registers than Type
0 as its used to control a bridge.

ot
Byte yte
3 2 s 1 0 3 2 1 0

BE | e )
Class Code Revligion Class Code Re\.iiﬁr,ion 02
i | T |
Base Address 0 04 Base Address 0 04
Base Address 1 05 Base Address 1 05

Base Address 2 06 Latency Tinver | BusNumber | Bus Numbbr -Bus Numbe:

Seconda
ry

Base Address 4 08
Prefetchabl Prefetchabl
Base Address 5 09 Mgfngtr";f fim?t Mgfngtu!:y ggsee
: 10
CardBus CIS Pointer 10 Prﬁ?ﬁg’a&'e B?tasse
1 Prefetchable Limit 11
Subsystem |D| S\}"e?]s Osrt?Bn Upper 32 Bits
i I/0 Limit I/0 Base 12
Expansion ROM 12 Upper 16 Bits | Upper 16 Bits
13
Reserved  Papabiliies 13 Reserved e
Reserved 14 Expansion ROM Base Address 14
Max_Lat| Min_Gnt Int%?;lupt Intfiu;:gpt 15 Inttla’riaupt Intfirr:gpt 15
Figure 14:Configuration Space Type 0 Figure 15: Configuration Space Type 1
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3-5-2 TypeO

Its 16 DW Configuration Space used for a lot of functions. But not all of them is for PCle
some of these registers are read only and hardwired to zero: -

e Latency Timer
e Cache Line Size
e Max_Lat

e Min_Gnt

Registers used to identify device’s driver: -

OS uses combination of registers to determine which driver to load for the device.

e Vendor ID

e Device ID

e Revision ID

e Class Code

e SubSystem Vendor ID
e SubSystem ID

Vendor ID

16-bit Register identifies the manufacturer of the function. The value hardwired in this read only
register is assigned by a central authority (The PCI SIG) that controls issuance of the number. The value
FFFFh is reserved and must be returned by the Host/PCI Bridge when an attempt is made to perform a
configuration read from a configuration register in a non-existent function.

Device ID

16-bit Register Assigned by the manufacturer of the function and identifies the type of the function.
In conjunction with the vendor ID and Possibly the Revision ID. The Device ID can be used to locate a
function specific driver.

Revision ID

8-bit Register Assigned by the manufacturer of the function and identifies the Revision number of
the function. If the vendor has supplied a revision-specific driver, this is handy in ensuring that the
correct driver is loaded by the OS.

Class Code

The Class Code register is a 24-bit, read-only register divided into three fields: base Class, Sub
Class, and Programming Interface. It identifies the basic function of the function (e.g., a mass storage
controller), a more specific function sub-class (e.g., IDE mass storage controller), and, in some cases, a
register-specific programming interface (such as a specific flavor of the IDE register set)

e The upper byte defines the base Class of the function
e The middle byte defines a sub-class within the base Class
e The lower byte defines the Programming Interface.
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23 16 15 8 7 0
Class Code Sub-Class Code Prog. I/F

Figure 16: Class Code Register

The currently-defined base Class codes are listed in the Second Table. First Table define
example for some Subclasses within the base Class. For many Class/Subclass categories, the
Programming Interface byte is hardwired to return zeros (in other words, it has no meaning).
For some, such as VGA-compatible functions and IDE controllers, it does have meaning.

This register is useful when the OS is attempting to locate a function that a Class driver
can work with. As an example, assume that a particular device driver has been written to work
with any display adapter that is 100% XGA register set compatible. If the OS can locate a
function with a Class of 03h and a Sub Class of 0lh, the driver will work with that function. A
Class driver is more flexible than a driver that has been written to work only with a specific
function from a specific vendor.

The Programming Interface Byte. For some functions (such as the XGA display adapter
used as an example in the previous section) the combination of the Class Code and Sub Class
Code is sufficient to fully-define its level of register set compatibility. The register set layout
for some function types, however, can vary from one implementation to another. As an
example, from a programming interface perspective there are a number of flavors of IDE mass
storage controllers, so it's not sufficient to identify yourself as an IDE mass storage controller.
The Programming Interface byte value provides the final level of granularity that identifies the
exact register set layout of the function.

Sub-Class Prog. I/F Description
02h 00h Floppy disk controller.
03h 00h IPT controller.
04h 00h RATD controller.
20h ATA controller with single DMA .
osh 30h ATA controller with chained DMA.
80h 00h Other mass storage controller.

Table 10: mass storage subclasses example
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Class Description

00h Function built before class codes were defined (in other words:
before rev 2.0 of the PCl spec).

01h Mass storage controller.
02h Network controller.
03h Display controller.

04h Multimedia device.
05h Memory controller.

06h Bridge device.

07h Simple communications controllers.
08h Base system peripherals.

09%h Input devices.

0Ah Docking stations.

0Bh Processors.

0Ch Serial bus controllers.

0Dh Wireless controllers.

0Eh Intelligent IO controllers.

OFh Satellite communications controllers.
10h Encryption/Decryption controllers.
11h Data acquisition and signal processing controllers.

12h-FEh | Reserved.

FFh Device does not fit any of the defined class codes.

Table 11: Class Codes

Subsystem Vendor ID & Subsystem 1D

The Subsystem Vendor ID is obtained from the SIG, while the vendor supplies its own
Subsystem ID (the full name of this register is really "Sub-system Device ID", but the "device"
is silent). A value of zero in these registers indicates there isn't a Subsystem Vendor and
Subsystem ID associated with the function.
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These two mandatory registers (Subsystem Vendor ID and Subsystem ID) are used to
uniquely identify the add-in card or subsystem that the function resides within. Using these two
registers, the OS can distinguish the difference between cards or subsystems manufactured by
different vendors but designed around the same third-party core logic. This permits the Plug-
and-Play OS to locate the correct driver to load into memory.

Must Contain Valid Data When First Accessed. These two registers must contain their
assigned values before the system first accesses them. If software attempts to access them
before they have been initialized, the device must issue:

e aRetry to the master (in PCI).
e a Completion with CRS (Configuration Request Retry Completion Status) in PCI
Express.

The values in these registers could be hardwired, loaded from a serial EEPROM, determined
from hardware strapping pins, etc.

Header Type

Bits [6:0] of this one-byte register define the format of DW 4-through-15 of the function's
configuration Header. In addition, bit seven defines the device as a single (bit 7 = 0) or
multifunction (bit 7 =1) device. During configuration, the programmer determines if there are
any other functions in this device that require configuration by testing the state of bit seven.

Currently, the only Header formats defined other than Header Type Zero are:

e Header Type One (PCI-to-PCI bridge Header format).
e Header Type Two (CardBus bridge).

Future versions of the specification may define other formats.

7 6 0
Header Type

Configuration header format:

0 = non-bridge function

1 = PCl-t0-PCI Bridge (or PCI-X to PCI-X Bridgew
2 = CardBus Bridge

0 = single-function device
1 = multi-function device

Figure 17: Header Type Register

BIST

This Optional register may be implemented by both Requester and Completer functions. If
a function implements a Built-In Self-Test (BIST), If the function doesn't support a BIST, this
register must return zeros when read. The function's BIST is invoked by setting bit six to one.
The function resets bit six upon completion of the BIST. Configuration software must fail the
function if it doesn't reset bit six within two seconds. At the conclusion of the BIST, the test
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result is indicated in the lower four bits of the register. A completion code of zero indicates
successful completion. A non-zero value represents a function-specific error code.

The time limit of two seconds may not be sufficient time to test a very complex function or
one with an extremely large buffer that needs to be tested. In that case, the remainder of the
test could be completed in the initialization portion of the function's device driver when the OS
loads it into memory and calls it.

/7 6 5 4 3 0

Completion
Reserved Code

Start BIST
BIST Capable

Figure 18: BIST Register

Bit Function

3:0 | Completion Code. A value of zero indicates successful completion, while
a non-zero result indicates a function-specific error.

5:4 Reserved.

6 Start BIST. Writing a one into this bit starts the function’s BIST. The func-
tion resets this bit automatically upon completion. Software should fail
the function if the BIST does not complete within two seconds.

7 BIST Capable. Should return a one if the function implements a BIST, a
zero if it doesn't.

Table 12: BIST Register Bit assignment

Capabilities Pointer
Configuration Header Space Not Large Enough

The 2.1 PCI spec defined the first 16 DWSs of a function's PCI-compatible configuration
space as its configuration Header space. It was originally intended that all of the function's PCI
spec-defined configuration registers would reside within this region and that all of its function-
specific configuration registers would reside within the lower 48 DWs of its PCI-compatible
configuration space. Unfortunately, they ran out of space when defining new configuration
registers in the 2.2 PCI spec. For this reason, the 2.2 and 2.3 PCI specs permit some spec-
defined registers to be implemented in the lower 48 DWs of a function's PCI-compatible
configuration space.
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Discovering That Capabilities Exist

If the Capabilities List bit in the Status register is set to one, the function implements the
Capabilities Pointer register in byte zero of DW 13 in its PCI-compatible configuration space.
This implies that the pointer contains the DW-aligned start address of the Capabilities List
within the function's lower 48 DWs of PCI-compatible configuration space. It is a rule that the
two least-significant bits must be hard-wired to zero and must be ignored (i.e., masked) by
software when reading the register. The upper six bits represents the upper six bits of the 8-bit,
DWe-aligned start address of the new registers implemented in the lower 48 DWs of the
function's PCl-compatible space. The two least-significant bits are assumed to be zero.

What the Capabilities List Looks Like

The configuration location pointed to by the Capabilities Pointer register is the first entry
in a linked series of one or more configuration register sets, each of which supports a feature.
Each entry has the general format illustrated in Figure 22-6 on page 782. The first byte is
referred to as the Capability ID (assigned by the PCI SIG) and identifies the feature associated
with this register set (e.g., 2 = AGP), while the second byte either points to another feature's
register set, or indicates that there are no additional register sets (with a pointer value of zero)
associated with this function. In either case, the least-significant two bits must return zero. If a
pointer to the next feature's register set is present in the second byte, it points to a DW within the
function's lower 48 DWs of PCl-compatible configuration space (it can point either forward or
backward in the function's configuration space). The respective feature's register set always
immediately follows the first two bytes of the entry, and its length and format are defined by what type
of feature it is. The Capabilities currently defined in the 2.3 PCI spec are those listed in Currently-
Assigned Capabilities ID Table.

31 16 15 8 7 (8]
Pointer t .
I:eatu re_speciﬁc Nextog‘a%;g;"ty Capability |DI Dword O
Configuration Registers Cheird™
Dword n

Figure 19: General Format of a New Capabilities List Entry
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ID

Description

00h

Reserved.

01h

PCI Power Management Interface. Refer to “The PM Capability Register
Set” on page 585.

02h

AGP. Refer to “AGP Capability” on page 845. Also refer to the MindShare
book entitled AGP System Architecture, Second Edition (published by Addi-
son-Wesley).

03h

VPD. Refer to “Vital Product Data (VPD) Capability” on page 848.

04h

Slot Identification. This capability identifies a bridge that provides
external expansion capabilities (i.e., an expansion chassis containing add-
in card slots). Full documentation of this feature can be found in the revi-
sion 1.1 PCI-to-PCI Bridge Architecture Specification. For a detailed, Express-
oriented description, refer to “Introduction To Chassis/Slot Numbering
Registers” on page 859 and “Chassis and Slot Number Assignment” on
page 861.

05h

Message Signaled Interrupts. Refer to “The MSI Capability Register Set”
on page 332.

06h

CompactPCI Hot Swap. Refer to the chapter entitled Compact PCI and
PMC in the MindShare book entitled PCI System Architecture, Fourth Edi-
tion (published by Addison-Wesley).

07h

PCI-X device. For a detailed description, refer to the MindShare book enti-
tled PCI-X System Architecture (published by Addison-Wesley).

08h

Reserved for AMD.

0%h

Vendor Specific capability register set. The layout of the

register set is vendor specific, except that the byte immediately
following the “Next” pointer indicates the number of bytes in the
capability structure (including the ID and Next pointer bytes). An
example vendor specific usage is a function that is configured in the final
manufacturing steps as either a 32-bit or 64-bit PCI agent and the

Vendor Specific capability structure tells the device driver which
features the device supports.

0Ah

Debug port.

0Bh
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0Ch PCI Hot-Plug. This ID indicates that the associated device conforms
to the Standard Hot-Plug Controller model.

0Dh- Reserved.
0Fh

10h PCI Express Capability register set (aka PCI Express Capability Struc-
ture). For a detailed explanation, refer to “PCI Express Capability Register
Set” on page 896.

11h-FFh | Reserved.

Table 13: Currently-Assigned Capabilities 1Ds

CardBus CIS Pointer

This optional register is implemented by functions that share silicon between a CardBus
device and a PCI or PCI Express function. This field points to the Card Information Structure
(CIS) on the Card-Bus card. The register is read-only and indicates that the as can be accessed
from the indicated offset within one of the following address spaces:

e Offset within the function's function-specific PCI-compatible configuration space (after
DW 15d in the function's PCl-compatible configuration space).

e Offset from the start address indicated in one of the function's Memory Base Address
Registers.

e Offset within a code image in the function's expansion ROM.

Expansion ROM Base Address Register

Required if a function incorporates a device ROM. Many PCI functions incorporate a
device ROM (the spec refers to it as an expansion ROM) that contains a device driver for the
function. The expansion ROM start memory address and size is specified in the Expansion
ROM Base Address Register at configuration DW 12d in the configuration Header region. on
power-up the system must be automatically configured so that each function's 10 and memory
decoders recognize mutually-exclusive address ranges. The configuration software must be
able to detect how much memory space an expansion ROM requires. In addition, the system
must have the capability of programming a ROM's address decoder in order to locate its ROM
in a non-conflicting address range.

When the start-up configuration program detects that a function has an Expansion ROM
Base Address Register implemented (by writing all ones to it and reading it back), it must then
check the first two locations in the ROM for an Expansion ROM signature to determine if a
ROM s actually installed (i.e., there may be an empty ROM socket). If installed, the
configuration program must shadow the ROM and execute its initialization code.

The format of the expansion ROM Base Address Register:

e Aone in bit zero enables the function's ROM address decoder (assuming that the
Memory Space bit in the Command register is also set to one).
e Bits [10:1] are reserved.
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e Bits [31:11] are used to specify the ROM's start address (starting on an address
divisible by the ROM's size).

As an example, assume that the programmer writes FFFFFFFEh to the ROM's Base
Address Register (bit 0, the Expansion ROM Enable bit, is cleared so as not to enable the
ROM address decoder until a start memory address has been assigned). A subsequent
read from the register in the example yields FFFEQ000h. This indicates the following:

e Bit0is a zero, indicating that the ROM address decoder is currently disabled.

e Bits [10:1] are reserved.

e Inthe Base Address field (bits [31:11]), bit 17 is the least-significant bit that the
programmer was able to set to one. It has a binary-weighted value of 128K, indicating
that the ROM decoder requires 128KB of memory space be assigned to the ROM.
The programmer then writes a 32-bit start address into the register to assign the ROM
start address on a 128K address boundary.

The PCI 2.3 spec recommends that the designer of the Expansion ROM Base Address
Register should request a memory block slightly larger than that required by the current
revision ROM to be installed. This permits the installation of subsequent ROM revisions
that occupy more space without requiring a redesign of the logic associated with the
function's Expansion ROM Base Address Register. The spec sets a limit of 16MB as the
maximum expansion ROM size.

The Memory Space bit in the Command register has precedence over the Expansion
ROM Enable bit. The function's expansion ROM should respond to memory accesses
only if both its Memory Space bit (in its Command register) and the Expansion ROM
Enable bit (in its expansion ROM Base Address register) are both set to one.

In order to minimize the number of address decoders that a function must implement,
one address decoder can be shared between the Expansion ROM Base Address Register
and one of the function's Memory Base Address Registers. The two Base Address
Registers must be able to hold different values at the same time, but the address decoder
will not decode ROM accesses unless the Expansion ROM Enable bit is set in the
Expansion ROM Base Address Register.

31 11 10 1 8]

ROM Base Address Researved

Address decode enable

Figure 20: ROM Base Address Register
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Command Register

16-Bit Register the software gives commands to the layer to do it as shown below. Some
of the bits are read only as they do not apply for PCle and some reserved and the most is
read/Write.

15 10 9 8 7 6 56 4 3 2 1 0O

Reserved

Interrupt Disable __f
Fast Back-to-Back Enable in PCI; not used in Express

SERR# Enable

Stepping Control in PCI; not used in Express

Parity Error Response

VGA Palette Snoop Enable in PCI; not used in Express

Memory Write and Invalidate Enable in PCI;, not used in Express

Special Cycles in PCI; not used in Express

Bus Master

Memory Space enable

10 Space enable

Figure 21: Command Register

Bit | Type Description

0 RW | IO Address Space Decoder Enable.
* Endpoints:
- 0.10 decoder is disabled and IO transactions targeting this device
return completion with “Unsupported Request’ status.
-~ 1.10 decoder is enabled andlO transactions targeting this device
are accepted.

1 RW | Memory Address Space Decoder Enable.
* Endpoints and Memory-mapped devices within Switch:

— 0. Memory decoder is disabled and Memory transactions target-
ing this device return completion with ‘Unsupported Request’
completion status.

- 1. Memory decoder is enabled and Memory transactions targeting
this device are accepted.

2 RW | Bus Master Enable.
* Endpoints:
— 0. Disables an Endpoint function from issuing memory or 1O
requests. Also disables the ability to generate MSI messages.
— 1. Enables the Endpoint to issue memory or 1O requests, includ-
ing MSI messages.
- Requests other than memory or 10 requests are not controlled by
this bit.
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— Default =0.

— Hardwired to 0 if an Endpoint function does not generate mem-
ory or IO requests.

* Root and Switch Port:

— Controls the forwarding of memory or IO requests by a Switch or
Root Port in the upstream direction.

- 0. Memory and IO requests received at a Root Port or the down-
stream side of a Switch port must return an Unsupported
Requests (UR) Completion.

— Does not affect the forwarding of Completions in either the
upstream or downstream direction.

— Does not control the forwarding of requests other than memory
or 10 requests.

— Default value of this bit is Ob.

3 RO

Special Cycle Enable. Does not apply to PCI Express and must be 0.

Memory Write and Invalidate. Does not apply to PCI Express and
must be 0.

VGA Palette Snoop. Does not apply to PCI Express and must be 0.

Parity Error Response. In the Status register (see Figure 22-5 on page
780), the Master Data Parity Error bit is set by a Requester if its Parity
Error Response bit is set and either of the following two conditions
occurs:

* If the Requester receives a poisoned Completion.

* [f the Requester poisons a write request.

If the Parity Error Response bit is cleared, the Master Data Parity Error
status bit is never set.
The default value of this bit is 0.

IDSEL Stepping/Wait Cycle Control. Does not apply to PCI Express
and must be 0.

SERR Enable. When set, this bit enables the non-fatal and fatal errors
detected by the function to be reported to the Root Complex. The func-
tion reports such errors to the Root Complex if it is enabled to do so
either through this bit or through the PCI Express specific bits in the
Device Control register (see “Device Control Register” on page 905).
The default value of this bit is 0.

59 | Page




NMenlor £ ONE Lab

A Siemens Business

9 RO | Fast Back-to-Back Enable. Does not apply to PCI Express and must be
0.

10 RW | Interrupt Disable. Controls the ability of a PCI Express function to gen-

erate INTx interrupt messages.

¢ () = Function enabled to generate INTx interrupt messages.

¢ 1 = Function’s ability to generate INTx interrupt messages is dis-
abled.

If the function had already transmitted any Assert_INTx emulation

interrupt messages and this bit is then set, it must transmit a corre-

sponding Deassert_INTx message for each assert message transmitted

earlier.

Note that INTx emulation interrupt messages forwarded by Root and

Switch Ports from devices downstream of the Root or Switch Port are

not affected by this bit. The default value of this bit is 0.

Table 14: Command Register

Status Register

16-Bit Register the layer use it to update the software with status of what happened and
happening in the layer. It has read only bits and read write one to clear bits. The read only is
for bits which indicate something in the layer but RW1C bits indicates something has happened
and the software write one to clear after reading it to enable the layer to detect it again like
errors reporting.

151413121110 9 8 76 5 4 3 2 0

22| |2:2|23| Reserved

t Interrupt Status

Capabilties List; addedin 2.2

B66MHz-Capable in PCI; reserved in Express

Was UDF Supported; now Reserved

Fast Back-to-Back Capable in PC|, reserved in Express
Master Data Parity Error

DEVSEL Timing in PCI; reserved in Express

Signalled Target-Abort

Received Target-Abort

Received Master-Abort

Signalled System Error
Detected Parity Error

Figure 22: Status Register
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Bit Attributes Description

3 RO Interrupt Status. Indicates that the function has an interrupt
request outstanding (that is, the function transmitted an inter-
rupt message earlier in time and is awaiting servicing).

Note that INTx emulation interrupts forwarded by Root and
Switch Ports from devices downstream of the Root or Switch
Port are not reflected in this bit. The default state of this bit is
(. Note : this bit is only associated with INTx messages, and
has no meaning if the device is using Message Signaled Inter-
rupts.

4 RO Capabilities List. Indicates the presence of one or more
extended capability register sets in the lower 48 dwords of the
function’s PCIl-compatible configuration space. Since, at a
minimum, all PCI Express functions are required to imple-
ment the PCI Express capability structure, this bit must be set

to 1.

5 RO 66MHz-Capable. Does not apply to PCI Express and must be
0.

7 RO Fast Back-to-Back Capable. Does not apply to PCI Express

and must be (.

8 RW1C Master Data Parity Error. The Master Data Parity Error bit is
set by a Requester if the Parity Error Enable bit is set in its
Command register and either of the following two conditions
occurs:

* If the Requester receives a poisoned Completion.

* [f the Requester poisons a write request.

If the Parity Error Enable bit is cleared, the Master Data Parity
Error status bit is never set.
The default value of this bit is 0.

10:9 RO DEVSEL Timing. Does not apply to PCI Express and must be
0.
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11 RWI1C Signaled Target Abort. This bit is set when a function acting
as a Completer terminates a request by issuing Completer
Abort Completion Status to the Requester.

The default value of this bit is 0.

12 RWI1C Received Target Abort. This bit is set when a Requester
receives a Completion with Completer Abort Completion Sta-
tus.

The default value of this bit is 0.

13 RW1C Received Master Abort. This bit is set when a Requester
receives a Completion with Unsupported Request Comple-
tion Status.

The default value of this bit is 0.

14 RW1C Signaled System Error. This bit is set when a function sends
an ERR_FATAL or ERR_NONFATAL message, and the SERR
Enable bit in the Command register is set to one.

The detault value of this bit is 0.

15 RW1C Detected Parity Error. Regardless of the state the Parity Error
Enable bit in the function’s Command register, this bit is set if
the function receives a Poisoned TLP.

The default value of this bit is 0.

Table 15: Status Register

Interrupt line

Optional Register, A PCI Express function may generate interrupts in the legacy PCI/PCI-
X manner. As an example, when a PCI Express-to-PCl or PCI-X bridge detects the assertion
or deassertion of one of its INTA#, INTB#, INTC#, or INTD# inputs on the legacy side of the
bridge, it sends an INTx Assert or Deassert message upstream towards the Root Complex
(specifically, to the interrupt controller within the Root Complex).

As in PCI, the Interrupt Line register communicates interrupt line routing information. The
register is read/write and must be implemented by any function that contains a valid non-zero
value in its Interrupt Pin configuration register. The OS or device driver can examine a device's
Interrupt Line register to determine which system interrupt request line the device uses to issue
requests for service (and, therefore, which entry in the interrupt table to "hook").

In a non-PC environment, the value written to this register is architecture-specific and
therefore outside the scope of the specification.

Interrupt Pin

This read-only optional register identifies the legacy INTx interrupt Message (INTA,
INTB, INTC, or INTD) the function transmits upstream to generate an interrupt. The values
Olh-through-04h correspond to legacy INTx interrupt Messages INTA-through-INTD. A
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return value of zero indicates that the device doesn't generate interrupts using the legacy
method. All other values (05h-FFh) are reserved. Note that, although the function may not
generate interrupts via the legacy method, it may generate them via the MSI method.

Base Address Registers (BARS)

On power-up, the system must be automatically configured so that each function's 10 and
memory functions occupy mutually-exclusive address ranges. In order to accomplish this, the
system must be able to detect how many memory and 10 address ranges a function requires
and the size of each. Obviously, the system must then be able to program the function's address
decoders in order to assign non-conflicting address ranges to them.

The Base Address Registers (BARs), located in DWs 4-through-9 of the function's
configuration Header space, are used to implement a function's programmable memory and/or
10 decoders. Each register is 32-bits wide (or 64-bits wide if it's a memory decoder and its
associated memory block can be located above the 4GB address boundary). the three possible
formats of a Base Address Register are 32-bit & 64-bit Memory & 32-bit 10. Bit 0 is a read-
only bit and indicates whether it's a memory or an 10 decoder:

e |f bit 0 =0, the register is a memory address decoder.
e If bit 0 =1, the register is an 10 address decoder.

Decoders may be implemented in any of the Base Address Register positions. If more than
one decoder is implemented, there may be holes. During configuration, the configuration
software must therefore look at all six of the possible Base Address Register positions in a
function's Header to determine which registers are actually implemented.

In Memory BARs in Third bit is Prefetchable Attribute Bit. Bit three defines the block of
memory as Prefetchable or not. A block of memory space may be marked as Prefetchable only
if it can guarantee that:

e there are no side effects from reads (e.g., the read doesn't alter the con-tents of the
location or alter the state of the function in some manner). It's permissible for a bridge
that resides between a Requester and a memory target to prefetch read data from
memory that has this characteristic. If the Requester doesn't end up asking for all of the
data that the bridge read into a read-ahead buffer, the bridge must discard the data. The
data remains unchanged in the target's memory locations.

e onaread, it always returns all bytes irrespective of the byte enable set-tings.

e the memory device continues to function correctly if a bridge that resides between the
Requester and the memory target performs byte merging in its posted memory write
buffer when memory writes are performed within the memory target's range.

The device uses two BARs in case of addressed 32-bit memory addressing one for start and
one for end & in case of addressed 64-bit memory addressing uses 4 BARs 2 for start and 2 for
end & in case of 10 32-bit Addressing uses 2 BARs for start and end

Worst Case is when device is addressed by 10 & 64-bit Memory which uses all the 6 BARs.
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31 78 432 10
Base Address reserved 0 0]0
A
Prefetchable T
Type

00 - 32-bit decoder. Locate anywhere in lower 4GB

01 - reserved.

10 - 64-bit decoder. Locate anywhere in 254 memory
space (implies this register is 64-bits wide and
consumes next dword of config space as well
as this one).

11 - reserved

Memory space indicator

Figure 23: BAR 32-bit Memory assignment

63 32 31 76 43 2 10

Upper 32 bits of Base Address Lower part of Base Address |reserved 1 0|0

Prefetchable

Type

00 - 32-bit decoder. Locate anywhere in lower 4GB

01 - reserved

10 - 64-bit decoder. Locate anywhere in 2% memory
space (implies this register is 64-bits wide and
consumes next dword of config space as well
as this one)

11 - reserved

Memory space indicator

Figure 24: BAR 64-bit Memory assignment

31 2 1 0
Base Address 1

Reserved T
I/0 Space Indicator

Figure 25: 10 bit Assignment

A Memory Example. As an example, assume that FFFFFFFFh is written to the Base
Address Register at configuration DW 04d and the value read back is FFFO0000h. The fact that
any bits could be changed to one indicates that the Base Address Register is implemented.

e Bit 0 =0, indicating that this is a memory address decoder.
e Bits [2:1] = 00b, indicating that it's a 32-bit memory decoder.
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e Bit 3 =0, indicating that it's not Prefetchable memory
e Bit 20 is the first one bit found in the Base Address field. The binary-weighted value of
this bit is 1,048,576, indicating that this is an address decoder for LMB of memory.

The programmer then writes a 32-bit base address into the register. How-ever, only bits
[31:20] are writable. The decoder accepts bits [31:20] and assumes that bits [19:0] of the
assigned base address are zero. This means that the base address is divisible by 1MB, the size
of the requested memory range. It is a characteristic of PCI, PCI-X, and PCI Express decoders
that the assigned start address is always divisible by the size of requested range.

As an example, it is possible to program the example memory address decoder for a 1IMB
block of memory to start on the one, two, or three meg boundary, but it is not possible to set its
start address at the 1.5, 2.3, or 3.7 meg boundary.

An 10 Example. As a second example, assume that FFFFFFFFh is written to a function's
Base Address Register at configuration DW address 05d and the value read back is
FFFFFFO1h. Bit 0 is a one, indicating that this is an 10 address decoder. Scanning upwards
starting at bit 2 (the least-significant bit of the Base Address field), bit 8 is the first bit that was
successfully changed to one. The binary-weighted value of this bit is 256, indicating that this
is an JO address decoder requesting 256 bytes of 10 space.

The programmer then writes a 32-bit base JO address into the register. However, only bits
[31:8] are writable. The decoder accepts bits [31:8] and assumes that bits [7:0] of the assigned
base address are zero. This means that the base address is divisible by 256, the size of the
requested 10 range.

3-5-3 Typel
Bus Numbers Registers

Before proceeding, it's important to define some basic terms associated with an actual or a
virtual PCI-to-PCI bridge. Each PCI-to-PClI bridge is connected to two buses, referred to as
its primary and secondary buses:

e Downstream: When a transaction is initiated and is passed through one or more PCI-
to-PClI bridges flowing away from the host processor, it is said to be moving
downstream.

e Upstream: When a transaction is initiated and is passed through one or more PCI-to-
PCI bridges flowing towards the host processor, it is said to be moving upstream.

e Primary bus: PCI bus that is directly connected to the upstream side of a bridge.

e Secondary bus: PCI bus that is directly connected to the downstream inter-face of a
PCI-to-PCI bridge.

e Subordinate bus: Highest-numbered PCI bus on the downstream side of the bridge.

Introduction

Each PCI-to-PCI bridge must implement three mandatory bus number registers. All of
them are read /writable and are cleared to zero by reset. During configuration, the
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configuration software initializes these three registers to assign bus numbers. These registers
are:

e the Primary Bus Number register.
e the Secondary Bus Number register.
¢ the Subordinate Bus Number register.

The combination of the Secondary and the Subordinate Bus Number register values
defines the range of buses that exists on the downstream side of the bridge. The information
supplied by these three registers is used by the bridge to determine whether or not to pass a
packet through to the opposite interface.

Primary bus register

PCI-Compatible register. Mandatory. Located in Header byte zero of DW six. The
Primary Bus Number register is initialized by software with the number of the bus that is
directly connected to the bridge's primary interface. This register exists for three reasons:

e To mute Completion packets.
e To mute a Vendor-defined message that uses ID-based routing.
e Toroute a PCI Special Cycle Request that is moving upstream.

Secondary bus register

PCI-Compatible register. Mandatory. Located in Header byte one of DW six. The
Secondary Bus Number register is initialized by software with the number of the bus that is
directly connected to the bridge's secondary interface. This register exists for three reasons:

e When a Special Cycle Request is latched on the primary side, the bridge uses this
register (and, possibly, the Subordinate Bus Number register) to determine if it should
be passed to the bridge's secondary interface as either a PCI Special Cycle transaction
(if the bus connected to the secondary inter-face is the destination PCI or PCI-X bus)
oras is (i.e., as a Type 1 configuration write request packet).

e When a Type 1 Configuration transaction (read or write and not a PCI Spe-cial Cycle
Request) is latched on the primary side, the bridge uses this regis-ter (and, possibly,
the Subordinate Bus Number register) to determine if it should be passed to the
bridge's secondary interface as either a Type 0 con-figuration transaction (if the bus
connected to the secondary interface is the destination PCI or PCI-X bus) or as is (i.e.,
as a Type 1 configuration write request packet).

e When a Completion packet is latched on the primary side, the bridge uses this register
(and, possibly, the Subordinate Bus Number register) to deter-mine if it should be
passed to the bridge's secondary interface.

Subordinate bus register

PCI-Compatible register. Mandatory. Located in Header byte two of DW six. The
Subordinate Bus Number register is initialized by software with the number of the highest-
numbered bus that exists on the downstream side of the bridge. If there are no PCI-to-PClI
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bridges on the secondary bus, the Subordinate Bus Number register is initialized with the
same value as the Secondary Bus Number register.

Bridge Routes ID Addressed Packets Using Bus Number Registers

When one of the bridge's interfaces latches a Completion packet, an ID-routed Vendor-
defined message, or a PCI Special Cycle request, it uses its internal bus number registers to
decide whether or not to accept the packet and pass it to the opposite bridge interface:

e The routing of PCI Special Cycle requests was described in the previous sections.

e When the bridge latches a Completion packet or an ID-routed Vendor-defined
message on its primary interface, it compares the Bus Number portion of destination
ID to its Secondary Bus Number and Subordinate Bus Number register values. If the
target bus number falls within the range of buses defined by the bridge's Secondary
Bus Number and Subordinate Bus Number registers, the bridge accepts the packet and
passes it to its opposite interface.

e When the bridge latches a Completion packet or an ID-routed Vendor-defined
message on its secondary interface, it compares the Bus Number portion of the
destination ID to its Primary Bus Number register.

o If it matches, the bridge accepts the packet and passes it to the primary
interface.

o Ifit doesn't match the bridge's Primary Bus Number register and it's outside
the range of buses defined by the bridge's Secondary Bus Number and
Subordinate Bus Number registers, the bridge accepts the packet (the target
bus is not on the downstream side of the bridge and therefore it must be passed
upstream) and passes it to its primary inter-face.

o If the destination bus falls within the range of buses defined by the bridge's
Secondary Bus Number and Subordinate Bus Number registers, then the target
bus is on the downstream side of the bridge. The bridge therefore does not
accept the packet.

e These registers are also used to route Type 1 configuration packets.

Base Address Registers

Differs from PCI. Optional. Only necessary if the bridge implements a device-specific
register set and/or a memory buffer. Located in Header DWs four and five. If the designer
doesn't implement any internal, device-specific register set or memory, then these address
decoders aren't necessary. These Base Address Registers are used in the same manner as
those described for a non-bridge PCI function. If implemented, both may be implemented as
memory decoders, both as 10 decoders, one as memory and one as 10, or only one may be
implemented as either 10 or memory.

If a BAR is implemented as a memory BAR with the Prefetchable bit set to one, it must
be implemented as a 64-bit memory BAR and would therefore consume both DWs four and
five.
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10 & Memory & Prefetchable Memory Base and Limit Registers

Used to know if the incoming packet is routed to an endpoint or bridge on the
downstream of this bridge or not. It can route 3 types:

e [0 16&32-bit (In case of 32-bit it uses the upper 10 registers to complete the address)

e Memory 32-bit

e Prefetchable 32&64-bit (In case of 64-bit it uses the upper 10 registers to complete
the address)

T 4 3 0

Upper digit of I/0 Range
start address

Address Decode Type

Read-only field
Oh = 16-bit /0 address decode
1h = 32-bit /0 address decode
2h -Fh =reserved

Read/Writable field.

Specifies upper hex digit

) of four digit, 16-bit I/O range start address-

Note: If Address Decode Type field contains 1h, or fourth digit, [15:12], of eight digit
implementation of the |0 Base Upper 16 Bits register  32-bit I/O range start address (if 3:0 = 1h).
is mandatory.

Figure 26: 10 Base & Limit Registers bit assignment

10 16-bit Example. Assume that the 10 base is set to 2h and the 10 Limit is set to 3h. The
bridge is now primed to recognize any 10 transaction on the primary bus that targets an 10
address within the range consisting of 2000h through 3FFFh.

Anytime that the bridge detects an 10 transaction on the primary bus with an address
inside the 2000h through 3FFFh range, it accepts the transaction and passes it through
(because it's within the range defined by the 10 Base and Limit registers and may therefore be
for an 10 device that resides behind the bridge).

Anytime that the bridge detects an 10 transaction on the primary bus with an address
outside the 2000h through 3FFFh range, it ignores the transaction (because the target 10
address is outside the range of addresses assigned to 10 devices that reside behind the bridge).

Anytime that the bridge detects an 10 transaction on the secondary bus with an address
inside the 2000h through 3FFFh range, it ignores the transaction (because the target address
falls within the range assigned to 10 devices that reside on the secondary side of the bridge).

Anytime that the bridge detects an 10 transaction on the secondary bus with an address outside
the 2000h through 3FFbh range, it accepts the transaction and passes it through to the primary
side (because the target address falls outside the range assigned to 10 devices that reside on the
secondary side of the bridge, but it may be for an 10 device on the primary side).
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13 4 3 0

Address Decoda
Type

Upper 3 digits of 32-bl prefelchable memory range slan address

Read-anby hield
oh = 32-bil mamary dacoder.
1h_ =54-bit memory dacoder.
2h = Fh = reserved.

Figure 27: Prefetchable memory Base & Limit Registers

15 4 3 0

Upper 3 digits of 32-bit memory-mapped IO range startaddress | € 0 0 O

I_must return zeros when read.

Read/write field.

Initialized hy software with
upper 3 hex digits of 32-bit
memory-mapped 10 range
start address to decode.

Figure 28: memory Base & Limit Registers

As Prefetchable 64-bit example, assume that these four registers are set as follows:

e FF00000h is written into the Prefetchable Memory Base Upper 32-bits register.
e 123h is written into the upper three digits of the Base register.

e FF000000h is written into Prefetchable Memory Limit Upper 32-bits register.
e 124h is written into the upper three digits of the Limit register.

This defines the Prefetchable memory address range as the 2MB range from
FF00000012300000h through FFO00000124FFFFFh.

As another example, assume they are programmed as follows:

e 00000230h is written into the Prefetchable Memory Base Upper 32-bits register.
e 222h written into the upper three digits of the Base register.

e 00000230h is written into Prefetchable Memory Limit Upper 32-bits register.

e 222h written into the upper three digits of the Limit register.

This defines the Prefetchable memory address range as the 1MB range from
0000023022200000h through 00000230222FFFFFh.
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As a memory 32-bit example, assume that the configuration software has written the following
values to the Memory Base and Limit registers:

e The upper three digits of the Memory Base register contain 555h.
e The upper three digits of the Memory Limit register contain 678h.

This defines a 292MB memory-mapped 10 region on the downstream side of the bridge starting
at 55500000h and ending at 678FEFFFh.

Command & Control Registers

The bridge designer must implement two required command registers in the bridge's
configuration Header region:

e The Command register is the standard configuration Command register defined by the
spec for any function. It is associated with the bridge's primary bus interface.

e The Bridge Control register is an extension to the standard Command register and is
associated with the operation of both of the bridge's bus interfaces.

15 1098 76 5432 10

]

Reserved

Interrupt Disable
Fasl Back-to-Back Enable in PCI; not used in Express
SERR# Enable

Stepping Control in PCI; not used in Express

Parity Error Response

VGA Palette Snoop Enable in PCI; not used in Express

Memory Write and Invalidate Enable in PCI; not used in Express

Special Cycles in PCI; not used in Express

Bus Master
Memory Space enable

IO Space enable

Figure 29: Bridge Command Register
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Bit | Attributes Description

0 RW 10 Address Space Decoder Enable.

- 0. IO transactions received at the downstream side of a
bridge that are moving in the upstream direction are not
forwarded and bridge returns completion with ‘Unsup-
ported Request’ completion status.

- 1.1I0 transactions received at the downstream side of a
bridge that are moving in the upstream direction are for-
warded from the secondary to primary side of the bridge.

1 RW Memory Address Space Decoder Enable.
* Memory-mapped devices within Bridge:

- 0. Memory decoder is disabled and Memory transactions
targeting this device results in bridge returning completion
with ‘Unsupported Request’ completion status.

- 1. Memory decoder is enabled and Memory transactions
targeting this device are accepted.

* Memory transactions targeting device on the upstream side
of a bridge:

- 0. Memory transactions received at the downstream side of
a bridge are not forwarded to the upstream side and bridge
returns ‘Unsupported Request’ completion status.

- 1. Memory transactions received at the dowstream side of a
bridge that target a device residing on the upstream side of
a bridge are forwarded from the secondary to the primary
side of the bridge.

2 RW Bus Master.

- Controls the ability of a Root Port or a downstream Switch
Port to forward memory or IO requests in the upstream
direction.

— If this bit is 0, when a Root Port or a downstream Switch
Port receives an upstream-bound memory request or 10
request, it returns Unsupported Requests (UR) status to the
requester.

— This bit does not affect forwarding of Completions in either
the upstream or downstream direction.

- The forwarding of requests other than those mentioned
above are not controlled by this bit.

- Default value of this bit is 0.
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3 RO Special Cycles. Does not apply to PCI Express and must be hard-
wired to 0.

4 RO Memory Write and Invalidate Enable. Does not apply to PCI
Express and must be hardwired to 0.

5 RO VGA Palette Snoop. Does not apply to PCI Express and must be
hardwired to 0.

6 RW Parity Error Response.

When forwarding a Poisoned TLP from Primary to Secondary:

® The primary side must set the Detected Parity Error bit in the
bridge Status register.

¢ [f the Parity Error Response bit in the Bridge Control register is
set, the secondary side must set the Master Data Parity Error
bit in the Secondary Status register.

When forwarding a Poisoned TLP from Secondary to Primary:

¢ The secondary side must set the Detected Parity Error bit in the
Secondary Status register.

¢ If the Parity Error Response bit in the Bridge Control register is
set, the primary side must set the Master Data Parity Error bit
in the bridge Status register.

If the Parity Error Response bit is cleared, the Master Data Parity

Error status bit in the bridge Status register is never set.

The default value of this bit is 0.

7 RO Stepping Control. Does not apply to PCI Express. Must be hard-
wired to 0.
8 EW SERR# Enable. When set, this bit enables the non-fatal and fatal

errors detected by the bridge’s primary interface to be reported to
the Root Complex. The function reports such errors to the Root
Complex if it is enabled to do so either through this bit or through
the PCI Express specific bits in the Device Control register (see
“Device Control Register” on page 905). The default value of this
bit is 0.

9 RO Fast Back-to-Back Enable. Does not apply to PCI Express and
must be hardwired to 0.
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10 RW Interrupt Disable. Controls the ability of a bridge to generate

INTx interrupt messages:

* 0 =The bridge is enabled to generate INTx interrupt messages.

* 1=The bridge’s ability to generate INTx interrupt messages is
disabled.

If the bridge had already transmitted any Assert_INTx emulation

interrupt messages and this bit is then set, it must transmit a cor-

responding Deassert_INTx message for each assert message

transmitted earlier.

Note that INTx emulation interrupt messages forwarded by Root

and Switch Ports from devices downstream of the Root or Switch

Port are not affected by this bit. The default value of this bit is 0.

15:11 Reserved. Read-only and must return zero when read.

Table 26: Bridge Command Register

Reserved [2.2]2.2]2.2|2.2 | | | |

Discard Timer SERR# Enable in PCI; reserved in Express
Discard Timer Status in PCI; reserved in Express
Secondary Discard Timeout in PCI; reserved in Express
Primary Discard Timeout in PCI; reserved in Express
Fast Back-to-Back Enable in PCI; reserved in Express
Secondary Bus Reset
Master Abort Mode in PCI; reserved in Express

VGA Enable in PCI;

ISA Enable in PCI;

SERR# Enable
Parity Error Response

Figure 30: Bridge Control Register
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Bit | Attributes Description

0 RW Parity Error Response.

When forwarding a Poisoned TLP from Primary to Secondary:

* The primary side must set the Detected Parity Error bit in the
bridge Status register.

o If the Parity Error Response bit in the Bridge Control register is
set, the secondary side must set the Master Data Parity Error bit
in the Secondary Status register.

When forwarding a Poisoned TLP from Secondary to Primary:

* The secondary side must set the Detected Parity Error bit in the
Secondary Status register.

¢ If the Parity Error Response bit in the Bridge Control register is
set, the primary side must set the Master Data Parity Error bit in
the bridge Status register.

If the Parity Error Response bit is cleared, the Master Data Parity

Error status bit in the Secondary Status register is never set.

The default value of this bit is 0.

1 RW SERR# Enable. This bit controls the forwarding of ERR_COR (cor-
rectable errors), ERR_NONFATAL (non-fatal errors), and
ERR_FATAL (fatal errors) received on the secondary side to the
primary side.

Default value of this field is (.

2 RW ISA Enable. See page 582 of the MindShare PCI book.

3 RW VGA Enable. See page 608 of the MindShare PCI book.

4 RO Reserved. Hardwired to zero.

5 RO Master Abort Mode. Not used in Express and must be hardwired
to zero.

6 RW Secondary Bus Reset. Setting this bit to one triggers a hot reset on

the Express downstream port.
Port configuration registers must not be affected, except as
required to update port status.
Default value of this field is 0.

7 RO Fast Back-to-Back Enable. Not used in Express and must be hard-
wired to zero.
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8 RO Primary Discard Timeout. Not used in Express and must be hard-
wired to zero.

9 RO Secondary Discard Timeout. Not used in Express and must be
hardwired to zero.

10 RO Discard Timer Status. Not used in Express and must be hard-
wired to zero.

11 RO Discard Timer SERR# Enable. Not used in Express and must be
hardwired to zero.

Table 17: Bridge Control Register

Status & Secondary Status Register

15141312 1110 9 8 76 5 4 3 2 0
22 22123

Reserved
t Interrupt Status

Capatbilities List; addedin 2.2

66MHz-Capable in PCI; reserved in Express
Was UDF Supported; now Reserved

Fast Back-to-Back Capable in PCI; reserved in Express
Master Data Parity Error

DEVEEL Timing in PCI; reserved in Express

Signalled Target-Abort

Received Target-Abort

Received Master-Abort

Signalled System Error

Detected Parity Error

Figure 31: Bridge Status Register
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Bit Attributes Description

3 RO Interrupt Status. Indicates that the bridge itself had previ-
ously transmitted an interrupt request to its driver (that is,
the function transmitted an interrupt message earlier in time
and is awaiting servicing).

Note that INTx emulation interrupts forwarded by Root and
Switch Ports from devices downstream of the Root or Switch
Port are not reflected in this bit. The default state of this bit is
0.

4 RO Capabilities List. Indicates the presence of one or more
extended capability register sets in the lower 48 dwords of the
function’s PCI-compatible configuration space. Since, at a
minimum, all PCI Express functions are required to imple-
ment the PCI Express capability structure, this bit must be set
to 1.

5 RO 66MHz-Capable. Does not apply to PCI Express and must be
0.

7 RO Fast Back-to-Back Capable. Does not apply to PCI Express
and must be 0.

8 RW1C Master Data Parity Error.

When forwarding a Poisoned TLP from Primary to Second-

ary:

® The primary side must set the Detected Parity Error bit in
the bridge Status register.

¢ If the Parity Error Response bit in the Bridge Control regis-
ter is set, the secondary side must set the Master Data Par-
ity Error bit in the Secondary Status register.

When forwarding a Poisoned TLP from Secondary to Pri-

mary:

* The secondary side must set the Detected Parity Error bit in
the Secondary Status register.

* If the Parity Error Response bit in the Bridge Control regis-
ter is set, the primary side must set the Master Data Parity
Error bit in the bridge Status register.

If the Parity Error Response bit in the Bridge Command regis-

ter is cleared, the Master Data Parity Error status bit in the

Secondary Status register is never set.

The default value of this bit is 0.

10:9 RO DEVSEL Timing. Does not apply to PCI Express and must be
0.
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11 RW1C Signaled Target Abort. This bit is set when the bridge's pri-
mary interface completes a received request by issuing a
Completer Abort Completion Status.

Default value of this field is 0.

12 RWIC Received Target Abort. This bit is set when the bridge’s pri-
mary interface receives a Completion with Completer Abort

Completion Status.
Default value of this field is 0.

13 RW1C Received Master Abort. This bit is set when the bridge’s pri-
mary interface receives a Completion with Unsupported
Request Completion Status.

Default value of this field is 0.

14 RW1C Signaled System Error. This bit is set when the bridge’s pri-
mary interface sends an ERR_FATAL (fatal error) or
ERR_NONFATAL (non-fatal error) message (if the SERR
Enable bit in the bridge Command register is set to one).
The default value of this bit is 0.

15 RW1C Detected Parity Error. This bit is set by the bridge’s primary
interface whenever it receives a Poisoned TLP, regardless of
the state the Parity Error Enable bit in the bridge Command
register. Default value of this bit is 0.

Table 18: Bridge Status Register

151413121110 9 8 7 6 5 4 3

Reserved QI

66MHz-Capable in PCI; reserved in Express

Was UDF Supported in PCI 2.1; reserved in Express
Fast Back-to-Back Capable in PCI; reserved in Express
Master Data Parity Error

DEVSEL Timing in PCI; reserved in Express

Signalled Target-Abort

Received Target-Abort

Received Master-Abort

Received System Error

Detected Parity Error

Figure 32: Bridge Secondary Status Register
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Bit Attributes Description
5 RO 66MHz-Capable. Does not apply to Express and must be 0.
7 RO Fast Back-to-Back Capable. Does not apply to PCI Express
and must be 0.
8 RW1C Master Data Parity Error.
When forwarding a Poisoned TLP from Primary to Second-
ary:

® The primary side must set the Detected Parity Error bit in
the bridge Status register.

* If the Parity Error Response bit in the Bridge Control regis-
ter is set, the secondary side must set the Master Data Par-
ity Error bit in the Secondary Status register.

When forwarding a Poisoned TLP from Secondary to Pri-

mary:

* The secondary side must set the Detected Parity Error bit in
the Secondary Status register.

* If the Parity Error Response bit in the Bridge Control regis-
ter is set, the primary side must set the Master Data Parity
Error bit in the bridge Status register.

If the Parity Error Response bit in the Bridge Control register

is cleared, the Master Data Parity Error status bit in the Sec-

ondary Status register is never set. The default value of this

bit is 0.
10:9 RO DEVSEL Timing. Does not apply to Express and must be 0.
11 RW1C Signaled Target Abort. This bit is set when the bridge’s sec-

ondary interface completes a received request by issuing a
Completer Abort Completion Status. Default value of this
field is 0.
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12 RW1C Received Target Abort. This bit is set when the bridge’s sec-
ondary interface receives a Completion with Completer
Abort Completion Status. Default value of this field is 0.

13 RW1C Received Master Abort. This bit is set when the bridge’s sec-
ondary interface receives a Completion with Unsupported
Request Completion Status. Default value of this field is 0.

14 RW1C Signaled System Error. This bit is set when the bridge's sec-
ondary interface sends an ERR_FATAL (fatal error) or
ERR_NONFATAL (non-fatal error) message (if the SERR
Enable bit in the Bridge Control register is set to one. The
default value of this bit is 0.

15 RW1C Detected Parity Error. This bit is set by the bridge’s second-
ary interface whenever it receives a Poisoned TLP, regardless
of the state the Parity Error Enable bit in the Bridge Control
register. Default value of this bit is 0.

Table 19 Bridge Secondary Status Register

3-5-4 Capabilities
PCle Capability
This capability gives more control to the software to the device, the capability register is

read only register to tell the software about what is the device hardware capable of, the control
is like command register to tell the device what to use of this hardware.

| ot Exres apeiis Regter NatCap | PO | DWO
é Device Capabilties Register DW1
% Device Status Device Control DW?2
”g Link Capabilities DW3
i Link Status Link Control DW4

Figure 33: PCle Capability Registers
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PCIE s
PCI Express Capabilities Register Ng)étiﬁ:fp Cca;r:roes

3 )
4 >

1514 13 987 43

RsvdP -T
Interrupt Message Number

Slot Implemented

Device Port Type

Capability Version
Pointer to Next Cap, 00 = End of List
PCI Express Capability ID = 10h

Figure 34: PCle Capability Register
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Bit(s) Type Description

3:0 RO Capability Version. SIG-defined PCI Express capability structure
version number (must be 1h).

74 RO Device/Port Type. Express logical device type:

¢ (0000b: PCI Express Endpoint. Some OSs and /or processors
may not support IO accesses (i.e., accesses using 1O rather than
memory addresses). This being the case, the designer of a native
PCI Express function should avoid the use of IO BARs.
However, the target system that a function is designed for may
use the function as one of the boot devices (i.e., the boot input
device (e.g., keyboard), output display device, or boot mass
storage device) and may utilize a legacy device driver for the
function at startup time. The legacy driver may assume that the
function’s device-specific register set resides in 10 space. In this
case, the function designer would supply an IO BAR to which
the configuration software will assign an 10 address range.
When the OS boot has completed and the OS has loaded a
native PCI Express driver for the function, however, the OS5 may
deallocate all legacy IO address ranges previously assigned to
the selected boot devices. From that point forward and for the
duration of the power-up session, the native driver will utilize
memory accesses to communicate with its associated function
through the function’s memory BARs.

¢ (001b: Legacy PCI Express Endpoint. A function that requires
10 space assignment through BARs for run-time operations.
Extended configuration space capabilities, if implemented on
legacy PCI Express Endpoint devices, may be ignored by soft-
ware.

0100b: Root Port of PCI Express Root Complex*.

0101b: Switch upstream port*.

0110b: Switch downstream port*.

0111b: Express-to-PCI/PCI-X bridge*.

1000b: PCI/PCI-X to Express bridge*.

All other encodings are reserved.

* Only valid for functions with a Type 1 configuration register
layout.
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8 HWInit | Slot Implemented. When set, indicates that this Root Port or

Switch downstream port is connected to an add-in card slot (rather
than to an integrated component or being disabled). See “Chassis
and Slot Number Assignment” on page 861 for more information.

13:9 RO Interrupt Message Number. If this function is allocated more
than one MSI interrupt message value (see “Message Data Regis-
ter” on page 335), this register contains the MSI Data value that is
written to the MSI destination address when any status bit in
either the Slot Status register (see “Slot Status Register” on

page 925) or the Root Status register (see “Root Status Register” on
page 928) of this function are set. If system software should alter
the number of message data values assigned to the function, the
function’s hardware must update this field to reflect the change.

Table 20: PCle Capability Register

Device Capabilities Register

31 28 2T 26 25 18 17 15 1413 12 1 9 8 65 43 2 0

RsvdP RsvdA

Captured Slot Power Limit Scale

Captured Slot Power Limit Value

Power Indicator Present on Dev

Attention Indicator Present on Dev

Attention Indicator Button Present on Dev.

Endpoint L1 Acceptable Latency

Endpoint LO Acceptable Latency
Extended Tag Field Supported

Phantom Functions Supported

Max Payload Size Supported

Figure 35: Device Capabilities Register
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Bit(s) Description

2:0 Max Payload Size Supported. Max data payload size that the function sup-
ports for TLPs:

* 000b = 128 bytes max payload size

001b = 256 bytes max payload size

010b = 512 bytes max payload size

011b = 1KB max payload size

100b = 2KB max payload size

101b = 4KB max payload size

110b = Reserved

111b = Reserved

. e 2 B & & @

4:3 Phantom Functions Supported.
Background: Normally, each Express function (when acting as a Requester)
is limited to no more than 32 outstanding requests currently awaiting com-
pletion (as indicated by the lower five bits of the transaction Tag; the upper
three bits of the Tag must be zero). However, a function may require more
than this. If the Extended Tag Field is supported (see bit 5 in this table) and
if the Extended Tag Field Enable bit in the Device Control register is set (see
“Device Control Register” on page 905), the max is increased to 256 and all
eight bits of the Requester ID Tag field are used when a function within the
device issues a request packet. If a function requires a greater limit than
256, it may do this via Phantom Functions.
Description: When the device within which a function resides does not
implement all eight functions, a non-zero value in this field indicates that
this is so. Assuming all functions are not implemented and that the pro-
grammer has set the Phantom Function Enable bit in the Device Control
register (see “Device Control Register” on page 905), a function may issue
request packets using its own function number as well as one or more addi-
tional function numbers.
This field indicates the number of msbs of the function number portion of
Requester ID that are logically combined with the Tag identifier.
¢ (0b. The Phantom Function feature is not available within this device.
¢ (01b. The msb of the function number in the Requestor ID is used for
Phantom Functions. The device designer may implement functions 0-3.
When issuing request packets, Functions 0, 1, 2, and 3 may also use
function numbers 4, 5, 6, and 7, respectively, in the packet’s Requester
ID.

¢ 10b. The two msbs of the function number in the Requestor ID are used
for Phantom Functions. The device designer may implement functions 0
and 1. When issuing request packets, Function 0 may also use function
numbers 2, 4, and 6 in the packet’s Requester ID. Function 1 may also
use function numbers 3, 5, and 7 in the packet’s Requester ID.

¢ 11b. All three bits of the function number in the Requestor ID are used for
Phantom Functions. The device designer must only implement Function
0 (and it may use any function number in the packet’s Requester ID).
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5 Extended Tag Field Supported. Max supported size of the Tag field when

this function acts as a Requester.

* 0 = 5-bit Tag field supported (max of 32 outstanding request per
Requester).

* 1 = 8-bit Tag field supported (max of 256 outstanding request per
Requester).

If 8-bit Tags are supported and will be used, this feature is enabled by set-

ting the Extended Tag Field Enable bit in the Device Control register (see

“Device Control Register” on page 905) to one.

8:6 Endpoint L0s Acceptable Latency. Acceptable total latency that an End-
point can withstand due to the transition from the LOs state to the L0 state
(see “L0s Exit Latency Update” on page 625). This value is an indirect indi-
cation of the amount of the Endpoint’s internal buffering. Power manage-
ment software uses this value to compare against the L0s exit latencies
reported by all components in the path between this Endpoint and its par-
ent Root Port to determine whether ASPM L0s entry can be used with no
loss of performance.

* 000b = Less than 64ns

* 001b = 64ns to less than 128ns

010b = 128ns to less than 256ns

011b = 256ns to less than 51 ns

100b = 512ns to less than 1us

101b = 1ps to less than 2ps

110b = 2ps-4us

111b = More than 4ps

]

. s 8 & @
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11:9 Endpoint L1 Acceptable Latency. Acceptable latency that an Endpoint can
withstand due to the transition from L1 state to the L0 state (see “L1 Exit
Latency Update” on page 626). This value is an indirect indication of the
amount of the Endpoint’s internal buffering. Power management software
uses this value to compare against the L1 Exit Latencies reported by all
components in the path between this Endpoint and its parent Root Port to
determine whether ASPM L1 entry can be used with no loss of perfor-
mance.

¢ 000b = Less than 1pus

001b = 1ps to less than 2ps

010b = 2ps to less than 4ps

011b = 4ps to less than 8ps

100b = 8ps to less than 16ps

101b = 16ps to less than 32ps

110b = 32ps-64ps

111b = More than 64ps

]

. & = & & @

12 Attention Button Present. When set to one, indicates an Attention Button is
implemented on the card or module. Valid for the following PCI Express
device Types:

¢ Express Endpoint device

* Legacy Express Endpoint device

* Switch upstream port

¢ Express-to-PCI/PCI-X bridge

13 Attention Indicator Present. When set to one, indicates an Attention Indi-
cator is implemented on the card or module. Valid for the following PCI
Express device Types:

. Express Endp-fmiht device

* Legacy Express Endpoint device

* Switch upstream port

¢ Express-to-PCI/PCI-X bridge
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14 Power Indicator Present. When set to one, indicates a Power Indicator is
implemented on the card or module. Valid for the following PCI Express
device Types:
¢ Express Endpoint device
* Legacy Express Endpoint device
* Switch upstream port
¢ Express-to-PCI/PCI-X bridge

25:18 | Captured Slot Power Limit Value (upstream ports only). [n combination
with the Slot Power Limit Scale value (see the next row in this table), speci-
fies the upper limit on power supplied by slot:

Power limit (in Watts) = Slot Power Limit value x Slot Power Limit Scale
value
This value is either automatically set by the receipt of a Set Slot Power Limit
Message received from the port on the downstream end of the link, or is
hardwired to zero.
Refer to “Slot Power Limit Control” on page 562 for a detailed description.

27:26 | Captured Slot Power Limit Scale (upstream ports only). Specifies the scale
used for the calculation of the Power Limit (see the previous row in this
table):

* 00b=1.0x

e 01b=0.1x

* 10b = 0.01x

¢ 11b = 0.001x

This value is either automatically set by the receipt of a Set Slot Power Limit
Message received from the port on the downstream end of the link, or is
hardwired to zero.
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Device Control Register

15 14 2 1M o 8 B 7 5 4 3 2 1 0
RsvdP J ES EE O . ) £ AA A A A
Max Read Request Size
Enable No Snoop
Aux Power PM Enable
Phantem Functions Enable

Extended Tag Field Enable
Max Payload Size

Enanle Relaxed Crdenng

Unsupported Request Reporting Enable
Fatal Error Reporting Enable

Mon-Fatal Error Reporting Enable

Correctable Error Reporting Enable

Figure 36: Device Control Register
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Bit(s) Description

0 Correctable Error Reporting Enable. For a multifunction device, this bit
controls error reporting for all functions. For a Root Port, the reporting of
correctable errors occurs internally within the Root Complex. No external
ERR_COR Message is generated.

Default value of this field is 0.

1 Non-Fatal Error Reporting Enable. This bit controls the reporting of non-
fatal errors. For a multifunction device, it controls error reporting for all
functions. For a Root Port, the reporting of non-fatal errors occurs inter-
nally within the Root Complex. No external ERR_NONFATAL Message is
generated.

Default value of this field is 0.

2 Fatal Error Reporting Enable. This bit controls the reporting of fatal errors.
For a multifunction device, it controls error reporting for all functions
within the device. For a Root Port, the reporting of fatal errors occurs inter-
nally within the Root Complex. No external ERR_FATAL Message is gener-
ated.

Default value of this bit is 0.

3 Unsupported Request (UR) Reporting Enable. When set to one, this bit
enables the reporting of Unsupported Requests. For a multifunction device,
it controls UR reporting for all functions. The reporting of error messages
(ERR_COR, ERR_NONFATAL, ERR_FATAL) received by a Root Port is
controlled exclusively by the Root Control register (see “Root Control Reg-
ister” on page 926).

Default value of this bit is 0.

4 Enable Relaxed Ordering. When set to one, the device is permitted to set
the Relaxed Ordering bit (refer to “Relaxed Ordering” on page 319) in the
Attributes field of requests it initiates that do not require strong write
ordering.

Default value of this bit is 1, but it may be hardwired to 0 if a device never
sets the Relaxed Ordering attribute in requests it initiates as a Requester.

7:5 | Max Payload Size. Sets the max TLP data payload size for the device. As a
Receiver, the device must handle TLPs as large as the set value; as a Trans-
mitter, the device must not generate TLPs exceeding the set value. Permissi-
ble values that can be programmed are indicated by the Max Payload Size
Supported in the Device Capabilities register (see “Device Capabilities Reg-
ister” on page 900).
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000b =128 byte max payload size
001b = 256 byte max payload size
010b = 512 byte max payload size
011b = 1024 byte max payload size
100b = 2048 byte max payload size
101b = 4096 byte max payload size
110b = Reserved

111b = Reserved

Default value of this field is 000b.

Extended Tag Field Enable. When set to one, enables a device to use an 8-
bit Tag field as a requester. If cleared to zero, the device is restricted to a 5-
bit Tag field. Also refer to the description of the Phantom Functions Sup-
ported field in Table 24 - 2 on page 901.

The default value of this bit is 0. Devices that do not implement this capa-
bility hardwire this bit to 0.

Phantom Functions Enable. See the description of the Phantom Functions
Supported field in Table 24 - 2 on page 901.

Default value of this bit is 0. Devices that do not implement this capability
hardwire this bit to 0.

10
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Auxiliary (AUX) Power PM Enable. When set to one, this bit enables

a device to draw Aux power independent of PME Aux power. In a legacy

OS environment, devices that require Aux power should continue to indi-

cate PME Aux power requirements. Aux power is allocated as requested in

the Aux Current field of the Power Management Capabilities register

(PMC; see “Auxiliary Power” on page 645), independent of the PME Enable

bit in the Power Management Control /Status register (PMCSR; see “PM

Control/Status (PMCSR) Register” on page 599). For multifunction

devices, a component is allowed to draw Aux power if at least one of the

functions has this bit set.

* Note: Devices that consume Aux power must preserve the value in this
field when Aux power is available. In such devices, this register value is
not modified by hot, warm, or cold reset.

¢ Devices that do not implement this capability hardwire this bit to 0.
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11 Enable No Snoop. Software sets this bit to one if the area of memory this
Requester will access is not cached by the processor(s). When a request
packet that targets system memory is received by the Root Complex (i.e.,
the memory that the processors cache from), the Root Complex does not
have to delay the access to memory to perform a snoop transaction on the
processor bus if the No Snoop attribute bit is set. This speeds up the mem-
Ory access.

* Note that setting this bit to one should not cause a function to unequivo-
cally set the No Snoop attribute on every memory requests that it ini-
tiates. The function may only set the bit when it knows that the
processor(s) are not caching from the area of memory being accessed.

* Default value of this bit is 1 and it may be hardwired to 0 if a device
never sets the No Snoop attribute in Request transactions that it initiates.

14:12 | Max_Read_Request_Size. Max read request size for the device when act-
ing as the Requester. The device must not generate read requests with a size
> this value.

¢ 000b = 128 byte max read request size

001b = 256 byte max read request size

010b = 512 byte max read request size

011b = 1KB max read request size

100b = 2KB max read request size

101b = 4KB max read request size

110b = Reserved

111b = Reserved

Devices that do not generate read requests larger than 128 bytes are permit-
ted to implement this field as Read Only (RO) with a value of 000b.
Default value of this field is 010b.

Table 22: Device Control Register (R/W)

Device Status Register
15 6 5 4 3 2 1 0

RsvdZ

T A A A~ A A
Transactions Pending

Aux Power Detected

Unsupported Request Detected

Fatal Error Detected

Non-Fatal Error Detected

Correctable Error Detected

Figure 37: Device Status Register
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Bit(s) | Type Description

0 RW1C | Correctable Error Detected. A one indicates that one or more cor-
rectable errors were detected since the last time this bit was cleared
by software. Correctable errors are reflected by this bit regardless of
whether error reporting is enabled or not in the Device Control reg-
ister (see “Device Control Register” on page 905). In a multifunc-
tion device, each function indicates whether or not that function
has detected any correctable errors using this bit.

For devices supporting Advanced Error Handling (see “Advanced
Error Reporting Mechanisms” on page 382), errors are logged in
this register regardless of the settings of the Correctable Error Mask
register.

Default value of this bit is 0.

1 RWIC | Non-Fatal Error Detected. A one indicates that one or more non-
fatal errors were detected since the last time this bit was cleared by
software. Non-fatal errors are reflected in this bit regardless of
whether error reporting is enabled or not in the Device Control reg-
ister (see “Device Control Register” on page 905). In a multifunc-
tion device, each function indicates whether or not that function
has detected any non-fatal errors using this bit.

For devices supporting Advanced Error Handling, errors are
logged in this register regardless of the settings of the Uncorrect-
able Error Mask register (note that the 1.0a spec says “Correctable
Error Mask register”, but the authors think this is incorrect).

Default value of this bit is 0.

2 RWI1C | Fatal Error Detected. A one indicates that one or more fatal errors
were detected since the last time this bit was cleared by software.
Fatal errors are reflected in this bit regardless of whether error
reporting is enabled or not in the Device Control register (see
“Device Control Register” on page 905). In a multifunction device,
each function indicates whether or not that function has detected
any fatal errors using this bit.

For devices supporting Advanced Error Handling (see “Advanced
Error Reporting Capability” on page 930), errors are logged in this
register regardless of the settings of the Uncorrectable Error Mask
register (nofe that the 1.0a spec erroneously says “Correctable Error
Mask register.”)

Default value of this bit is 0.
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3 RWIC | Unsupported Request (UR) Detected. When set to one, indicates
that the function received an Unsupported Request. Errors are
reflected in this bit regardless of whether error reporting is enabled
or not in the Device Control register (see “Device Control Register”
on page 905). In a multifunction device, each function indicates
whether or not that function has detected any UR errors using this
bit.

Default value of this field is 0.

4 RO Aux Power Detected. Devices that require Aux power set this bit to
one if Aux power is detected by the device.

5 RO Transactions Pending. When set to one, indicates that this function
has issued non-posted request packets which have not yet been
completed (either by the receipt of a corresponding Completion, or
by the Completion Timeout mechanism). A function reports this bit
cleared only when all outstanding non-posted requests have com-
pleted or have been terminated by the Completion Timeout mecha-
nism.
* Root and Switch Ports: Root and Switch Ports adhering solely to
the 1.0a Express spec never issue non-posted requests on their
own behalf. Such Root and Switch Ports hardwire this bit to Ob.

Table 23: Device Status Register

Link Registers gives more Capabilities and control and status.
MSI Capability

A PCI Express function indicates its support for MSI via the MSI Capability registers. Each
native PCl Express function must implement a single MSI register set within its own
configuration space. Note that the PCI Express specification defines two register formats:

e 64-bit memory addressing format required by all native PCI Express devices and
optionally implemented by Legacy end-points.
e 32-bit memory addressing format optionally supported by Legacy endpoints.
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31 16 15 8 7 0
Message Control Register |Pointer to Next ID |Capability ID = 05h Dword 0
Least-Significant 32-bits of Message Address Register 00 Dword 1
Most-Significant 32-blts of Message Address Register Dword 2
‘ Message Data Register Dword 3

31 16 15 8 7 0
Message Control Register | Pointer to Next ID |Capability ID = 05h] Dword 0
Message Address Register 0 0] Dword 1
| Message Data Register || Dword 2

Figure 38: MSI Capability Register Set 32&64-bit

15 876 43 10
= —
Reserved | |

L MSI| Enable
Multiple Message Capable
Multiple Message Enable
64-bit Address Capable

Figure 39: Message Control Register
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Bit(s)

Field Name

Description

15:8

Reserved

Read-Only. Always zero.

7

64-bit Address
Capable

Read-Only.

* ( = Function does not implement the upper 32-
bits of the Message Address register and is inca-
pable of generating a 64-bit memory address.

¢ 1 = Function implements the upper 32-bits of the
Message Address register and is capable of gen-
erating a 64-bit memory address.

64

Multiple Message
Enable

Read /Write. After system software reads the Mul-
tiple Message Capable field (see next row in this
table) to determine how many messages are
requested by the device, it programs a 3-bit value
into this field indicating the actual number of mes-
sages allocated to the device. The number allocated
can be equal to or less than the number actually
requested. The state of this field after reset is 000b.

The field is encoded as follows:

Value  Number of Messages Requested

000b 1

001b 2

010b 4

011b 8

100b 16

101b 32

110b Reserved

111b Reserved

31
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Multiple Message
Capable

Read-Only. System software reads this field to
determine how many messages the device would
like allocated to it. The requested number of mes-
sages is a power of two, therefore a device that
would like three messages must request that four
messages be allocated to it. The field is encoded as
follows:
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Value Number of Messages Requested

000b 1

001b 2

010b 4

011b 8

100b 16

101b 32

110b Reserved
111b Reserved

0 MSI Enable Read/Write. State after reset is 0, indicating that

the device’s MSI capability is disabled.

¢ 0 = Function is disabled from using MSI. It
must use INTX Messages to deliver interrupts
(legacy endpoint or bridge).

* 1 = Function is enabled to use MSI to request
service and is forbidden to use its interrupt

pin.

Table 24: Message Control Register

Message Address Register = The lower two bits of the 32-bit Message Address register are
hardwired to zero and cannot be changed. In other words, the address assigned by system
software is always aligned on a DW address boundary.

The upper 32-bits of the Message Address register are required for native PCI Express
devices and optional for legacy endpoints. This register is present if Bit 7 of the Message
Control register is set. If present, it is a read/write register and it is used in conjunction with the
Message Address register to assign a 32-bit or a 64-bit memory address to the device:

e If the upper 32-bits of the Message Address register are set to a non-zero value by the
system software, then a 64-bit message address has been assigned to the device using
both the upper and lower halves of the register.

e If the upper 32-bits of the Message Address register are set to zero by the system
software, then a 32-bit message address has been assigned to the device using both the
upper and lower halves of the register.

Message Data Register - The system software assigns the device a base message data pattern
by writing it into this 16-bit, read/write register. When the device must generate an interrupt
request, it writes a 32-bit value to the memory address specified in the Message Address
register. The data written has the following format:

e The upper 16 bits are always set to zero.

e The lower 16 bits are supplied from the Message Data register. If more than one
message has been assigned to the device, the device modifies the lower bits (the number
of modifiable bits depends on how many messages have been assigned to the device by
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the configuration software) of the data from the Message Data register to form the
appropriate message for the event it wishes to report to its driver.

3-5-5 Extended Capabilities

Capabilities extends the configuration space to 64 DW but it wasn’t enough so it was
extended to 1024 DW.

Advanced Error Reporting Extended Capability (AER)

Enhanced Capability Header Register 00h

Uncorrectable Error Status Register 04h
Uncorrectable Error Mask Register 08h
Uncorrectable Error Severity Register 0Ch
Correctable Error Status Register 10h

Correctable Error Mask Register 14h

Advanced Error Capability & Control Register 18h

Header
Log 1Ch

Register 20h

First Error Pointer (in Advanced Error Capability and Control Register above) and Header Log
are loaded on first occurrence of an uncorrectable error. Header Log snapshots the 3- or 4-dword 2 4h
header of the packet associated with the error. First Error Pointer identifies the bit in the

Uncorrectable Error Status register associated with that error. Software must service these
registers in a timely manner, o as not to miss recording any subsequent uncorrectable error 2 8h

Figure 40: AER Extended Capability Register Set
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31 20189 1615 0
Next Capability Offset 1h Extended Capability ID (0001h)

T Version of this structure

Offset to the next PC| Express capability structure ar

000h if no other items exist in the linked list of

capabilities. Offset is relative to the beginning of PCI-
compatible configuration space and must be either 000h (for
terminating list of capabilities) or greater than OFFh.

Figure 41: AER Enhanced Capability Register

3 98 76 54 0

First Emor
RsvdP Pointer (ROS)

ECRC Check Enable (RWS) * T
ECRC Check Capable (RO)
ECRC Generation Enable (RWS)
ECRC Generation Capable (RO}

Figure 42: Advanced Error Capabilities and Control Register

31 1312117 98 76 5 10

RsvdP RsvdP RsvdP

Replay Timer Timeout Mask J |
REPLAY_NUM Rollover Mask

Bad DLLP Magk
Bad TLP Mask
Recelver Error Mask
Note: all bits destanated RWS

Figure 43: Advanced Error Correctable Error Mask Register

31 131211 98 7 6 5 10

RsvdZ I |RsvdZ| I I | RsvoZ II

Replay Timer Timeout Status

REPLAY_NUM Rollover Status
Bad DLLP Status
Bad TLP Siatus
Receiver Error Status

Note: zll bits designated RW1CS

Figure 44: Advanced Error Correctable Error Status Register
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3 20191817 1615141312 11 543 10
RavdP RsvdP RavdP
AAAA
Unsupported Request Error Mask J T + + :
ECRC Error Mask Data Link  Training
Frotocol Error
Receiver Overflow Mask
Unexpected Completion Mask
Completer Abort Mask
Completian Timeout Mask
Flow Control Prolocel Error Mask
Poisoned TLFP Mask Mote: all bits designated RINS

Figure 45: Advanced Error Uncorrectable Error Mask Register

3 20191817161514 1312 11 543 10

RsvdF RsvdP RsvdP
S AAAA
Unsupported Request Error Severity J T + + |
ECRC Error Severity Data Link  Training
Frotocol Erfor

Malformed TLP Severity Error Severity Severity
Receiver Overflow Severity
Unexpected Completion Severity
Completer Abort Severity
Completion Timeout Severity

Flow Control Protocol Error Severity .
Poisoned TLP Severity Mote: all bits designated RWS

Figure 46: Advanced Error Uncorrectable Error Severity Register

31 201918171615141312 11 543 10

RsvdZ RsvdZ Rsvd{

JT AKAR 7 S

Unsupported Request Error Status : -
ECRC Error Status Data Link  Training
Protocol Error

Matformed TLP Status Error Status ~ Status
Receiver Overflow Status
Unexpected Completion Status
Completer Abort Status
Completion Timeout Status
Flow Control Protocol Error Status
Poisoned TLP Status

Note: all bils designated RW1C3

Figure 47: Advanced Error Uncorrectable Error Status Register
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Register Group

Register

Description

NA

Enhanced
Capability
Header

Capability ID = 0001h. The Capability Version field
in this register is assigned by the SIG and defines
the layout of the register set. It must be 1h for all of
the extended capabilities currently defined. See
Figure 24-17 on page 935.

NA

Capabilities
and Control
Register

Contains the following bits fields:

* First Error Pointer. Read-only. Identifies the bit
position of the first error reported in the Uncor-
rectable Error Status register (see Figure 24-23 on
page 937).

* ECRC Generation Capable. Read-only. 1 indi-
cates that the function is capable of generating
ECRC (End-to-End CRC; refer to “ECRC Gener-
ation and Checking” on page 361).

* ECRC Generation Enable. Read/write sticky
bit. When set to one, enables ECRC generation.
Default = 0.

* ECRC Check Capable. Read-only. 1 indicates
that the function is capable of checking ECRC.

* ECRC Check Enable. Read /write sticky bit.
When set to one, enables ECRC checking.
Default = 0.

Correctable
Error Registers
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Correctable
Error Mask
Register

Controls the reporting of individual correctable
errors by the function to the Root Complex via a
PCI Express error message. A masked error
(respective bit set to one) is not reported to the
Root Complex by the function. This register con-
tains a mask bit for each corresponding error bit in
the Correctable Error Status register (see the next
row in this table and Figure 24-19 on page 935).

Correctable
Error Status
Register

Reports the error status of the function’s correct-
able error sources. Software clears a set bit by writ-
ing a 1 to the respective bit. See Figure 24-20 on
page 936.
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Uncorrectable | Controls the function’s reporting of errors to the

Error Mask Root Complex via a PCI Express error message. A
Register masked error (respective bit set to 1b):
* is not logged in the Header Log register (see Fig-
ure 24-16 on page 931),

* does not update the First Error Pointer (see the
description of the Capabilities and Control Reg-
ister in this table), and

* is not reported to the Root Complex.

This register (see Figure 24-21 on page 936)contains

a mask bit for each corresponding error bit in the

Uncorrectable Error Status register.

Uncorrectable
Error Registers

Uncorrectable | Each respective bit controls whether an error is
Error Severity | reported to the Root Complex via a non-fatal or

Register fatal error message. An error is reported as fatal if
the corresponding bit is set to one. See Figure 24-22
on page 937.

Uncorrectable | Reports the error status of the function’s uncorrect-

Error Status able error sources. See Figure 24-23 on page 937.

Register

Table 25: AER Extended Capabilities Register Set
3-5-6 Our Design

Configuration Space is implemented as a class inside transaction layer with interfacing
read and write APIs with taking in consideration inside the class the read only and read write
bits and capabilities. Inside the class it’s an array with all default values at constructor then its
configured by software during device driver phase with series of configuration read and write
packets then after device driver the thread connects it to other blocks which needs configuration
and writes to it and also respond to normal configuration reads and writes.
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3-6 TLP Decomposition
3-6-1 Block Interfacing

TLP Decomposition Interfacing

Address
Data
Length_Bytes

I ﬁ I |—|__> Set > Layer_Type
Creation Tag Array

Set Errors Status Get = Tag Amay
Configurations Update  Cfg_Rd0,Cfg_Wr0,CRS,UR,MSG

TLP Decomposition

Figure 48: TLP Decomposition Interfacing

As an input to decomposition block (TLP):

e Header

e Datain DWs

e ECRC if exist

e Length of Data in DWs

Output is decomposed TLP to the Application layer:

e Address
e Data
e Length of Data in Bytes

As interfacing with thread:

e Set needed Configurations - Enables for errors detections and handling and enables
for decoding and commands like memory space decode enable which enables the layer
to decode memory packets

e Get Error update status - after detection and handling the error sends the bits to be
updated in configuration space to thread and thread to configuration space

e Get Tag Array and Setting the other one from the creation - Tag array used between
creation and decomposition to save headers awaiting completions to be able to decode
completions in decomposition block and create completions in creation block

e Setting Layer type = Endpoint or Bridge to decode correctly
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e Telling the thread to create some packets as completions for CfgRd & CfgWr and UR
and CRS and MSG

3-6-2 Block Flow

Packet Decomposeﬁ TLP

TLP No
—» Error Check —>» "
Decomposition

SOA

NULL
Error Handling —>

Figure 49: TLP Decomposition Block Flow

First after receiving TLP check for errors if any detected then go for error handling block
then updating thread but if no errors detected it go for packet decomposition block to
decompose the packet and return it application layer.

3-6-3 Error Checking
Unsupported Request UR

Max Payload = Receiving packet exceeds device max payload supported and enabled
Wrong Format

Unsupported Type

BAR - wrong address

Memory Address Decoder - Receiving memory packet while memory address
decoding enable is disabled

e Wrong Completer ID

Poisoned TLP

e EP Check - poisoned data bit is set ECRC error
e ECRC Check

Malformed TLP

e Length Check = length inside the packet doesn’t match with length which si input to
decomposition block

e Digest bit - if set and no ECRC and vice versa

e Byte Enable Violations

e Unknown Type
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Completion Abort CA
e Received Completion with Completion Status CA
Unexpected Completion

e Tag Mismatch
3-6-4 Error handling Block

L

Set Fatal/NonFatal Error Detected bit
in Device Status Register

A
Set corresponding bit in
Uncorrectable Error Status
Register

Yes

| Done I

Is error masked in
Uncorrectable Error Mask
Register?

If not valid,
update First Error Pointer
and Header Log Registers

Is Uncorrectable
Error Reporting Enabled
in Device Control
Register?

Yes

Is severity Fatal?

| send ERR_NONFATAL | [ send ERR_FATAL |

| Done l

Figure 50: Error Handling Flowchart

Error handling block executes the flow chart above by setting some bits in configuration space
and reading some bits by thread to handle the error correctly according to specification.
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3-6-5 Packet Decomposition
Memory Packets

+0 + +2 +3
716/5 4‘3‘2‘1‘0 7 6‘5‘4 3‘2‘1‘0 76 5‘4 3‘2 1‘0 7‘6‘5‘4 3‘2‘1‘0
Byte 0 > |R E m% Type R| TC | Reserved B E Aiir | R Length
: LastDW | 1stDW
Byte 4 > Requester ID Tag BE BE
Byte § > Address[63:32]
Byte 12 > Address[31:2] R
10 + +] 1]
71615 4‘3‘2‘1‘0 T 6‘5‘4 3‘2‘1‘0 716 5‘4 3‘2 1‘0 7‘6‘5‘4‘3‘2‘1‘0
Byte 0> R Emttl Type  |R| TC | Reserved B E Atr | R Length
. LastDW | 1stDW
Byte 4 > Requester ID Tag BE BE
Byte § > Address[31:2] R

Figure 51: Memory TLPs

Memory packets (MRd32, MRd64, MWr32, MWr64) decomposed as follows:

Address Calculation by byte enable and DW aligned address

Data Length Bytes Calculation by byte enable and Length DW field
Data Calculation by byte enable (in case of MWr)

Header is Saved in Tag Array in case of Memory Read for Completion (Tag & ID)
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Configuration Packets

+0 +1 +2 +3
7 6‘5 4‘3‘2‘1‘0 7 6‘5‘4 3‘2‘1‘0 706 5‘4 3‘2 1‘0 7‘6‘5‘4 3‘2‘1‘0
Fmt TC T|E| Attr Length
Byte 0> R\ /75| Type |R|g g g|Reserved | ninl o™l R g 0o000D000 1
LastDW BE | 1st DW
Byte 4 > Requester ID Tag 0000| BE
Device Function Ext. Reg. ! Register
Byte 8 = Bus Number Number | Number Reserved Number | Number R

Figure 52: Configuration TLPs

Configuration Packets (CfgRd, CfgWr) decomposed as follows:

e Register Number (Address) Calculation by byte enable and DW aligned Register
Number

e Data Length Bytes Calculation by byte enable

e Data Calculation by byte enable (in case of CfgWr)

e Header is Saved in Tag Array for Completion (Tag & ID)

Completion Packets

+0 +1 +2 +3
7 6‘5 4‘3‘2‘1‘0 7 6‘5‘4 3‘2‘1‘0 7/6|5(4 3‘2 1‘0 7‘6‘5‘4‘3‘2‘1‘0
Byte0> |R[F™|  Type [R| TC |Reserved|l|S|Atr| R Length
Compl.| B
Byte 4 = Completer ID Status % Byte Count
Byte 8 > Requester ID Tag R| Lower Address

Figure 53: Completions TLPs

Completion Packets (Cpl, CplD) decomposed as follows:

e Completion Status - UR, CA, CRS, SC

e UR, CA > Generate Error & Clear Header from Tag Array & Update Application
Layer (Device Core)

e CRS - Send to thread to retry the Request

o SC
o Cpl-CfgWr
= Clear Tag Array
o CplD - CfgRd

= Register Number (Address) Calculation by byte enable and DW aligned
Register Number from the Tag Array

= Data Length Bytes Calculation by byte enable

= Data Calculation by byte enable

= Clear Header from Tag Array
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o CplD-MRd

= Address Calculation by byte enable and DW aligned Address from the
Tag Array

= Data Length Bytes Calculation by byte enable and DW aligned address

= Data Calculation by byte enable and DW aligned address

= Clear Header from Tag Array

= |In Case of Split Transaction (Multiple Completions) Data is saved in
Decomposition till completed before doing above steps

3-6-6 Implementation

TLP Decomposition was implemented as a class with APIs for interfacing with it to
decompose the packet and connect with thread to get data from it and to tell the thread to do
something like sending packets and update errors.

3-7 Thread
3-7-1 Operations

Thread mainly used as a controller to connect between blocks by polling and Controlling
the flow in the transaction layer and servicing blocks

e Block connections

o Taking packets from Rx Buffer to TLP Decomposition then to Transaction to
Application Queue

o Taking packets from Creation to thread Queue & from Thread Queue to Tx
Buffer by Round Robin

o Taking packets from Tx Buffer to DataLink Layer if Flow Control Logic is true

o Taking Decomposed packets from Transaction to Application Queue by Set
Callback

o Get Flow Control Variables from DataLink

e Servicing Blocks

o Taking Tag Array from TLP decomposition to TLP Creation and Vice Versa

o Set Needed Configurations to Configuration space to TLP Creation and
Decomposition

o Update Configurations from TLP Creation and Decomposition to Configuration
space

o Creating and Sending packets required by TLP Decomposition (CfgRd, CfgWr,
CRS, UR, MSG)

e Control

o Checking Completion Timeout and executing Error handling flow chart in case
of error
o Calling DataLink Update (DataLink Controller)
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3-7-2 Implementation

The thread was implemented as a private function inside transaction layer and the thread
is created in the transaction layer block constructor and terminated in destructor. It’s an infinite
loop which use polling by checking all blocks APIs to interface with them and give them what
they need and take from them what the thread needs and connecting between them by taking
data from one block to another. And calling Datalink update (thread) and datalink flow control
packets.

3-8 Flow Control
3-8-1 Concept

The ports at each end of every PCI Express link must implement Flow Control. Before a
transaction packet can be sent across a link to the receiving port, the transmitting port must
verify that the receiving port has sufficient buffer space to accept the transaction to be sent. In
many other architectures including PCI and PCI-X, transactions are delivered to a target device
without knowing if it can accept the transaction. If the transaction is rejected due to insufficient
buffer space, the transaction is resent (retried) until the transaction completes. This procedure
can severely reduce the efficiency of a bus, by wasting bus bandwidth when other transactions
are ready to be sent.

Because PCI Express is a point-to-point implementation, the Flow Control mechanism
would be ineffective, if only one transaction stream was pending transmission across a link.
That is, if the receive buffer was temporarily full, the transmitter would be prevented from
sending a subsequent transaction due to transaction ordering requirements, thereby blocking
any further transfers. PCI Express improves link efficiency by implementing multiple flow
control buffers for separate transaction streams (virtual channels). Because Flow Control is
managed separately for each virtual channel implemented for a given link, if the Flow Control
buffer for one VC is full, the transmitter can advance to another VC buffer and send
transactions associated with it.

The link Row Control mechanism uses a credit-based mechanism that allows the
transmitting port to check buffer space availability at the receiving port. During initialization
each receiver reports the size of its receive buffers (in Flow Control credits) to the port at the
opposite end of the link. The receiving port continues to update the transmitting port regularly
by transmitting the number of credits that have been freed up. This is accomplished via Flow
Control DLLPs.

Flow control logic is located in the transaction layer of the transmitting and receiving
devices. Both transmitter and receiver sides of each device are involved in flow control.
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e Devices Report Buffer Space Available: The receiver of each node contains the Flow
Control buffers. Each device must report the amount of flow control buffer space they
have available to the device on the opposite end of the link. Buffer space is reported in
units called Flow Control Credits (FCCs). The number of Flow Control Credits within
each buffer is for-warded from the transaction layer to the transmit side of the link layer.
The link creates a Flow Control DLLP that carries this credit information to the receiver
at the opposite end of the link. This is done for each Flow Control Buffer.

e Receiving Credits: The receiver also receives Flow Control DLLPs from the device at
the opposite end of the link. This information is transferred to the transaction layer to
update the Flow Control Counters that track the amount of Row Control Buffer space
in the other device.

e Credit Checks Made: Each transmitter checks consults the Flow Control Counters to
check available credits. If sufficient credits are available to receive the transaction
pending delivery, then the transaction is forwarded to the link layer and is ultimately
sent to the opposite device. If enough credits are not available, the transaction is
temporarily blocked until additional Flow Control credits are reported by the receiving

device.
Software Memory, O, Configuration RW Requests or Message Requests or Gompletions
layer (Software layer sends / receives addressiransaction typekiata’message index)
Transmit Raceive
Transaction Layer Packel (TLP) % Transaction Layer Packet (TAP)
llendcrl Data Moylcad I Digeat !_ chdcrl Date Moyload [ = 30
Transaction | i — ]; - : 7=
—1 . ' inual Channe . 3 -
layer Transmit |—] gm Management — Flow Control
Buffers [ e | FlowControl Lo |} Buffers
pervC [ _JJ° Counters TN #L_T perve
Ordering 7] ]
TLP Replay 5e LLP, k Packet
Buffer FC Credits CH Se C TP
Data Link — =
|ayer . nk Td;c' e L 'scg'.i -mu
equence L CRCHFC Creditsi CRC/ TLP Error
Check
Encodo Decoda
Physical Packel hysical Packe
Physical Start | Link Packet | End Link Packet
layer
Paralel-to-Serial Link Serial-to-Paralel
Differential Driver Training Differental Receiver

Figure 54: Flow Control Logic Location
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3-8-2 Flow Control Buffers

Tx & Rx Buffers are divided to six Buffers as shown in the figure to easy calculate credits
for counters and to separate headers from data as there is packets without data so check for
buffer of data only.

Posted Headers PH > MWr , MSG

Posted Data PD > MWr

Non-Posted Headers NPH - CfgRd , CfgWr , MRd
Non-Posted Data NPD - CfgWr

Completion Headers CPLH - Cpl, CplID
Completion Data CPLD - CplD

Header Credit for PH & NPH is 5 DW
Header Credit for CPLH is 4 DW
Data Credit for PD & NPD & CPLD is 4 DW

PCIEX Device
Flow Control Buffers (Recelver) Device Core

4

(PD) (NPH) (NPD) (CPLH) (CPLD) PCIEX-Core
Hardware/Software

Interface
=

Transaction Layer

RCV Buffers Fm
PINRICPL| | PlINB|CPL

3

Data Link Layer

Physical Layer

Figure 55: Flow Control Buffers
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3-8-3 Flow Control Logic
Transmitter Elements

e Pending Transaction Buffer - holds transactions that are pending transfer within the
same virtual channel.

e Credit Consumed Counter = tracks the size of all transactions sent from the VVC buffer
(of the specified type, e.g., non-posted headers) in Flow Control credits. This count is
abbreviated "CC."

e Credit limit Register > this register is initialized by the receiving device when it sends
Flow Control initialization packets to report the size of the corresponding Flow Control
receive buffer. Following initialization, Flow Control update packets are sent
periodically to add more Flow Control credits as they become available at the receiver.
This value is abbreviated

e Flow Control Gating Logic - performs the calculations to determine if the receiver has
sufficient Row Control credits to receive the pending TLP (PTLP). In essence, this
check ensures that the total CREDITS CONSUMED (CC) plus the credit required for
the next packet pending transmission (PTLP) does not exceed the CREDIT LIMIT
(CL). This specification defines the following equation for performing the check, with
all values represented in credits:

| FieldSize] [FieldSize]

CL—-(CC+ PTLP)mod? <2 /2

Receiver Elements

e Flow Control (Receive) Buffer - stores incoming header or data information.

e Credit Allocated - This counter tracks the total Flow Control credits that have been
allocated (made available) since initialization. It is initialized by hardware to reflect the
size of the associated Flow Control buffer. As the buffer fills the amount of available
buffer space decreases until transactions are removed from the buffer. The number of
Row Control credits associated with each transaction removed from the buffer is added
to the CREDIT_ALLOCATED counter; thereby keeping a running count of new credits
made available.

e Credits Received Counter (optional) — this counter keeps track of the total size of all
data received from the transmitting device and placed into the Flow Control buffer (in
Flow Control credits). When flow control is functioning properly, the
CREDITS_RECEIVED count should be the same as CREDITS_CONSUMED count
at the transmitter and be equal to or less than the CREDIT_ALLOCATED count. If this
is not true, then a flow control buffer overflow has occurred and error is detected.
Although optional the specification recommends its use. The error checking equation
is as shown.

(CA - C«R}mﬂdzfﬁéfd-gf:‘é] }Erﬁeuﬁfelx’z
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Buffer 8,2 |
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Credit 2 . .
Cor:iu'r:ed Credit Limit

Link Packet
Control

Credits Rcv] CredAlloc
optional

Link Packet
Control

b

Z-lei-1\'-)| <= FC Packets
_ yay
Link { )
N
Transaction ——

Figure 56: Flow Control Logic Elements

3-8-4 Implementation

Flow control logic is implemented in transaction and counters are updated continuously
by datalink layer through APIs called by thread. The buffers is made as a queue of credits 6 at
transmitter and 6 at receiver. The counters are private variables in the transaction layer. The
flow control uses these counters when the transaction has packets ready to be transferred to
datalink layer, then it applies the flow control gating equation shown above in the Flow Control
Elements to make sure that the receiver has enough space to receive the packets.
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Chapter 4

Datalink Layer

4-1 Data Link Layer Overview

Data Link Layer is the middle PCI-Express architectural layer and interacts with both the
Physical Layer and the Transaction Layer. Its primary responsibility is data integrity,
including error detection and error correction and to provide a reliable mechanism for
exchanging Transaction Layer Packets (TLPs) between the two components on a Link
As well as link management support

Device Core

!

FPCIl Express Core

Logic Interface

Transaction Layer

Data Link Layer

Physical Layer

Figure 57: Data link layer overview

4-2 Data Integrity in Data Link Layer

The Data Link Layer takes the TLPs from the transmit side of the Transaction Layer and it
adds a sequence number to the front of the packet and a LCRC error checker to the tail The
Receive Data Link Layer validates received TLPs by checking the Sequence Number, LCRC
code and any error indications from the Receive Physical Layer. this ensures that the receiver
transaction layer should receive TLP in the same order that the transmitter send them .so this
thing enhance QOS. In case of error in a TLP, Data Link Layer Retry is used for recovery

LinkPacket [ DllPseq

sequence] TLP |Lcre}]ackmak]creli{ackipe(cre]{sepelee] TP [DXE

Data Link layer

TLP Replay [ MDe-mux
' Buffer .
TLP Error
S _ N Mux Check

Figure 58: Data Link Layer
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4-3 Data Link Layer Packets (DLLP)

The primary responsibility of the PCI Express Data Link Layer is to assure that integrity is
maintained when TLPs move between two devices. It also has link initialization and power
management responsibilities, including tracking of the link state and passing messages and
status between the Transaction Layer above and the Physical Layer below.

In performing its role, the Data Link Layer exchanges traffic with its neighbor using Data
Link Layer Packets (DLLPs). DLLPs originate and terminate at the Data Link Layer of each

device.
PCI Express Device A PCI Express Device B
Device Core Device Core
PCI Express Core PCI Express Core
Logic Interface Logic Interface

Transaction Layer Transaction Layer

bNNN |W Data Link Layer

Transmitted

M oup

Received

Link

Figure 59: DLLP Flow

There are two important groups of DLLP used in managing a link:
1-TLP Acknowledgment Ack/Nak DLLPs.

2-Flow Control Packet DLLPs
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Framing ¢ | Framing
| namll (o) | PHP B | (Eng) |

+0 +1 +2 +3
7lelslal3l2| 1l ol 7l 6l 5l 4l 3l 2| 1] ol 716l 5] 4131 2] 1] 0l 7l 6] 51 4l 3] 2] 1] 0
Byte O DLLP Type R (Fields Vary With DLLP Type)

Byte 4 16 Bit CRC

Figure 60: General DLLP Format

4-3-1 TLP Acknowledgment Ack/Nak DLLPs.

Ack DLLP: TLP Sequence number acknowledgement; used to indicate successful receipt of
some number of TLPs

Nak DLLP: TLP Sequence number negative acknowledgement; used to initiate a Data Link
Layer Retry. As to notify the transmitter that there is error in somewhat packet or error in link
and order it to send packets again from Reply Buffer.

+0 1 +2 +3

7l6l5l4l3l211] 0l 7l 6l 5l 4l 3l 2] 1] ol 761 51 4|3 2] 1] 0l 7] 6] 51 4] 3l 2] 1] 0

Byte 0 888(1) 8888&‘2'; Reserved AckNak Seq Num

Byte 4 16 Bit CRC

Figure 61: ACK/NAK DLLP Format
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4-3-2 Flow Control Packet DLLPs

The device must inform the other device the credits available of specified transaction (e.g
posted, non-posted, completions) in its transaction layer to notify another device to make check
of its pending TLP. the size of Pending TLP must be less than this Credits so if the size of
pending TLP is less than Credits Available in the other device. the transmitter then get
permission and send TLP

+0 +1 +2 +3

7lslsla|s]z2lilol7lslslalsl2l1lol zlslslalzslzl1lol zlsl slalzl 2]l 4l o
Byte O ol v=9 r HdrFC R DataFC
Byte 4 16 Bit CRC I

N

O100 Init 1 Posted

O101 Init 1 Non Posted
Init 1 Completion
Init 2 Posted

Init 2 Non Posted
Init 2 Completion
Update Posted
1001 Update Non Posted
1010 Update Completion

Figure 62: Flow Control DLLP Format

Init 1: means at the beginning of link initialization the device must inform the other device the
credits available of specified transaction (e.g posted, non-posted, completions)

Init 2: used as a check for transaction layer in transmitter to notify other layer that the
transmitter transaction layer has already known the credits available in other device

Update: used through transferring of packets across link to keep all devices updated with
Credits Available in other devices

4-5 ACK/NAK Protocol
The TLP transmission path through the Data Link Layer prepares each TLP for transmission
by applying a sequence number, then calculating and appending

a Link CRC (LCRC) which is used to ensure the integrity of TLPs during transmission across
a Link from one component to another. TLPs are stored in a retry buffer, and are re-sent
unless a positive acknowledgement of receipt is received from the other component. If
repeated attempts to transmit a TLP are unsuccessful, the Transmitter will determine that the
Link is not operating correctly, and instruct the Physical Layer to retrain the Link If Link
retraining fails, the Physical Layer will indicate that the Link is no longer up, causing the
Data Link Layer to move to the DL Inactive state
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The ACK/NAK protocol associated with the Data Link Layer is described with the aid of
Figure 5-2 on page 211 which shows sub-blocks with greater detail. For every TLP that is sent
from one device (Device A) to another (Device B) across one Link, the receiver checks for
errors in the TLP (using the TLP’s LCRC field). The receiver Device B notifies transmitter
Device A on good or bad reception of TLPs by returning an ACK or a NAK DLLP. Reception
of an ACK DLLP by the transmitter indicates that the receiver has received one or more TLP(S)
successfully. Reception of a NAK DLLP by the transmitter indicates that the receiver has
received one or more TLP(s) in error. Device A which receives a NAK DLLP then re-sends
associated TLP(s) which will hopefully, arrive at the Receiver successfully without error.

Transmit Receiver
Device A Device B
From To
Transaction Layer Transaction Layer

Tx
Data Link Layer

TLP
Sequence TLP |LCRC

Data Link Layer
[~ - TP~ ]
> e 1

DLLP

Replay
Buffer

TP .
Sequence] TLP [LCRC

Figure 63: Over View of ACK/NAK Protocol
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4-6 Elements of Transmitter ACK/NAK Protocol

X onELab

From Transaction Layer

4 : : Yes - Block TLP, report DL
Transmitter Device A 4 i
Layer protocol error

) l TLPs (NTS-AS) mod 4k >= 2048 ?[®
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4-6-1 Replay Buffer

The replay buffer stores TLPs with all fields including the Data Link Layer- related Sequence
Number and LCRC fields. The TLPs are saved in the order of arrival from the Transaction
Layer before transmission. Each TLP in the Replay Buffer contains a Sequence Number which
is incrementally greater than the sequence number of the previous TLP in the buffer.

When the transmitter receives acknowledgement via an ACK DLLP that TLPs have reached
the receiver successfully, it purges the associated TLPs from the Replay Buffer. If, on the other
hand, the transmitter receives a NAK DLLP, it replays (i.e., re-transmits) the contents of the
buffer.

4-6-2 Next Transmit Seq Num

This counter generates the Sequence Number assigned to each new transmitted TLP. The
counter is a 12-bit counter that is initialized to O at reset, or when the Data Link Layer is in the
inactive state. It increments until it reaches 4095 and then rolls over to O (i.e., it is @ modulo
4096 counter).

4-6-3 LCRC Generator

This module calculates a 32-bit CRC. The LCRC value is added to the tad of the TLP. This
module sends the LCRC value in four bytes after the Transaction Layer sends the last byte of
the TLP.

4-6-4 Replay Timer
REPLAY_TIMER - Counts time since last Ack or Nak DLLP received

The Timer is reset to zero and restart when

1. Arreplay event occurs and the last symbol of TLP is replayed.
2. For ACK DLLP received as long as there is unacknowledged TLP in replay buffer

The Timer is reset to Zero and held when

There are no TLPs to transmit, or when the Replay Buffer is empty.
A NAK DLLP is received. The timer restarts when replay begins.
When the timer expires.

The Data Link Layer is inactive.

o

Timer is Held during Link training or re-training.

When this Timer expires the Data Link layer of transmitter know that there is problem in link
so it sends all packets in replay buffer.

The timer is loaded with a value that reflects the worst-case latency for the return of an ACK
or NAK DLLP. This time depends on the maximum data payload allowed for a TLP and the
width of the Link.
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The equation to calculate the REPLAY_TIMER value required is:

(Max _ Payload _ Size +TLPOverhead )* AckFactor
LinkWidth

+ImernaiDe!ayJ *3+ Rx _LOs_ Adjustment

Figure 65: Equation of Replay Timer

Where

Max Payload_Size: is the value in the Max_Payload_Size field of the Device Control register.
For a multi-function device whose Max_Payload_Size settings are identical across all
functions, the common Max_Payload_Size setting must be used. For a multi-function

Device whose Max_Payload_Size settings are not identical across all functions, the selected
Max Payload Size setting is implementation specific, but it’s recommended to use the
largest Max_Payload_Size setting across all functions.

TLP Overhead: represents the additional TLP components which consume Link

bandwidth (header, LCRC, framing Symbols) and is treated here asa constant value of 28
Symbols

AckFactor : represents the number of maximum size TLPs which can be received before an
Ack is sent, and is used to balance Link bandwidth efficiency and retry buffer size — the value
varies according to Max_Payload_Size and Link width

LinkWidth: is the operating width of the Link

InternalDelay : represents the internal processing delays for received TLPs and transmitted
DLLPs, and is treated here as a constant value of 19 Symbol Times

Rx_LOs_Adjustment: equals the time required by the components receive circuits to exit
from LOs to LO (as to receive an Ack DLLP from the other component on the Link)

4-6-5 Replay_Num Count

This 2-bit counter stores the number of replay attempts following either reception of a NAK
DLLP, or a REPLAY_TIMER time-out. When the REPLAY_NUM count rolls over from 11b
to 00b, the Data Link Layer triggers a Physical Layer that the link need retrained and data link
layer enter inactive state and after that It waits for completion of re-training before attempting
to transmit TLPs once again. The REPLAY_NUM counter is initialized to 00b at reset, or when
the Data Link Layer is inactive. It is also reset whenever an ACK is received, indicating that
forward progress is being made in transmitting TLPs.
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4-6-6 ACKD_SEQ Count

This 12-bit register tracks or stores the Sequence Number of the most recently received ACK
or NAK DLLP. It is initialized to all is at reset, or when the Data Link Layer is inactive. This
register is updated with the AckNak_Seq Num [11:0] field of a received ACK or NAK DLLP.
The ACKD_SEQ count is compared with the NEXT_TRANSMIT_SEQ count.

4-6-7 DLLP CRC Check

This block checks for CRC errors in DLLPs returned from the receiver. Good DLLPs are
further processed. If a DLLP CRC error is detected, the DLLP is discarded and an error
reported. No further action is taken.

4-7 Elements of Receiver ACK/NAK Protocol

To Transaction Layer
. . F 3
Receiver Device B

r Good TLPs

Increment

L
INEXT_RCV_SEQ (NRS) FLP= NRS
v

TLP < NRS (Duplicate TLP) Seq. Num. Check

- TLP Seq. Num (>, <, =)
= TLP = NRS (Lost TLPs) NEXT_RCV_SEQ (NRS) 2
= 7 Y
g Pass
e Fail{ |cRC Check ? |
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o cheduls Schedule T
w0 ACK
o NAK .
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1 || ~nak_scHEDULED |
<T

iy J NAK
ACK/NAK  lg J ACKNAK_LAT
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ACK/NAK

f

Link J
—
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Figure 66: Elements of Receiver ACK/NAK Protocol
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4-7-1 Receive Buffer

The receive buffer temporarily stores received TLPs while TLP CRC and Sequence Number
checks are performed. If there are no errors, the TLP is processed and transferred to the receiver
‘s Transaction Layer. If there are errors associated with the TLP, it is discarded and a NAK
DLLP may be scheduled. If the TLP is a duplicate TLP it is discarded and an ACK DLLP is
scheduled. If the TLP is a ‘nullified’ TLP, it is discarded and no further action is taken

4-7-2 LCRC Check
This block checks for LCRC errors in the received TLP using the TLP’s 32-bit LCRC field.

4-7-3 Next_RCV_SEQ_Count

The 12-bit NEXT RCV_SEQ counter keeps track of the next expected TLP’s Sequence
Number. This counter is initialized to O at reset, or when the Data Link Layer is inactive. This
counter is incremented once for each good TLP received that is forwarded to the Transaction
Layer. The counter rolls over to O after reaching a value of 4095. The counter is not incremented
for TLPs received with CRC error, nullified TLPs, or TLPs with an incorrect Sequence
Number.

4-7-4  Sequence Number Check

* [f the TLP’s Sequence Number = NEXT RCV_SEQ count, the TLP is accepted, processed
and forwarded to the Transaction Layer. NEXT_RCV_SEQ count is incremented. The receiver
continues to process inbound TLPs and does not have to return an ACK DLLP until the
ACKNAK_LATENCY_TIMER expires or exceeds its set value.

* If the TLP’s Sequence Number is an earlier Sequence Number than NEXT RCV_SEQ count
and with a separation of no more than 2048 from NEXT_RCV_SEQ count, the TLP is a
duplicate TLP. It is discarded and an ACK DLLP is scheduled for return to the transmitter.

+If the TLP’s Sequence Number is a later Sequence Number than NEXT RCV_SEQ count, or
for any other case other than the above two conditions, the TLP is discarded and a NAK DLLP
may be scheduled (more on this later) for return to the transmitter.

4-7-5 Nak scheduled flag

The NAK_SCHEDULED flag is set when the receiver schedules a NAK DLLP to return to the
remote transmitter. It is cleared when the receiver sees the first TLP associated with the replay
of a previously-Nak’d TLP. The receiver shouldn’t schedule additional NAK DLLP forbad
TIPs received while the NAK_SCHEDULED flag is set.

4-7-6  ACKNAK Latency Timer

The ACKNAK_LATENCY_TIMER monitors the elapsed time since the last ACK or NAK
DLLP was scheduled to be returned to the remote transmitter. The receiver uses this timer to
ensure that it processes TLPs promptly and returns an ACK or a NAK DLLP when the timer
expires or exceeds its set value.
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The timer resets to 0 and holds when:

1. . All received TLPs have been acknowledged.
2. . The Data Link Layer is in the inactive state.

When the timer expires the receiver schedules and Ack DLLP of last unacknowledged good
TLP

The receiver’s ACKNAK LATENCY_TIMER is loaded with a value that reflects the worst-
case transmission latency in sending an ACK or NAK in response to a received TLP.

This time depends on the anticipated maximum payload size and the widthof the Link.
The equation to calculate the ACKNAK_LATENCY_TIMER value required

(Max Payload _Size +TLPOverhead )* AckFactor
LinkWidth

+InternalDelay + Tx _LOs _ Adjustment

Figure 67: ACKNAK_LATENCY_TIMER equation

Max_Payload_Size: is the value in the Max_Payload_Size field of the Device Control register.
For a multi-function device whose Max_Payload_Size settings are identical across all
functions, the common Max_Payload_Size setting must be used. For a multi-function device
whose Max_Payload_Size settings are not identical across all functions, the selected
Max_Payload_Size setting is implementation specific, but it’s recommended to use the
smallest Max_Payload_Size setting across all functions.

TLP Overhead: represents the additional TLP components which consume Link bandwidth
(header, LCRC, framing Symbols) and is treated here as a constant value of 28 Symbols.

30 AckFactor represents the number of maximum size TLPs which can be received before an
Ack is sent, and is used to balance Link bandwidth efficiency and retry buffer size — the value
varies according to Max_Payload_Size and Link width.

LinkWidth: is the operating width of the Link.

InternalDelay : represents the internal processing delays for received TLPs and transmitted
DLLPs, and is treated here as a constant value of 19 Symbol Times.

Tx_LOs_Adjustment: if LOs is enabled, the time required for the Transmitter to exit LOs
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4-7-7 ACK/NAK DLLP Generator

This block generates the ACK or NAK DLLP upon command from the LCRC or Sequence
Number check block. The ACK or NAK DLLP contains an AckNak_Seq_Num[11:0] field
obtained from NEXT_RCV_SEQ counter . Ack or NAK DLLPs contain AckNak_Seq_Num
[11:0] value equal to NEXT_RCV_SEQ -1

4-8 Scheduling an ACK DLLP

If the receiver does not detect an LCRC error or a Sequence Number related error associated
with a received TLP, it accepts the TLP and sends it to the Transaction Layer. The
NEXT_RCV_SEQ counter is incremented and the receiver is ready for the next TLP. At this
point, the receiver can schedule an ACK DLLP with the Sequence Number of the received
TLP.

Alternatively, the receiver could also wait for additional TLPs and schedule an ACK DLLP
with the Sequence Number of the last good TLP received. The receiver is allowed to
accumulate a number of good TLPs and then sends one aggregate ACK DLLP with a Sequence
Number of the latest good TLP received. The coalesced ACK DLLP acknowledges the good
receipt of a collection of TLPs starting with the oldest TLP in the transmitter’s Replay Buffer
and ending with the TLP being acknowledged by the current ACK DLLP. By doing so, the
receiver optimizes the use of Link bandwidth due to reduced ACK DLLP traffic. .When the
ACKNAK_LATENCY_ TIMER expires or exceeds its set value and TLPs are received, an
ACK DLLP with a Sequence Number of the last good TLP is returned to the transmitter.

4-9 Schedulinga NAK DLLP

Upon receipt of a TLP, the first type of error condition the receiver may detectisa TLP LCRC
error) The receiver discards the had TLP. If the NAK_SCHEDULED flag is clear, it schedules
a NAK DLLP to return to the transmitter. The NAK_SCHEDULED flag is then set. The
receiver uses the NEXT_RCV_SEQ count - 1 count value as the AckNak_Seq_Num [11:0]
field in the NAK DLLP At the time the receiver schedules a NAK DLLP to return to the
transmitter, the Link may be in use to transmit other queued TLPs, DLLPs or PLPs. In that
case, the receiver delays the transmission of the NAK DLLP . When the Link becomes
available, however, it sends the NAK DLLP to the remote transmitter. The transmitter replays
the TLPs from the Replay Buffer.
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In the meantime, TLPs currently en route continue to arrive at the receiver. These TLPs have
later Sequence Numbers than the NEXT_RC V_SEQ count. The receiver discards them. The
specification is unclear about whether the receiver should schedule a NAK DLLP for these
TLPs. It is the authors’ interpretation that the receiver must not schedule the return of additional
NAK DLLPs for subsequently received TLPs while the NAK_SCHEDULED flag remains set.

The receiver detects a replayed TLP when it receives a TLP with Sequence Numbers that
matches NEXT_RC V_SEQ count. If the replayed TLPs arrive with no errors, the receiver
increments NEXT_RCV_SEQ count and clears the NAK_SCHEDULED flag. The receiver
may schedule an ACK DLLP for return to the transmitter if the
ACKNAK_LATENCY_TIMER expires. The good replayed TLPs are forwarded to the
Transaction Layer.

4-10 Design and implementation (Block Diagram)

Set Callback function

Creation_Datalink_TLP

I

DLLP manager Tx

[ — i

DLLP manager Rx

Replay Buffer AckiNak
<:::> Notifications

Receive

Datalink Update DLLPs

Set Callback function

Figure 68: Design and Implementation of Data Link Layer
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4-11 Block Description
4-11-1 Creation_DataLink_TLP

Creation_Datalink_TLP

Mo | Link Retrained

Check Link
status management

End
(Return False)

et TLP from transaction

Check if Replay buffer
i= full

1- Assign Seq_Num.
2- Increment NTS.

3- Assign LCRC(32 bit).

Engueue in the Replay
Buffer

End
(Return
True)

Figure 69: flow chart of Creation_Datalink_TLP
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4-11-2 DLLP Manager Rx

Manages the reception of the DLLPs. If an Ack or Nak DLLP has been received, then the
DLLP Manager Rx passes the sequence number of the TLP acknowledged or
unacknowledged to the Ack_Nak_Notifications.

DLLP Manager RX @

Receive Buffer DLLFP
is empty?

Dequeus from Receive Buffer
DLLP

Update private values of flow

Type == Flow Control control.

1- Count up Reply Count.
2- Update ACKD SEQ.
3- Update private values of Ack/Nak
Motifications.

Yes (Ack)

1- Reset Replay_Count.
2- Update ACKD_SEQ.
3- Update private values for Ack/Nak
Maotifications.

End

Figure 70: Flow chart of DLLP Manager Rx
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4-11-3 DLLP Manager Tx
The DLLP Manager Tx module forms DLLPs,Ack for Good TLP and Nak for Bad TLP,and
then schedules and transmits a DLLP to the other component on the Link

DLLP Manager TX

Receive Buffer
TLP is empty?

Dequeue from Rx Buffer

false(0) 1- Create Nak DLLP
2- Put Nak flag.
3- Send NAK DLLP by Call back.
4- Restart Ack_Nak_Lat_timer.

Mak flag

trug(1)

N

Start
Ack_Nak_Lat_timer if —»
not started.

false(0)

No
Duplicated TLP
Yes
No

true(1)

1- Start Ack_Nak_Lat_timerif not started.
2- Increment NRS.
3- Send good TLP by Callback to transacion layer.
4- Clear Nak flag.

© |

Figure 71: Flow chart of DLLP Manager Tx
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4-11-4 Ack_Nak_Notifications
This module notifies to the Replay Buffer the TLPs acknowledged or unacknowledged in the

Receiver.

Ack _Nak_Notifcations

Replay timer expire

Check type

Yes

Ack_Mak_Seq == Ack Seq

1- Purge Replay Buffer of TLPF matching
AckMNak_Seq_Mum and all older TLP=.
2- Reset Replay timer if there is packet Ack.

Start Replay
fimer if not
runmning.

Replay Buffer

J

Check type

1- Send Replay TLP by Callback.
2- Start Replay timer if not started.

Figure 72: Flow chart of Ack_Nak_Notifcations
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4-11-5 Data_link_Update

It is the controller of Data Link, work as thread, it calls All blocks in Data Link by polling and
check for expiration of timers and take action in case of expirations of one of these timers and
also this block sends new packets to other layer

Data_Link_Update

Mo | Link Retrained )

End
[Return False)

Check Link
status management

1- Call DLLP_Manager Tx
2- Call DLLP_Manager_Fx

1- Send DLLFE
2- Feset AckMak timer

Check for Ack Timer
expire

E

Call Ackd'Mak notifications private
fumnction

1- Update AckMak notifications private vanablas.
2- Call AckiMak notifications private function.
2- Resst timer.

4- Increment Replay  Mum.

1- Send Link redrain for transaction and physical. Yo
Check Replay_Mum
2- Datalink enfers inactive status
I Mo

1- Last_S=ni_Seq=HNTZ- 1.
2- Send new pacheis.
3- Start Replay tinner if mot started.

= Mo
End
{Fetum True)

Figure 73: Flow chart of Data_Link_Update

Chechk for Replay Timer
expire
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4-12 Interfacing with Transaction Layer

In Our Design We Designed Transaction Layer as a class and Data Link Layer as another class
and Class Transaction layer can interface Data Link Class through four Interfaces(APIs) and
Class Data Link Layer Can Interface Transaction Layer Class through One Interface(API)

Creation of TLP

Create_Update_Flow_Control
_ GET_FLOW_CONTROL_DLLP _
Transaction Layer Data link Layer

Data_Link_Update
Datalink_To_Transaction

Figure 74: Interfacing Transaction Layer with Data Link Layer and vice versa

4-12-1 Creation of TLP

This API first check link status management if the link is active it gets TLP from Transaction
and Assign Sequence Number and LCRC and then put the packet in Reply Buffer

4-12-2 Create_Update_Flow_Control

As we said before, Transaction Layer should notify other devices with the credits available in
their Transaction Layer according to each type of Transaction this can be done by transmitting
Credits Alloc for both Header and Data and type of Transaction to Data Link Layer to Create
Flow Control Packet and send it to other device, this can be done by this
Create_Update_Flow_Control API

130 | Page



NMenhor

A Siemens Business

+0 +1 +2 +3
7lelslal3|2l1lol 7l el slal 3l 2l 1l ol 7lslslalsl2]l 1lol 7l 6l slal 312l 1l 0
Byte O ol =9l r HdrFC R DataFC
Byte 4 16 Bit CRC

A\

0100 Init 1 Posted
0101 Init 1 Non Posted
0110 Init 1 Completion
Init 2 Posted
Init 2 Non Posted

Init 2 Completion
1000 Update Posted
1001 Update Non Posted
1010 Update Completion

Figure 75: Types and Format of Flow Control Packets

4-12-3 GET_FLOW_CONTROL_DLLP

As we said before DLLP terminates at Data Link Layer, so when the device send flow control
DLLP carrying Credits Alloc to other device. the Transaction Layer of receiving device want
to know the Credits Alloc in other Layer to update its Credit Limit Register for both data and
header and know if it can send its pending TLP as the size of Pending TLP must be less than
Credits Limit, this can be done by this API, this API returns the value of Credits Alloc of other
Transaction Layer

GET_FLOW_CONTROL_DLLP
Header Limit ? :>

Transaction Layer Credits Alloc for Header and Data Data link Layer

<: Credits Alloc for
Data Limit ? Header and Data in
. private variable

Figure 76: illustration of GET_FLOW_CONTROL_DLLP
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4-12-4 Data_Link_Update

ONE Lab

The thread of transaction Layer should call this API because it is the Controller of Data link
that calls all blocks in Data Link and managing transferring packets and DLLP through Data

Link

The mechanism of Data_Link_Update when it is called by the thread of transaction layer is as
shown in its Block diagram

Check Link status

1- Call DLLP Manager Tx
2-Call DLLP Manager Rx

!

Check for Ack Timer m\\
expire -

Call Ack/Nak
notifications

|F Expired ﬂ

1-Schedule ACK DLLP
2-Send DLLP
3- Reset Ack/Nak timer

IFNO

IF NOT

(Check for Replay Timer
— . —— > Check Replay_Num =—">

Last Sent Seq<NTS-1

IF Expired i& F Replay Num roloveﬂ

!

1-Update Vaniables To notify

Ack nak notifications Block
2- Reset fimer

3- Increment Replay Num

1- Send Link retrain for
fransaction and physical.
2- Datalink enters inactive

status

1- Last_Sent Seq=NTS-1.
2- Send new packets.
3- Start Replay timer if not
started.
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4-12-5 Data_Link_To_Transaction

Before the Data Link Calls this API, Data link must Decompose Packet as to remove Sequence
number and LCRC, this can be done by DLLP Manger Tx Block, After Decomposing it class
Data Link Call this API, when calling this API, the TLP is passed from Data Link Layer to
Transaction Layer and enqueued in Rx Buffer according to the type of transaction of this TLP
(e.g posted transaction enqueued)

Transaction Laver
Ty
o b1

RX
«Buffer J

!

TLP

Data link Layer

Figure 78: lllustration Data_Link_To_Transaction

4-13 Recommended Priority to Schedule Packets
A device may have many types of TLPs, and DLLPs to transmit on a given Link. The
following is a recommended but not required set of priorities for scheduling packets:
1. Completion of any TLP or DLLP currently in progress (highest priority).
2. PLP transmissions.
3. NAK DLL-P.
4. ACK DLLP.
5. FC (Flow Control) DLLP.
6. Replay Buffer re-transmissions.

7. TLPs that are waiting in the Transaction Layer.

8. All other DLLP transmissions (lowest priority)
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Chapter 5
Physical Layer

5-1 Physical layer overview

The Physical Layer shown in connects to the Link on one side and interfaces to the
Data Link Layer on the other side. The Physical Layer processes outbound packets before
transmission to the Link and processes inbound packets received from the Link. The two
sections of the Physical Layer associated with transmission and reception of packets are
referred to as the transmit logic and the receive logic throughout this chapter.

The transmit logic of the Physical Layer essentially processes packets arriving from the Data
Link Layer, then converts them into a serial bit stream. The bit stream is clocked out at 2.5
Gbits/s/Lane onto the Link.

The receive logic clocks in a serial bit stream arriving on the Lanes of the Link with a clock
that is recovered from the incoming bit stream. The receive logic converts the serial bit steam
into a parallel symbol stream, processes the incoming symbols, assembles packets and sends
them to the Data Link Layer.

Memory, /0, Configuration R/W Requests or Message Requests or Completions
(Software layer sends / receives addressftransaction type/datalmessage index)
Software layer

Transmit Receive

Transaction Layer Packet (TLP Transaction Layer Packet (TLP

S TR G
—

Transaction layer — Flow Contrel
Transmit - . mmm  Receive
Buffers e Virtual Channel == Buffers
per VC Management perVC
Link Packet DLLPs eq.
] N St
Sequence| TLP L CRC|{ACKINAKICRCIS{ACKIDK(CRC|{seqdéce| TLP 1IN

Data Link layer TLP Replay Do mis
Buffer

N Mux

3% [ pata | B

Physical layer

Parallel-to-Serial . Senial-to-Parallel
Differential Driver ini Differential Receiver

Figure 79: The Physical layer

134 | Page



Nenlor- \ ONE Lab

In the future, data rates per Lane are expected to go to 5 Gbits/s, 10 Gbits/s and beyond. When
this happens, an existing design can be adapted to the higher data rates by redesigning the
Physical Layer while maximizing reuse of the Data Link Layer, Transaction Layer and Device
Core/Software Layer. The Physical Layer may be designed as a standalone entity separate from
the Data Link Layer and Transaction Layer. This allows a design to be migrated to higher data
rates or even to an optical implementation if such a Physical Layer is supported in the future.

Two sub-blocks make up the Physical Layer. These are the logical Physical Layer and the
electrical Physical Layer as shown below. This chapter describes the logical sub-block, and the
next chapter describes the electrical sub-block. Both sub-blocks are split into transmit logic
and receive logic (independent of each other) which allow dual simplex communication.

I A | A
Physical Layer Physical Layer

Tx _ Rx Tx .
Electrical Electrical
Y Link Cc Y
T+ Tx- Rx+ Rx- ’/'\ | ITX T}(T| T+ Rx R+
" < I ] L r
l 11
]1
L 11 I I U _ *
CTX

Figure 80: The Electrical and the Logical Physical
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5-2 Transmitter Logic

Figure 81 shows the elements that make up the transmit logic:

e Multiplexer (mux).

e Byte striping logic (only necessary if the link implements more than one data
lane).

e Scramblers.

e 8b/10b encoders.

e Parallel-To-Serial converters.

TLPs and DLLPs from the Data Link layer are clocked into a Tx Buffer. With the aid of a
multiplexer, the Physical Layer frames the TLPs or DLLPs with Start and End characters.
These characters are framing symbols which the receiver device uses to detect start and end of
packet.

The framed packet is sent to the Byte Striping logic which multiplexes the bytes of the packet
onto the Lanes. One byte of the packet is transferred on one Lane, the next byte on the next
Lane and so on for the available Lanes.

The Scrambler uses an algorithm to pseudo-randomly scramble each byte of the packet. The
Start and End framing bytes are not scrambled. Scrambling eliminates repetitive patterns in the
bit stream. Repetitive patterns result in large amounts of energy concentrated in discrete
frequencies which leads to significant EMI noise generation. Scrambling spreads energy over
a frequency range, hence minimizing average EMI noise generated.

The scrambled 8-bit characters (8b characters) are encoded into 10-bit symbols (10b symbols)
by the 8b/10b Encoder logic. And yes, there is a 25% loss in trans-mission performance due to
the expansion of each byte into a 10-bit character. A Character is defined as the 8-bit un-
encoded byte of a packet. A Symbol is defined as the 10-bit encoded equivalent of the 8-bit
character. The purpose of 8b/10b Encoding the packet characters is primarily to create
sufficient 1-to-0 and 0-to-1 transition density in the bit stream so that the receiver can re-create
a receive clock with the aid of a receiver Phase Lock Loop (PLL). Note that the clock used to
clock the serial data bit stream out of the transmitter is not itself transmitted onto the wire.
Rather, the receive clock is used to clock in an inbound packet.

The 10b symbols are converted to a serial bit stream by the Parallel-to-Serial converter This
logic uses a 2.5 GHz clock to serially clock the packets out on each Lane. The serial bit stream
is sent to the electrical sub-block which differentially transmits the packet onto each Lane of
the Link.
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5-3 Receive Logic

Figure 81 shows the elements that make up the receive logic:

e Receive PLL.

e Serial-to-parallel converter.

e Elastic buffer.

e 8b/10b decoder.

e De-scrambler.

e Byte un-striping logic (only necessary if the link implements more than one data
lane).

e Control character removal circuit.

e Packet receive buffer.

As the data bit stream is received, the receiver PLL is synchronized to the clock frequency with
which the packet was clocked out of the remote transmitter device. The transitions in the
incoming serial bit stream are used to re-synchronize the PPL circuitry and maintain bit and
symbol lock while generating a clock recovered from the data bit stream. The serial-to-parallel
converter is clocked by the recovered clock and outputs 10b symbols. The 106 symbols are
clocked into the Elastic Buffer using the recovered clock associated with the receiver PLL. The
Elastic Buffer is used for clock tolerance compensation; i.e. the Elastic Buffer is used to adjust
for minor clock frequency variation between the recovered clock used to clock the incoming
bit stream into the Elastic Buffer and the locally-generated clock associated that is used to clock
data out of the Elastic Buffer.

The 10b symbols are converted back to 8b characters by the 8b/10b Decoder. The Start and
End characters that frame a packet are eliminated. The 8b/10b Decoder also looks for errors in
the incoming 10b symbols. For example, error detection logic can check for invalid 10b
symbols or detect a missing Start or End character.

The De-Scrambler reproduces the de-scrambled packet stream from the incoming scrambled
packet stream. The De-Scrambler implements the inverse of the algorithm implemented in the
transmitter Scrambler.

The bytes from each Lane are un-striped to form a serial byte stream that is loaded into the
receive buffer to feed to the Data Link layer.
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From Data Link Layer To Data Link Layer

Transmit Receive
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Figure 81: Detailed Physical layer

5-4 Physical layer Error Handling

When the Physical Layer logic detects an error, it sends a Receiver Error indication to
the Data Link Layer. The specification lists a few of these errors, but it is far from being an
exhaustive error list. It is up to the designer to determine what Physical Layer errors to detect
and report.

Some of these errors include:

e 86/106 Decoder-related disparity errors.

e 8b/10b Decoder-related code violation errors.

e Elastic Buffer overflow or underflow caused by loss of symbols.

e The packet received is not consistent with the packet format rules.

e Loss of Symbol Lock (see "Symbol Boundary Sensing (Symbol Lock)" on page 441).
e Loss of Lane-to-Lane de-skew.

Response of Data Link Layer to 'Receiver Error' Indication If the Physical Layer indicates a
Receiver Error to the Data link layer, the Data Link Layer discards the TIP currently being
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received and frees any storage allocated for the TIP. The Data Link Layer schedules a NAK
DLLP for transmission back to the transmitter of the TIP. Doing so automatically causes the
transmitter device to replay TLPs from the Replay Buffer, resulting in possible auto-correction
of the error. The Data Link Layer may also direct the Physical Layer to initiate Link re-training
(i.e., link recovery).

Detected Link errors may also result in the Physical Layer initiating the Link retraining
(recovery) process. In addition, the device that detects a Receiver Error sets the Receiver Error
Status bit in the Correctable Error Status register of the PCI Express Extended Advanced Error
Capabilities register set. If enabled to do so, the device sends an ERR_COR (correctable error)
message to the Root Complex.
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Chapter 6

Testing

6-1 Interface of layers

A Transactor, implemented in Verilog as a simple physical layer, used as a block of
handshaking between two layers implemented in different languages.

As there are two layers, Transaction layer and Datalink layer, implemented in C++ and a layer,
Physical layer (Transactor in this case), DPI “Direct Programming Interface” is used as the
interface between them.

Figure shows how the interface between the layers looks like in the presence of DPI.

DPI

System Verilog System-C
MRd, CfrRdO, CpID, ............ Ct+
Device Core
Transaction Layer
Verilog
Datalink Layer
Physical Layer

A

“ N

Link

Figure 82: Layer Interface
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6-2 Header type comparison

Figure show the header type 0 and Figure shows header type 1.

Doubleword Dohll.llmft\:ué?rd
. Number (in decimal)
(in decimal) B te
Byte y

3 2 1 0 3 2 1
- 1D

Device
g

Device

Sla_tLlS Command 01
- 02
Class Code Class Code
Lat Cache Latency 03
A | T
Base Address 0 04 Base Address 0 “
Base Address 1 08 Base Address 1 v
Base Address 2 06 Latoncy Tier | Bus Number | Bus Ramiser |-Bus Number
Seconda
Base Address 4 08
Prefetchabl Prefetchabl
Base Address 5 09 Mgfngtr";f fim?t Mgfngtu!:y ggsee
; 10
CardBus CIS Pointer 10 Prﬁ?ﬁg‘a&'e B?tasse
1 Prefetchable Limit 11
i I/O Limit I/O Base 12
Expansion ROM 12 Upper 16 Bits | Upper 16 Bits
it 13
Reserved  [F9paviiied L Reserved Copelilky
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Figure 83: Header type 0 Figure 84: Header type 1
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6-2-1 Header Type 0 Test

Some of the tested registers of header type 0 will be shown as follow:

Command register.
Status register.
Interrupt Line register.
Interrupt Pin register.
PCle Device capability
e Device capability register.
e Device control register.
e Device status register.
%+ MSI capability
e MSI Message Control register.
e MSI Message Address register.
e MSI Message Data register.
%+ AER capability
e AER Enhanced header register.
e AER Correctable status register.
e AER un-Correctable status register.

R/ /7 /7 /7
L X X S X R X9

e

*

6-2-2 Header Type 1 Test

Some of the tested registers of header type 0 will be shown as follow:

%+ Same registers as header type 0.

%+ Other registers
e Primary Bus Number register.
e Secondary Bus Number register.
e Subordinate Bus Number register.
e Memory Base register.
e Memory Limit register.
e Prefetchable Memory Base register.
e Prefetchable Memory Limit register.
e Prefetchable Upper Base register.
e Bridge Control register.
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6-3 Test types

To test the performance of the design and to know how good the implementation of the
two header types, header type 0 which is used for Endpoints and header type 1 which is used
for switches, that the PCle has, two types of test is performed:

% Root Complex (OS) communicating with an Endpoint through a PCle switch.

®,

% Two Endpoints connected Back-to-Back.

The first type, OS communicating with an Endpoint through a PCle switch, is used to test the
design and implementation of header type 1, and the second type, two Endpoints are connected
back-to-back, is used to test the implementation of header type 0.

6-3-1 First Test type

Some of the packet types tested in this method as follow:

% Configuration Write “4 Bytes”.
% Configuration Read “4 Bytes”.
s DMA (Memory Write)

e 1 Byte.

e 2 Bytes.

e 4 Bytes.

e 8 Bytes.
% DMA (Memory Read)

e 1 Byte.

e 4 Bytes.

o 8 Bytes.

e 128 Bytes.

e 512 Bytes.

6-3-2 Packet Examples

To verify the results of the implementation, they were compared to the results of real
used PCle bus at Mentor Graphics company. Where its results were given in two separate Excel
files.
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Comparisons of some packets will be clarified as follow.

% Write configuration

o Writing (OXFFFFFFFF) at BARO.

Expected Output
Header 0 0x44000001 0x44000001
Header 1 0x0000CBOF 0x0000150F
Header 2 0x01000010 0x01000010
Data OXFFFFFFFF OXFFFFFFFF
%+ Completion
Expected Output
Header 0 0x0A000000 0x0A000000
Header 1 0x01000004 0x01000004
Header 2 0x0000CB00 0x00001500
% Read configuration
o Reading from BARO.
Expected Output
Header 0 0x04000001 0x04000001
Header 1 0x0000CCOF 0x0000160F
Header 2 0x01000010 0x01000010
% Completion
Expected Output
Header 0 0x4A000001 0x4A000001
Header 1 0x01000004 0x01000004
Header 2 0x0000CCO00 0x00001600
Data OxFFFFFCO00 OXFFFFFCO00
% Write configuration
o Writing (OXFFFFFFFF) at BARL.
Expected Output
Header 0 0x44000001 0x44000001
Header 1 0x0000CFOF 0x0000180F
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Header 2 0x01000014 0x01000014
Data OXFFFFFFFF OXFFFFFFFF
% Completion
Expected Output
Header 0 0x0A000000 0x0A000000
Header 1 0x01000004 0x01000004
Header 2 0x0000CF00 0x00001800
% Read configuration
o Reading from BARO.
Expected Output
Header 0 0x04000001 0x04000001
Header 1 0x00000D0OF 0x0000190F
Header 2 0x01000014 0x01000014
% Completion
Expected Output
Header 0 0x4A000001 0x4A000001
Header 1 0x01000004 0x01000004
Header 2 0x00000D00 0x00001900
Data OxFFF00008 OxFFF00008
% Memory Test
Packet type #Bytes Offset Address
MemRd 1 Byte Offset 0 O0xFE000000
MemRd 1 Byte Offset 1 0xFE000001
MemRd 1 Byte Offset 2 O0xFE000006
MemWr 1 Byte Offset 0 0xFE000000
MemWr 2 Bytes Offset 2 O0xFE000006
MemRd 4 Bytes Offset 0 OxFE80000C
MemWr 4 Bytes Offset 0 OxFE80000C
MemRd 8 Bytes Offset 0 0xFE000000
MemRd 8 Bytes Offset 0 0xFE000048
MemWr 8 Bytes Offset 0 O0xFE000000
MemWr 8 Bytes Offset 0 OxFE100AC8
MemRd 128 Bytes Offset 0 0x3600F800
MemRd 512 Bytes Offset 0 0x3603FCO00
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6-3-3 Second Test type

Some of the packet types tested in this method as follow:

% BARs
o 3 DWs header (32-bits address).
o 4 DWs header (64-bits address).
% DMA.
o Memory write.
o Memory read.
Multiple completions.
Completion timeout.
Configuration Retry Request “CRS “.
Completion Abort “CA “.
Unsupported Request “UR .
ECRC.
MSI.

X/
X4

L)

X/
X4

L)

X/
X4

X/ X/ X/
L X X I X QIR

e

*

6-3-4 Packet Examples

Comparisons of some packets will be clarified as follow.

%+ Multiple completions
e Settings
o Command register.
» To allow memory transactions.

X onELab

Packet type Endpoint Data
Cfgwr El 0x06
CfgWr E2 0x06

o Device status register.
» To set Max Payload Size to 128 Bytes.

Packet type Endpoint Data
CfgWr El 0x5000
CfgWr E2 0x5000

e Test
Packet type #Bytes Direction Address
MemRd 512 Bytes Elto E2 0xAC000000

> As the MPL has been set to 128 Bytes, the completion is divided to four separate
completion packets with the same sequence number.

Rl
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e Test
Packet type #Bytes Direction Address
MemRd 3 Bytes Elto E2 0xAC000000
» We had completion response delayed from App. Layer of E2 to try Completion
timeout.

% Configuration Retry Request “CRS “.
» Sending Configuration write to E2 with wrong ID.
» We made the header and sent it to E1 with completion status CRS, then the
correct completion has been sent to E2.

% Completion Abort “CA «.
» Sending Configuration write to E2 with wrong ID.
» We made the header and sent it to E1 with completion status CA.
> No need to send the successful completion as it’s already terminated.

% Unsupported Request.
e Settings
o Command register (2" Byte).

Packet type Endpoint Data
Cfgwr E2 0x01

o Device control register

Packet type Endpoint Data
Cfgwr E2 Ox0E
» To enable UR & MSG error reporting.

e Test
» Sending MemWr to E2 with address 0XOOF1F1F1 (wrong address) to
try Msg & UR.
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% ECRC
e Settings
o AER control register
Packet type Endpoint Data
CfgWr El 0x01EOQ
CfgWr E2 0x01EQ
» To enable ECRC generation and check.
e Test.

Packet type Endpoint #Bytes Address Data
MemWr E2 3 Bytes OXABF1F1F1 OXFFFFFFFF
MemRd El 4 Bytes 0xAC000000 |  --------mm-mmm-

% MSI
e Settings
Packet type #Bytes Register Data
CfgWr 2 Bytes MSI Control 0x0081
CfgWr 4 Bytes MSI Address OxFEE02000
CfgWr 2 Bytes MSI Data 0x4021

> To enable MSI.

e Test

o When MSI_0 is sent, INTA sends MemWTr packet.
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6-4 Tests in blocks

6-4-1 Transaction layer test

Figure shows the test of the Transaction layer in the first test type, OS communicating with an
Endpoint through a PCle switch, Where Figure shows its test in the second test type, two
Endpoints are connected back-to-back.

Switch Root complex

App (O1]

Endpoint ’ 1 J

TL TL

Figure 85: Transaction layer test type 1

Endpoint Endpoint

TL TL

Figure 86: Transaction layer test type 2

149 | Page



NMenhor

peteiierefy % ONE Lab

6-4-2 Datalink layer test

Figure shows the test of the Datalink layer in the first test type, OS communicating with an
Endpoint through a PCle switch, Where Figure shows its test in the second test type, two
Endpoints are connected back-to-back.

Switch Root complex
App 0S
7y
Endpoint [ I J J
Y
TL TL
7y 7y
DL DL

| )]

Figure 87: Datalink layer test type 1

Endpoint Endpoint
TL TL
DL DL

Figure 88: Datalink layer test type 2
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6-4-3 Physical layer test

Figure shows the test of the Physical layer in the first test type, OS communicating with an

Endpoint through a PCle switch, Where Figure shows its test in the second test type, two
Endpoints are connected back-to-back.

Switch Root complex
App 0s
A
Endpoint ] | I J J‘
TL TL
A A
DL DL

a

U

Figure 89: Physical layer test type 1

Endpoint Endpoint
TL TL
A A
h 4
DL DL

Figure 90: Physical layer test type 2
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Conclusion and Future work

The main advantage of the model is it tries to reduce the complexity of the bus by the use of
co-simulation. Co-simulation is simply that a part of the design is mainly hardware and the
other part is mainly software, and the two parts are simulated together using some simulation
tools (e.g. Questa-Sim, Model-Sim, ....). Where Questa-Sim is the tool used for this model.

So, the use of co-simulation in this model has simplified the design of the PCle bus by
Conveying some of the hardware complexity to the software part.

In the future, this model can be modified and completed in some ways. The first part to be
completed is the full implementation of the Physical layer in Verilog. Then the other two layers,
Transaction layer and the Datalink layer, are implemented in Verilog. Then the three completed
layers of the PCle are integrated together and tested before burning the final model of FPGA.
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