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Abstract

Narrowband Internet of Things (NB-10T) is a new cellular technology introduced in 3GPP Release
13 for providing wide-area coverage for the loT devices. This thesis provides a hardware
implementation of the physical downlink shared channel “NPDSCH” receiver chain in Release 14.
We describe how algorithms were constructed and hardware designed in accordance with the
requirements of the 3GPP standard to achieve specifications and good performance, low area,
low power and low complexity of design. We also provide insight on how the chain was
integrated, synthesized, simulated and tested.
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Abbreviations
3GPP 3rd Generation Partnership Project

AWGN Additive White Gaussian Noise

BER Bit Error Rate

CBER Channel Bit Error Rate

CP Cyclic Prefix

CDF Cumulative Density Function

CFO Carrier Frequency Offset

CORDIC Coordinate Rotation Digital Computer
ETU Extended Typical Urban

FFO Fractional Frequency Offset

ICl Inter-Carrier Interference

IFO Integer Frequency Offset

ISI Inter-Symbol Interference

NPSS Narrowband Primary Synchronization Signal
PMF Probability Mass Function

RF Radio Frequency

SINR Signal to Interference Noise Ratio

SNR Signal to Noise Ratio

CRC Cyclic Redundancy Code or Cyclic Redundancy Check
FFT Fast Fourier Transform

IFFT Inverse Fast Fourier Transform

loT Internet of Things

LTE Long-Term Evolution

MSB Most Significant Bit

NB-loT Narrowband Internet of Things

NPBCH Narrowband Physical Broadcast Channel

NPDCCH Narrowband Physical Downlink Control Channel
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NPDSCH Narrowband Physical Downlink Shared Channel
NPRACH Narrowband Physical Random-Access Channel
NPSS Narrowband Primary Synchronization Signal
NPUSCH Narrowband Physical Uplink Shared Channel
NRS Narrowband Reference Signal

NSSS Narrowband Secondary Synchronization Signal
OFDM Orthogonal Frequency-Division Multiplexing
QPSK Quadrature Phase-Shift Keying

RE Resource Element

TBS Transport Block Size

UE User Equipment

WAVA Wrap Around Viterbi Algorithm

Z-F Zero-Forcing
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Introduction

1.1. Motivation and Purpose
The number of wireless devices is rapidly increasing. So, we want to connect these devices
together to able to develop useful applications. This connectivity can be done through loT.

The main concept of 10T is to have a network of wireless devices to collect and exchange data
between them over the internet or any communication network. loT doesn’t require the
device, software or sensor to be connected to public internet it should only be connected to
a specific network and can be addressed.

There is a lot of 10T applications such smart cities, traffic management, smart metering and
many more.

These loT devices and network should follow certain specifications, as the devices should be
of low cost and long battery life and the network should support low latency and coverage
requirements for wide area.

_ m Smart Cities
#0= -Water distribution
§ = -Waste management
Smart Homes Energy Engagement
*Smart door lock o +Grid automation
«smart bulbs lﬁl | « Wireless grid communication
«smart thermostat - -
Health care @2 4 Wearables
A v s
« Heart rate and blood ’ «Fitness and activity monitor
. pressure monitor c\://)

« 10T makes easy parking ﬁ 'Sn_ﬂarl 'armln_g - ; )
« Vehicle location monitoring - Climate monitoring and forecasting

« Crop monitoring
Smart Manufacturing g ,
* Industrial communication » \‘(‘ ( Cars
« Production flow monitoring

> -Engine management
«Improve field service scheduling ot &

Transportation o -
* Traffic management g Ag riculture

Figure [1]: loT Applications

NB-loT is a new mobile network that only used for IoT applications and it’s based on LTE. NB-
loT supports a range of data rate depending on the channel quality and the bandwidth
besides it offers energy saving capabilities to increase battery life and it support.

Itis designed to achieve the perfect co-existence performance along with other technologies.
For NB-LTE Rel.14 it works with one resource block occupying a bandwidth of 180 KHz.
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NB-loT is designed to support three deployment modes

Standalone mode
An NB-loT carrier is deployed independently of any LTE carrier and it can function as
replacement for GSM carrier. Besides it also provides deployment flexibility based on
spectrum availability.

Guard band
An NB-loT carrier is deployed within the guard band of an LTE carrier by using a used
Resource Block within LTE carrier Guard Band. This doesn’t consume any capacity from
the primary LTE traffic carrier

In band
An NB-loT carrier is deployed occupying a physical resource block (PRB) within an LTE
carrier. This mode is the most efficient one as it allows the base station schedule to
multiplex LTE and NB-loT traffic in the same spectrum.

LTE spectrum

Reserved -
2% o |
3|8 | for| AE
Bl [ ™
| LTE} =
- ?
180 kHz 180 kHz
In-band
2| Rieserved =|la
Eg e od Zll 2
) ! for ! =
& e =||2
| LIE| =
kHz 180 kH=

180
Guard-band

2001Hz 200 KHz
- —

NB-IoT
GSM

180 kHz
Stand-alone

Figure [2]: NB-loT deployment modes
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1.2. NB-loT with Competitors
Low Power Wide Area Network LPWAN connects wireless devices designed for Internet of
Things loT and manages to combine efficient energy devices with wide transmission ranges
so they can run for a very long time on battery-based systems.

There are three famous technology nodes using LPWA, NB- = = .
‘ ) @NB-IOT Lora Y sigfox
loT, Long Range Wide Area Network (LoRaWAN) and Sigfox. =

So, what makes NB-lIoT special? NB-loT is based on Long

Term Evolution LTE, so that makes it an open standard not proprietary as LoRaWAN and
Sigfox so they are used in.

NB-loT is also a leading technology in terms of data throughput, data rates and energy
efficiency. As the chart shows. LoRaWAN suffers from interference in ISM band which reduces
data rates while Sigfox connection is lost in poor conditions.

Typical data rate (bits per second)

27,000

Excellent 5,470

27,000

*
8 Good 297
=
k]
C
o
(@)
©
g’ 6,000
s Mid
(@)
300
Poor
. NB-loT . LoRaWAN Sigfox No Connection Source: Naumann H. & Oslers W.(2020)

* Excellent = Ideal Conditions (~130 dB); Good = Open Area (~140 dB); Medium = Indoor (~150 dB); Poor = Deep Indoor (~160 dB)

Figure [3]: Data Rates Comparison

Medium reception conditions (144 dB Link Budget)

362
NB-loT
431

LoRaWAN EU*

980
Sigf

Figure [4]: Energy Efficiency Comparisons
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1.3. NPDSCH Receiver based on Rel14. 3GPP

3GPP first introduced the NB-LTE in release 13 and further enhancements were made
later in release 14 to improve the Quality-of-Service QoS. And also increased the transport
block size up to 2536 bits instead of being 680 in release 13.
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1.4. OFDM
Orthogonal Frequency Division Multiplexing (OFDM) is a method of data transmission in
which information is split among several closely spaced narrowband subchannel frequencies
instead of using wide band frequency channel.

The spacing is precisely chosen so as to provide orthogonality which gives us immunity to
interference and letting the demodulators blind to any other frequency than the intended
one.

1.4.1. Cyclic Prefix
As we need to be more immune to fading

effects so, we need to cancel the Inter Symbol LI A NG "
[ SN [ uard time

Interference (ISI). This is done by adding a SN | . \
guard time. This time is chosen larger than the i a5 W AN A A AN
expected delay spread in order to a multipath ol L VN LYy S /AR
component of one symbol can interfere with AN ,{' v |
the next symbol. 0.5 T \
Making this guard time consists of no signal - vV . N .

S00 1000 1500 2000

give us a problem which is Inter Carrier
Interference (IClI). ICl is the crosstalk between
different subcarrier meaning that we lost orthogonality.

Figure [5]: Guard Time

We eliminate this ICl by making OFDM symbols
cyclically extended in the guard time by this we
maintain the orthogonality by ensuring that
delayed replicas of the OFDM symbol always '

have integer number of cycles within the FFT
interval.

15t Symbol 2" Symbol

Figure [6]: Guard Time with CP
1.4.2. Advantages of OFDM

e OFDM efficiently deals with multipath fading as for a given delay spread the
complexity is significantly lower than that of single carrier system.

e Data rates and number of subcarriers can adaptively change according to channel
quality.

e Unlike FDM there is no guard bands here so it gives better spectral utilization

1.4.3. Disadvantages of OFDM

With all the previous advantages OFDM offers some challenges to be solved as it very

sensitive to frequency offset and doppler shifts. Hence, we need to correct these offsets

to able to use OFDM reliably.
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1.5. System Overview
1.5.1.  Transmission Modes

LTE Supports 3 types of frame structures

e Type 1 for Frequency Division Duplex (FDD)
e Type 2 for Time Division Duplex (TDD)
e Type 3 for LAA secondary cell operation

The main difference between FDD and TDD is that FDD uses different frequency bands for
the uplink and downlink transmission while TDD uses the same frequency band but with
time slots dedicated for uplink and other for downlink transmission.

' Frequency

Time

L Frequency

Time

Figure [7]: Frequency/Time Division Duplex Structure

In NB-loT, frame structure type 1 is used, here is a closer look on how NB-lot uplink and

downlink transmition takes place.

f

=

m A

Duplex spacing

=

Uplink
transmission

IIQOkJIz

!
guard time

[ Transmission from eNB

guard time t

[0 Transmission from UE

Figure [8]: UL/DL in NB-loT
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1.5.2. Frame Structure
Each NB-loT radio frame has duration of 10 ms and consists of 10 subframes with 1 ms
duration each. Every subframe consists of 2 slots of 0.5 ms each. The slot consists of 7
OFDM symbols. And the frequency band of 180 kHz is divided into 12 sub carriers of 15

1 SF
(1 ms)
Hyperframe cycle ~ -
2 hours 54 minutes and 46 seconds c;'%“,:\ (Ddsmml‘)
R WA B NG
TESPN | 0 | 1 02 o | o B\ 1 resource clement
LT - 10.24 s TTee-o L . 4‘—~10}'D,\15ymbn]
-7 | ms TTte-o ; 1PRB
- — e R . \
: 12 subcarriers
SFs [of1 F;H ’: [ (180 kHz)
SEN o 1 > ‘ ‘ 1022 1023 LlSk[Lz
g T
10 ms 0 J
TR TT N £ T

i

Figure [9]: Frame Structure

There are subframes that carries different types of information such as the broadcast
subframes and the Control Subframes the synchronization subframes such as the

Narrowband Primary Synchronization Signal NPSS and the Narrowband Secondary
Synchronization Signal NSSS.

NPDCCH | NPDCCH | NPDCCH | NPDCCH NPDCCH | NPDCCH | NPDCCH | NPDCCH NPDCCH | NPDCCH [ NPDCCH | NPDCCH NPDCCH | NPDCCH | NPDCCH
or or or or NPSS or or or or or or or or NPSS or or or
NPDSCH | NPDSCH | NPDSCH | NPDSCH [ SF5 | NPDSCH | NPDSCH | NPDSCH [ NPDSCH NPDSCH | NPDSCH | NPDSCH [ NPDSCH | SF5 [ NPDSCH | NPDSCH | NPDSCH
SF1 SF2 SF3 SF4 SF6 SF7 SF8 SF9 SF1 SF2 SF3 SF4 SF6 SF7 SF8
Radio Frame 1 Radio Frame 2

According to 3GPP

Frame time Ty = 30720075 = 10ms, Tsyprrame = 307207y = 1ms

1
~ 15000 x 2048 °

T.p = 5.2 ps for 1°* OFDM symbol and 4.7us for the rest

Ts

1 ims
Tu = 15_K = 6667#5 and Tsymbol = 7 = 714#5

Number of samples for cp = 160 for the first ODFM symbol and 144 for the rest. So, the
minimum number of samples used in LTE is 128 to get integer number of samples for
cp = 10 for the first OFDM symbol and 9 for the rest.

For NB-loT LTE it follows the number of minimum samples which is 128 although its
number of subcarriers is 12. Hence, we use down sampler in our design from 128 to 16.

So, the sampling rate T = usTl)uzzs) = % = 520ns
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1.5.3.  Scheduling in NPDSCH
Scheduling is handled by the downlink control information DCI. In case of not carrying
system information block SIBs-NB the NPDSCH carries user data towards the UE and it
takes place after transmission of NPDCCH in order for the receiver to be able to decode
the DCI.

The DCI of the NPDSCH is DCI format type N1 for CRC not masked with RA-RNTI which is
random access response and it consists of:

Field Number | Description

of bits
Flag for format NO/format N1 differentiation | 1 0 for NO, 1 for N1
Subcarrier order indicator 1
Scheduling delay Iy,14y 3 indicates the start of the codeword
Resource Assignment Isg 3 indicates the number of subframes
Modulation and coding scheme Ij;¢s 4 indicates the transport block size
Repetition number Ip,, 4 indicates the number of repetitions
New data indicator 1
HARQ-Ack resource 4
DCI subframe repetition number 2
Total number of bits 23

1. Scheduling delay I;¢;qy
The scheduling delay is indicating the start of the codeword successive subframes
after n + 5 + k, subframes, the NPDCCH that ends in n subframes so usually the NPDSCH
follows the NPDCCH after 5 or more subframes.

ko
Idelay Rinax Rinax
< 128 > 128
0 0 0
1 4 16
2 8 32
3 12 64
4 16 128
5 32 256
6 64 512
7 128 1024
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2. Resource Assignment I
The resource assignment indicates the number of subframes that is constituting the
NPDSCH message.

—
\lowm.bwwl—\o‘g
Booanwan—\mZ

e

Example:
Idelay =0,k,=0
ISF = ZINSF = 3

n+5+ k,,

[ !

NPDCCH NPSS NSSS

.SFl SF2 | SF3 | SF4 NPSS SF6 | SF7 | SF8 | SF9
SF5
3. Modulation and coding scheme I;¢s

The modulation and coding scheme in case of NPDSCH not carrying system information
block SIBs-NB is the same as Irgs Where Irgs = Ijcs indicates the transport block size
that is used in transmission and it is an important parameter in order to decode the data
correctly and hand it over from the physical layer to upper layer. There’s no segmentation
in NB-loT because the maximum TBS is 2536 which is less than 6144,

I lse

78S 0 1 2 3 4 5 6 7

0 16 | 32 | 56 88 120 | 152 | 208 | 256
1 24 | 56 | 88 | 144 | 176 | 208 | 256 | 344
2 32 | 72 | 144 | 176 | 208 | 256 | 328 | 424
3 40 | 104 | 176 | 208 | 256 | 328 | 440 | 568
4 56 | 120 | 208 | 256 | 328 | 408 | 552 | 680
5 72 | 144 | 224 | 328 | 424 | 504 | 680 | 872
6 88 | 176 | 256 | 392 | 504 | 600 | 808 | 1032
7 1104 | 224 | 328 | 472 | 584 | 680 | 968 | 1224
8 | 120|256 | 392 | 536 | 680 | 808 | 1096 | 1352
9 | 136|296 |456 | 616 | 776 | 936 | 1256 | 1544
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10 | 144 | 328 | 504 | 680 | 872 | 1032 | 1384 | 1736
11 | 176 | 376 | 584 | 776 | 1000 | 1192 | 1608 | 2024
12 | 208 | 440 | 680 | 904 | 1128 | 1352 | 1800 | 2280
13 | 224 | 488 | 744 | 1032 | 1256 | 1544 | 2024 | 2536

4. Repetition number I,
The repetition number indicates the number of repetitions of the codeword.

Irep Niep
0 1
1 2
2 4
3 8
4 16
5 32
6 64
7 128
8 192
9 256
10 384
11 512
12 768
13 1024
14 1536
15 2048
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1.6. Project Flow
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1.7. Design Architecture
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The in-phase and quadrature phase data enter the receiver chain through the Coarse
Synchronizer.

After the synchronization happen, we remove the cyclic prefix using CP Removal and we
down sample the data.

Then these data pass through CFO Corrector to correct the frequency offset using the
estimated frequency offset given by the Coarse Synchronizer.

Fine Synchronization is used to keep tracking of time and frequency offset.

There is a FIFO based memory used to store samples to prepare them for the FFT which
will transform these samples from time domain to frequency domain.

The Resource Demapper then stores the QPSK symbols output from the FFT till it have a
full subframe. It used to ensure storing the subframe constant during processing time.

The Channel Estimation then extract the pilots from the subframe using NRS Index
Generator and with the use of NRS Value Generator it tries to estimate the channel effect
and send these estimates to the Channel Equalizer to compensate this effect.

Data then pass through the Parallel to Serial and NRS Remove block to remove the pilots
and convert the parallel to serial data stream.

This QPSK symbol stream consists of real and imaginary data pass through the
demodulator to convert it into bits based on the constellation then goes to the
descrambler to restore the scrambled data at transmitter.

The bit stream finally goes through the Rate De-matcher to improve the channel efficiency
by changing the code rate of the transmitted data.

Then data pass through the Viterbi decoder which is used to decode the data encoded in
convolutional code at the transmitter side then finally reach CRC block to get an
acknowledgement signal.
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Operation Theory charter O2 N

2.1. Coarse Synchronizer

2.1.1. Problem Definition
OFDM based systems faces two challenging problems, ICl (Inter-Carrier Interference) and
ISI (Inter-Symbol Interference). ICI problem arises from the basic assumption of the
subcarrier orthogonality, this assumption means that the spectrum of an arbitrary signal
on an arbitrary subcarrier must have nulls at all other subcarriers. Thus, a frequency offset
introduced from the channel will inevitably introduce ICI as shown in figure (12).

Magnitude

\/\/ }ZI{I.E \/\/\ Frequency

Frequency offset

Figure [12]: ICI Frequency Offset

ISI problem isn’t exclusive for OFDM based systems, as it takes place when two symbols
interfere with each other in time domain because of multipath propagation dispersion,
poor pulse shaping at the transmitter or a synchronization error at the receiver. Both
problems cause a degradation in the overall system performance and SINR. Thus, these
problems will be addressed later in order to solve them.

2.1.2. Frequency & Time Offsets
Regarding ICl, it has two main sources;

1%t source is Carrier Frequency Offset (CFO) which is the difference between the carrier
frequency at the transmitter and the RF oscillators at the receiver. CFO can take a value
up to 18KHz assuming a maximum mismatch of 20ppm between the transmitter and
receiver oscillators and a carrier frequency around 900 MHz.

2" source is the raster offset. When a UE turns on it conducts a search in frequency
domain looking for a carrier to facilitate the synchronization process, referred to as
“anchor carrier”, this carrier is searched for on a 100 KHz raster, so the offset between
the 100 KHz raster and the center frequency of the anchor carrier is defined as the raster
offset. the NB-loT’s cell search and acquisition are designed for the UE to be able to
synchronize having up to 7.5KHz raster offset. Assuming that sampling oscillator and
carrier oscillator are unified, thus, Sampling Frequency Offset (SFO) will be accounted for
if we considered the CFO.

Thus, the total maximum frequency offset is assumed to be + 25.5 KHz.
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Considering ISI, for this context, perfect pulse shaping is assumed; also, it is assumed that
the cyclic prefix (CP) is longer than the multipath channel’s maximum excess tap delay.
Thus, errors in estimating the beginning of symbols in the synchronization process are the
source of ISI of interest in this context.

2.1.3. Operating Environment & Conditions
Due to coverage enhancement in the 14th release of 3GPP on NB-loT, the minimum SNR
when assuming a maximum coupling loss of 164dB is -12.6dB in a guard-band or an in-
band deployment. The multipath fading channel is modeled by the Extended Typical
Urban (ETU) model, which is considered the worst-case channel, having 9 taps with a
maximum excess tap delay of 5 us and a maximum Doppler frequency of 5 Hz due to the
stationary nature of the applications of NB-loT.

2.1.4. Narrowband Synchronization Signal (NPSS)
The NPSS is a subframe that is sent along every NB-loT frame and used by the devices to
achieve synchronization, in both time and frequency, to an NB-loT cell. The NPSS needs
to be designed so that it is detectable even with a very large frequency offset. Because of
the consideration of device complexity required for NPSS detection, all the cells in an NB-
loT network uses the same NPSS. figure (13) below shows the NPSS signal within NB-loT
frame.

Subframe Numbers

12 Subcarrier (180 Kilz)

ms (14 OFDM Symbiols)

Figure [13]: NPSS Subframe

NPSS base waveform in time domain is generated from a Zadoff-Chu (ZC) sequence of a
root index equals to 5 in frequency domain occupying 11 subcarriers of an OFDM symbol
in 11 OFDM symbols. It’s required from a ZC sequence to work on a prime number. Thus,
the 12t subcarrier and first three OFDM symbols are left unused. The sequence is
generated by:

—jrun(n+1)

dD)=S0.e- 11 - u=5, n=012..,10
S(l) = {1 ) 1! 1; 1» _1; _1p 1; 1, 1, _1, 1}

Where S(1) is the 3GPP standardized code cover.
31| Page



The reason behind the choice of ZC sequence is that it guarantees zero-crossing
auto/cross correlation when correlated with any different signal and a maximum value
when correlated with itself so it satisfies the Constant Amplitude Zero Autocorrelation
(CAZAC) property which limits the Peak to Average Power Ratio (PAPR) and provides ideal
cyclic autocorrelation.

2.1.5.  Acquisition and CFO Extraction Algorithm

2.1.5.1. Channel Modelling
The channel is modelled to be Rayleigh ETU Fading channel with AWGN noise.
According to standard release 14, ETU can be modelled with channel tabs and gains

of
Table [1]: ETU Channel Tabs and Gains

Channel 0 50 120 200 230 500 | 1600 | 2300 | 5000
Tabs (ns)
Channel -1 -1 -1 0 0 0 -3 -5 -7
Gains (dB)

The received time domain signal at the receiver should be modelled as:
r(n) = ((x[n] © hn]) x e /2%EnT5) 4+ win]

where: x[n] is the baseband signal, h[n] is the channel impulse response, exponent
models the CFO (€) where € = €; + €;, w[n] represents the AWGN noise.

2.1.5.2. Initial Acquisition Stage
Slide and correlate algorithm is used to calculate the auto-correlation metric for a
single frame period with a window of 10 symbols. This is made by multiplying each
OFDM symbol to the conjugate of the proceeding symbol (sample by sample). This is
done after multiplying each sample with the NPSS code cover to correct symbols that

might have been multiplied by “-1” in the transmitter.
Nwindow

R(k) = Z <r(i)_5(%%11>>.<(r(i+Ns).5<%+1)%11)>*

i=1
where:
e k: Represents the sample shift
* Nyindow: Number of samples per window
e N;: Number of samples per symbol
e i: Sample iterator for the same sample shift (k)

* R(k): Auto-Correlation Metric for different sample shifts (k)
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For hardware memory utilization purposes, we can’t afford having a memory to store
this huge metric, thus, it is reduced by a factor of 16, which is done by adding each
consecutive 16 windows, resulting in a memory of just 1200 locations instead of 19200
locations.

16(k+1)—1

Rrequced (k) = Z R(k)

i=16k

Due to low SNR environments mentioned earlier, this metric has to be averaged
over many consecutive frames (M) so it can a reliable outcome. Nevertheless, due to
this low SNR, stochastic random peaks might appear in the metric, so, to suppress
those peaks we will apply a running average filter on the reduced metric value using
the following TD Filter. Where (m) covers 1200 locations only.

A(m) =A(m).(1—a)+R,(m).(a) » 0O0<a<1
Coarse Timing and FFO can be estimated then using:

T =argmax V,,(|A| x 16) — 8

N l (A (r + 8))
€ = angle
I~ 27N, 16
This decision is taken only when the absolute value of the metric of any index
exceeds a specific threshold that we extracted by simulating over 500 LTE Frames.

2.1.5.3. CFO Extraction and Fine-Tuning Stage

This stage is done by cross-correlating a clean locally generated version of NPSS with
the incoming time domain received signal.
Tc+Np—1
_jznfc(i_'fc)>*

)= Y r@.(p-tde™

i=t,
Where;
e r(i) is received time domain signal e p(i) is locally generated NPSS
eT.=[t—6,7+] ce. = ([—2~2]x14KHz) + ¢

Deltas in Coarse Timing is a design parameter, chosen to start from 16 until it
reaches 1 with the following offsets (8, +4, +2). Number of averaged frames in 2"
stage is also a design parameter chosen to be 5 frames for each internally tuning
stage. Thus, Final Coarse Timing and CFO can be calculated using

(te, €c) = argmaxV, . |C|
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2.2. CP Remover and Downsampler

Baseband transmitters upsamples the baseband signal from 16 point to 128 point to increases
resolution, improves anti-aliasing filter performance and reduces noise. Nevertheless, after
upsampling time domain signal baseband transmitters uses cyclic prefix in Frequency Division
Multiplexing schemes including OFDM to primarily act as a guard band between successive
symbols to overcome inter-symbol interference, ISI. Use of cyclic prefix is a key element of
enabling the OFDM signal to operate reliably. This is done by copying the last 9 and/or 10
samples to the OFDM symbol start in all NB-loT subframes according to table (2) below:

Table [2]: Cyclic Prefix Lengths

Symbol # | 1 2 3 4 5 6 7 8 9 10 | 11 | 12 | 13 | 14

CPLength | 10 | 9 9 9 9 9 9 10 9 9 9 9 9 9

So, we need to remove cyclic prefix and then downsample the time domain signal by a factor
of 8. We approached this by using a Finite State Machine (FSM) of the following states;

CPRDS En

Reset

N0

cycleCounter =9 CP =10
Remaoval

CP=9 cycleCounter =8
Removal

» Output State |

dsCounter=7

symbolCounter !=7 or 14 symbolCounter =7 or 14

Symbol
Downsample

sampleCounter = 136 sampleCounter = 136

(

Figure [14]: CPRDS Finite State Machine

Table [3]: CPRDS State Table

State Description
Reset Considered as idle state until start of
operation
CP10 Removal Used for 1%t and 8™ symbols CP Removal
CP9 Removal Used for rest of subframe symbols CP
Removal
Downsample Used to skip samples in each symbol
Output Outputs one TD sample in every 8 samples
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2.3. CFO Corrector
2.3.1. CORDIC Algorithm

CFO Corrector is based on CORDIC Algorithm which is used to correct time introduced
frequency offset by successively rotating time domain symbols with fixed predetermined
angles. CORDIC algorithm is an iterative approach for generating trigonometric functions
such as sine and cosine that uses rotations to calculate a wide range of elementary
functions using simply shift and add.

\\
.
. \
.
p
. .

Figure [15]: CORDIC Algorithm Rotations

So, to rotate a vector with a given angle 8 using CORDIC algorithm as shown in Figure(X)
we rotate the vector with constant angles a; using the following rotation matrix:

(xm) _ (cos a; —sin al-) (xz)

Yit1 sina; cosa; ) \vi

Xiz1 = X;cosa; —Yy;sinq;

Yi+1 = X; sina; + y; cos q;
0iv1 = 0; —diq;

Where d; is the sign of 8;. So, after n iteration the 8,, = 0, we can take cos a; common
factor we get:

Xiy1 = cosa;(x; —y; tan ai)
Yir1 = cosa; (y; + x;tana;)

0iv1 = 0; —diq;
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To simplify the implementation of the CORDIC algorithm we chose tan a; to be equals to
27! to implement the multiplication using shifting operations so the final form of
equations, where d; is the sign of 6;:

Xip1 = cosa;(x; — dy;27F)
Yi+1 = cosq; (Yi + dixiz_i)
Oiv1 = 0; — d;q;

So, after n iterations the new vector will be as follows:

*n) _ 1 —tana;\1 -2"h/1 -272 1 =27\ (%
(yn)—COS“1*C050!2*---*Cosan<tana1 1 )(2_1 1 )(2_2 1 )"'(2‘" 1 )(3’1)

So, we can pre calculate the value of the multiplication of the cos ¢; as it will be
constant k

Xp = k(xo - dnYOZ_n)
Yn = k()’o + dnxoz_n)
6, =0

The set of angles that will be used are in range —99.7 < 8 < 99.7 as the sum of all
angles obeying the law of tan a; equals to 271is99.7

Table [4]: CORDIC Micro-Rotation Steps

tana a cosa
1 45 0.707106781
0.5 26.5650511771 0.894427191
0.25 14.0362434679 0.9701425

0.125 7.1250163489 0.992277877
0.0625 3.5763343750 0.998052578
0.03125 1.7899106082 0.999512078
0.015625 0.8951737102 0.999877952
0.0078125 0.4476141709 0.999969484
0.00390625 0.2238105004 0.999992371
0.001953125 0.1119056771 0.999998093
0.000976562 0.0559528919 0.999999523
0.000488281 0.0279764526 0.999999881

0.00024414 0.0139882271 0.99999997

From the table we can compute the value of k = 0.607252941
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2.4. FFT Engine
FFT Engine is used for time domain processing, where it takes 16-point time domain samples
and transforms them into frequency components (QPSK Symbols) for farther processing later
on.

We chose the Radix 22 algorithm as it has the same multiplicative complexity as radix 4
algorithm (which is lower than radix 2), but retains the butterfly structure of radix 2 algorithm,
which is very suitable for simple and efficient hardware implementation. As shown below in
table (5)

Table [5]: FFT Radii Complexity

Radix # Complex # Complex Hardware
Additions Multiplications Complexity
Radix-2 64 17 Simple
Radix-4 96 9 Complex
Radix-22 64 8 Simple

Single Delay Line Feedback (SDF) architecture is used instead of memory based because SDF
architecture has very much lower latency as it saves the memory accessing time in both
read/write cycles. SDF architectures also minimize the required memory, which can dominate
circuit area and power dissipation. Figure (X) below shows Radix 22 butterfly diagram;
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AN N 7~ =
>

- X[fd]

xf2] © ><
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NN N~ g =
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/8] "%‘#’#’#’#’#" - X7/
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xf10f Q [= '-v— Xf5f
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-

xf13] © - - Xf1If
xfld] © ;/ \E '-{ f/\ e - ><: Xf7r
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Figure [16]: Radix 22 Butterfly Diagram
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2.5. Resource Demapper
Each frame is 10ms in time and consisting of 10 subframe, 1ms each. These subframes are

divided into two slots of 0.5ms each. This slot is known as our resource block with 7 OFDM

symbols.

A resource block represents one time slot consisting of seven consecutive OFDM symbols
Njmp = 7 and twelve subcarriers NP = 12, giving us a total of NpJ,, X N&Z of resource
elements.

A resource block is (RB) is the smallest unit of resources that can be allocated to a user. It is
used to represent mapping of certain physical channel to a resource element.

As in NB-LTE we use one RB with normal cyclic prefix (CP) giving Af = 15KHz. Hence, each
resource element is 15KHz wide givingus BW = 12 * 15 = 180KHz

4—Radio frame = 10 mg—Pp>
4—) Subframe =TTl

HO | #1 | H2 | H3 | eeenee #18 | #19
<€ Sot=05ms
N
symb

a ++ | Resource Block (RB)
: O,

0 r

3

log

o

L

.§ RB

5 N - N 1 Nf% |/ Resource Element
Q :

Z ¥

L HEEEN
>
OFDM symbol (Time)

Figure [17]: Downlink resource grid
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2.6. Channel Estimation

2.6.1. Problem Definition
As we deal with wireless channel, we need to take into consideration the environment of
our channel and model it properly.

Any wireless channel would suffer from fading which can be classified into

1- Large scale fading
2- Small scale fading

Large Scale Fading:

It is for the large variation found in the received signal amplitude it mainly happens
because of

Path Loss:

It is a reduction in the power of the wave as it propagates through the space and
it's inversely proportional to the distance.

Shadowing:

It is caused by the obstacles in the path of propagation between Tx and Rx

Small Scale Fading:

Caused by interference between versions of the transmitted signal which arrive at the
receiver in slightly different times. This interference can be constructive or destructive
and as it happening between slightly delayed version so, it may result in rapid
variation in phase or amplitude.

Mobile communication also suffers from which is called High-Speed train conditions
which arise from moving of the user equipment (UE) while receiving the signal.

Power Delay Profile:

It gives the intensity of the signal Transmitter

received through a multi-path fading h(t)

Multipath
channel as function of the time
delay. This time delay is the T4 T
difference in travel time between ||I» Y t
the multipath arrivals. "'Iﬂ
Receiver

Figure [18]: PDP of a multipath system
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2.6.2. Used channel model

We used a multipath fading channel model as the channel is modeled as Extended
Typical Urban (ETU) with the following delay profile as specified by 3GPP standard.

Table [6]: Power Delay Profile of ETU channel

Excess tap | Relative
delay (ns) | power (dB)
0 -1

50 -1

120 -1

200 0

230 0

500 0

1600 -3

2300 -5

5000 -7

Maximum doppler frequency shift is 5 Hz and with sampling frequency 1.92 MHz

2.6.3.  Types of Channel Estimation
There are mainly three types to estimate the channel effect on the signal to be able to
compensate it.

There are mainly three types of channel estimation

Pilot based: transmitter send certain symbols, which is known to the receiver, to be
used in channel estimation process

Blind: it uses statistics from the incoming data to estimate the channel effect without
the need of known symbols

Semi-blind: it uses both statistics from sent data as well as pilots to estimate the
channel effect

The channel estimation of the Narrowband Physical Downlink Shared Channel (NPDSCH)
is a pilot-based process in which transmitter sends some known symbol and the receiver
generate a noiseless version of these symbol then tries to find the relation between the
locally generated and the received pilots.

The pilots are called as Narrowband Reference Signal (NRS) there are certain equations
and sequence generators to calculate its value and location as per the standard.
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These pilots are found in every subframe except for the Narrowband Primary
Synchronization Signal (NPSS) and Narrowband Secondary Synchronization Signal (NSSS).

. . . . 1
The NRS are found in four subcarriers in each slot with constant magnitude of 7

2.6.4. Channel estimation algorithm

Pilot based channel estimation used in NB-loT has many algorithms with a tradeoff
between performance with complexity and requirements of low power and area.

Table [7]: Channel Estimation Algorithms

Algorithm Complexity

Least square O(N)
Minimum Mean Square (classic) O(N?)
Minimum Mean Square (improved) O(N?)

We used least square method for its low complexity then used interpolation to
compensate for accuracy.

2.6.5. Least Square Channel Estimation
Assume received signal y that is equal n
y = xH + AWGN (AWGN)
x: transmitted signal H
H: channel effect X —» (Channel) " y

AWGN: additive white gaussian noise

. Figure [19]: Channel effect on the signal
Lease square channel estimated Hest

Hest = X
X

By that we see that the algorithm neglects the effect of the additive white gaussian noise
which indicates less accuracy but it is less complexity also.

The block aims to effectively divide the received pilot over the locally generated pilots to
get the channel effect and then interpolation is done to have better estimate for the
channel after that the estimated channel values are given to the equalizer.

2.6.6. Interpolation

As the pilots are found in only four subcarriers while we have twelve subcarriers so
interpolation process must be done.
Interpolation can be done in three different techniques
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2.6.6.1. Zero order interpolation

[y
=

[
[=]

Here the interpolation is constant in which each three
subcarriers having one pilots will be divided by its channel
estimate. Hy g

The channel estimation gives four estimates per slot as there
are four NRS. Each estimate will be used by three consecutive
subcarriers.

This is the simplest one but with lowest performance.

O = N W s n O N 00 ©

min REman"

2.6.6.2. Interpolation over slot o 1 2 3 4 s &
Linear interpolation is calculated over the slot, in each slot we Figure [20]: Zero-Order
have four estimates we use them and interpolate giving interpolation
twelve different outputs H;seach one used by the equalizer
with its corresponded subcarrier.
More complex than the previous with slight increase in the
performance.

[
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o
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2.6.6.3. Interpolation over subframe
Linear interpolation is calculated over the subframe, in each
subframe we have two slots giving a total of eight estimates.

uonejodiajul

‘ | . *

O = N W A U N WD

_H

01 2 3 4 5 6

Averaging first is done over every two on the same subcarrier
then liner interpolation over the twelve subcarriers giving
twelve different estimates to be used by the equalizer.

Figure [21]: Interpolation over slot

The most complex of the three but with noticeable impact on the performance.

This is the one to be used in our system.
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Figure [22]: Interpolation over subframe
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2.6.6.4. Comparison

o Different methods for interpolation. =, A (=] {7 & © 7
No interpolation

55 ZO interpolation B
Slot interpolation

50 - SubFrame interpolation| |

BER

15

-5 0 5 10 15 20
SNR

Figure [23]: BER vs SNR for different types of interpolations
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2.7. NRS Value Generator

NRS are our pilots which will be used to estimate the channel effect so, we need to locally
generate these pilots. According to 3GPP standard there are specific equations to get the
values of our pilots.
2.7.1. Generating the NRS values
2.7.1.1. Variables
NRS values change every slot depending on three variables

l: number of OFDM symbol carrying the NRS (5,6)
m:m=0,1,..,2NRBmaxDL-1->som=0,1

Where NJW*PL s the maximum downlink resource block which is equal to 1 in
narrowband case.

ns: number of slot ranges from 0 to 19

2.7.1.2. Equations

14 J
Tl,ns(m) - \/z (1 ZC(Zm)) + (\/2)

Where C refers to pseudo random sequence generated by 31-length golden sequence
defined below

(1 — 2¢2m + 1))

Cn) = (x1(n+ Nc) + x2(n + NC))mod2
And sequences xland x2 defined as follow:
x1(n+ 31) = (x1(n + 3) + x1 (n))mod2
Initialized with x1 (0) = 1andx1(n) = 0 forn = 1,2,3,..,30
x2n+31)=@x2ZMNM+3)+x2(n+ 2) +x2(n + 1) + x2 (n))mod2
Initialized with sequence c¢;,;¢
cinit = 210(7(ns + 1) + I + DENEY + 1) + 2NFU + Nep
And
Nc=1600
N5E" € (0,504) and it’s input from upper layer.

Ncp =1 for normal cyclic prefix
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2.8. NRS Index Generator

There are set of defined equation in the standard for the NRS location as their location vary,
we must track it to extract it from the resource block.

2.8.1. Generating NRS Indices
2.8.1.1. Variables

NRS location within the resource block depend on
v: variable which change with OFDM symbol number

Vsnire: Which depend on Nf"
m:m=0,1, .., 2NJ¥*PL_1 5 som=0,1

2.8.1.2. Equations
k =6m+ (v + Vspife)

Nomp: number of symbols in one slot which is 7
1=N3jmp =2, Nomp — 1= 5,6 in each slot

k:refers to the subcarrier carrying the pilot

So, it can be said that k refers to the number of rows in which the pilot is placed within
the resource block

v=0,if [=5
v=1ifl=6
Vsnire = N mod6

Note: N5¢% mod6 is assumed to be given from upper layer
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2.9. Channel Equalizer
The data transmitted through wireless medium suffer from multipath fading and noise so, we
need received data as receiver can be expressed as follow in time domain

T = S @ hy +ny,

In which

13: represent the received data.
Sk: represent the sent data.

hy: represent the channel effect
ng: represent the AWGN

To receive the data correctly we should compensate to this channel effect. So, we need to
know it as correct as possible in order to cancel it from the received data.

First the channel estimation tries to estimate the channel effect and pass these estimates to
the channel equalizer. The equalizer will cancel the effect by dividing each symbol by the
corresponding channel estimated value

hg ng
=5, X—+—
Yk k heq | heg

In which

heq: estimated value of the channel

In the equalizer we divide the symbol by the channel effect that was estimated by the channel
estimation.

We get the symbols from resource demapper and divide them by the estimates one by one.
So, the block is based on complex division.

2.9.1. Complex division

Itis possible to use a complex divider directly but it is not common and not a good practice
as it consumes area and power. So, we replace it with complex multipliers.

Consider a + ib and ¢ + id so dividing them gives % then multiply numerator and
denominator with conjugate.

a+ibxc—id _ (ac + bd) + i(bc — ad)
c+id "c—id c? + d?

The numerator is output of a complex multiplier and the denominator is a real positive
scaling value which won’t affect the accuracy of demodulating a QPSK symbol as we
concerned only with phase not magnitude.
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2.10.Parallel to Serial and NRS removal
After equalization and till the end of the chain the data should be serial and the NRS are
useless after channel estimation as it is not actual data and the real data at the transmitter
doesn’t contain these NRS. So, the data must be converted from parallel to serial and the NRS
should be removed.
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2.11.Fine Synchronizer
2.11.1. Problem Definition
Assuming channel impulse response is not changed over a subframe, continuous tracking
of the residual frequency offset takes place for every received subframe after successive
acquisition is done at the beginning in the Coarse Synchronizer. This offset is used to
correct the received symbols in carrier frequency offset block at the beginning of our
chain.

The residual frequency offset extraction is done by tracking the frequency offset effects
on the Narrowband Reference Signals (NRS) of different OFDM symbols, which are sent
over 4 different subcarriers in the two slots of each subframe.

2.11.2. Narrowband Reference Signals NRS
They are reference signals that are used as pilots to estimate the channel effects on the
received data. They are distributed within the subframe at four different subcarriers with
frequency spacing of 45 kHz between each two consecutive subcarriers carrying NRS
signals.

01234567 891011

01 23456 0123456

Figure [24]: Frame Pilot Locations

2.11.3.  Frequency Offset Estimation
By using NRS signals of the same subcarrier we can estimate the frequency offset as we
have 4 pairs of NRS signals in each subframe,

The ratio between the complex multiplication of two NRS signals of the received subframe
and the locally generated NRS signals which are supposed to be received is given by the
following equation

Ri(P)R[,n (D) —i2nNs(N+Ncp)er

N
X)Xy, (@)
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Where:

X,(p) : Generated NRS OFDM symbol

R;(p) : Received NRS ODFM symbol

N; : Number of OFDM symbols in one slot, Ng = 7 in NB-loT
p : The subcarrier frequency index

[ : The OFDM time symbol index

N : Number of samples in subframe

N¢p : Length of Cyclic Prefix in number of samples

& : Residual frequency offset.

Repeating this operation for each pair of NRS signals at each given subcarrier. The phase
of the result is proportional to the required frequency offset so the frequency offset is
given by:

Z R(p)Ri iy, (D)

8 *
" Xi(P)X{ 1w, ()

~ 21N (N TN -

Where:
v : set of the four subcarriers where NRS are sent in subframe.

The phase of this residual frequency offset is desired to be calculated in order to be used
in the carrier frequency offset block to eliminate this offset by correcting the received
symbols.
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2.12.Demodulator
2.12.1. Problem Definition
The stated demodulation scheme for the NPDSCH is the Quadrature Phase Shift keying
(QPSK) which changes the carrier phase based on the input data bits. So, the demodulator
reverses this operation.

QPSK modulation Scheme maps each 2 bits of data to a specific QPSK symbol having In-
Phase and quadrature components as shown in the following table.

Table [8]: In phase and Quadrature components of QPSK

b b;q | Q
00 1 1
\2 \2
01 1 1
\2 V2
10 1 1
\2 \2
11 1 1
\2 V2

So, the Demodulator in the same manner receives the QPSK symbol after equalizing the
channel effects and processes them.

Using Hard Decision, the data bits are determined based on the signs of the received | and
Q components in the QPSK constellation, this helps using hard decision in the rest of the
receiving chain as well.

Figure [25]: QPSK Constellation Diagram
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2.13.Descrambler
2.13.1. Problem Definition
Scrambling is important as it is used to eliminate long sequences of 0’s and 1's by
conditionally inverting some bits based on a Pseudo-random Noise sequence generated
from two Linear Feedback Shift Registers and also helps in security of received data as it
depends on specific parameters such as the cell identifier, and the Radio Network
Temporary ldentifier.

2.13.2. Polynomials and Equations
Descrambler is implemented in the same manner as the scrambler because they use the
same polynomial shown down below:

C(n) = (x,(n + N.) + x,(n + N¢))mod2
And sequences x;and x, defined as follow
x;(n+31) = (x1 (n+3)+ xl(n))modZ
Initialized with x,(0) = 1,x,(n) =0,n = 1,2, ...,30
x,(n+31) = (xz(n +3)+x,(n+2)+x,(n+1) + xz(n))modZ
Initialized with sequence ¢;,;;
Cinit = TgnTr - 214 + npmod 2 - 213 + |ng /2] - 2° 4+ Ni*! for NPDSCH
Where:
N, = 1600
N&EY € (0,503) Cell Identifier Number and it’s input from upper layer.
ny System frame number
ng € (0,19) Slot number
ngnti Radio Network Temporary Identifier

Initialization takes 1600 cycle then the sequence should stop until the input is valid then
with each cycle the PN sequence is XORed with the input.
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2.13.3. Descrambler Re-Initialization

The Linear feedback shift registers get re-initialized every min(Nr 4) transmissions of

ep’
the codeword. Repetitions in NPDSCH is done by repeating the message. The generated
codeword in Ngr subframes are repeated Ng,,, times.

g | o | 3 A NPDSCH codeword that contains 3 subframes

SFE | SF | SF

DCI format type N1 parameter Isz = 2, Ngp = 3

Case: Ngep, = 2

lst 15t an an 3rd 3rd
SF | SF | SF | SF | SF [ SF

TRe-initialize

Case: Ngep = 8

15( 1st 15( 15( 2r\d 2r\d 2r\d 2r\d 3rd 3rd 3rd 3rd 15( 15( 1st 1st znd znd znd znd 3rd 3rd 3rd 3rd
SF | SF | SF | SF | SF | SF | SF|SF|SF|SF|SF|SF|SF|SF|SF|SF|SF|SF|SF|SF|SF|SF|SF|SF

TRe—initiaIize TRe-initialize

Figure [26]: Descrambler Re-initialization
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2.14 Rate De-Matcher
2.14.1. Problem Definition

The rate matcher is used to improve the system performance as it sends 3 streams of the
encoded data and interleaves them by a specified inter-column permutation matrix which
changes the code rate of the transmitted data and distributes the information so that
they don’t face the same channel effects to grantee diversity.

Repetitions are handled by this block as the same codeword length can be transmitted
multiple times to decrease the possibility of failure and re-transmissions.

Maximum voting technique is used to handle repetitions in the bit collection stage.

2.14.2. The Rate matcher

dy” Subblock | V&
) interleaver =
virtual circular
buffer
d® XY . : . . €k
E Sub-block vy Bit Wi Bit selection ]
> interleaver > collection and pruning
dg” Sub-block | VE’
interleaver -

Figure [27]: Rate Matcher Subblocks

The input to the Rate matcher block is the 3 outputs of the tail-biting convolutional

encoder d,(cl), d}({z)' d,(cg) each of length D as D is the number of bits

2.14.2.1. Sub-block interleaver
A reshape matrix of number of columns equal 32 and number of rows equal the ceiling
of division of number of bits by 32, then dummy bits of number N, are added to the
beginning of this matrix such that

cc —
Csubblock =32

D
Rsclfbblock = [—l

cc
Csubblock
— cc cc
Kn_ subblockasubblock
Ny =K,—-D

53| Page



And the interleavers are filled by y, where:
v =< NULL > fork=0,1, ..., Np
YNp+k = d,(cl) fork=0,1, .., D

The three encoded data streams are stored in three matricides by filling them row
by row using the incoming data after the first N bits which are dummy bits.

Yo Y1 Yo e Yeco 4
subblock
cc cc cc Y, ~cc
Cs,ulgblock Csubplock +1 Cs,ubb'lock +2 chub'block -1
Y ncc cc Y ncc cc Y ncc cc Y oec cc
(Rsubblock _1)Xcsubblock (Rsubblock _1)><Csubblock +1 (Rsubblock _l)xcsubblock +2 (Rsubblock ><Csubblock -1)

Figure [28]: Interleaver Matrix

The Encoded bits of each bit stream gets interleaved based on an intercolumn
permutation pattern shown:

Number of columns Inter-column permutation pattern
CcC cC
Csubblock < P(O), P(l), ----P(Csubblock _1) >
<1,17,9, 25,5, 21, 13, 29, 3, 19, 11, 27, 7, 23, 15, 31,
0, 16, 8, 24, 4, 20, 12, 28, 2, 18, 10, 26, 6, 22, 14, 30 >
Figure [29]: Interleavers Intercolumn Permutation Pattern

32

Then after performing the inter-column permutation the result is

YP©) Yea YP@) Y b Spiock
yP(0)+§s%%block yP(1)+(?sCu%b|ock yP(2)+§sCucbb|ock ) yP(CsCLJ%block_—l)+CsclJ%block
yP(0)+(Rscucbblock—l)xcscu%block yP(1)+(Rscu%b|ock—1)xcscu%block yP(2)+(Rscu%b|ock—1)XCsCu%b|ock yP(Cscucbblock—l)“f(Rscu%block—l)xcscu%block

Figure [30]: Interleaver Matrix after performing intercolumn change

2.14.2.2. Bit Collection and transmission
The output of the block interleaver is read column by column and fill the circular
buffer of length K,, = 3K, with the data of each interleaver in the following manner,

1

Wg = U,(( )
— .,2)

Wk +k = Vg

Wokp+k = Vg
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After that, data is read from the circular buffer by eliminating the dummy bits until
reach E

where E is the output sequence length
The following Pseudo code represents how the output is generated.
output= e, wherek=0,1, ..., E-1

Setk=0andj=0
while {k < E}
if Wjmak, #<NULL>

jmod
€ =Wjndk,,
k=k+1
end if
=i+l
end while

2.14.3. The Rate De-matcher:
2.14.3.1. Bit collection
Bit collecting which is a memory of size that should cover the length of the circular
buffer for the maximum TBS that can be transmit which is 2536 and the maximum
repetitions number which is 2048 in release 14.

Circular buffer length = 3 * (Max TBS + 24 bits CRC) * log,(maxrepetition size)
There are 3 possibilities for the value of the input data length E:

1. E=K,, then the value saved in the buffer will be passed to the interleavers

2. E>K,, then the incoming bit stream is added to the previous repetitions of data
and then take the average of them and compare it to 0.5, if it is greater than or
equal the value is assumed to be 1 else, it is a 0, which is called maximum voting

3. E<K,, then the buffer is zero-padded

2.14.3.2. Sub-block De-interleaver
Interleavers which are three memories of size that should cover the length of K,; and

: cc cc
consists of Cgppiock columns and Rgyppiock FOWS.

Max TBS + 24 bits CRC

_ CcC
Interleaver length = Cgppiock * ccc
subblock

The bit collection stage output is the input for the interleavers which are written in a
specific order following the permutation pattern and then read in another order to
execute the interleaving process.
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Rate De-matcher de-interleavers input writing direction:

Ago Qo1 Qo2 Qo3 %04 - Qo3
Ao @11 Q12 Q13 ay4 o Q137
Aro Q1 Az dp3 dpya ... dp31
Aro Qr1 Qprz Qp3 Qpg - Qp3q

Rate De-matcher de-interleavers output reading direction:

aO,l a0'17 a0,9 a0'25 a0,5 a0,30
a1 Q17 A9 Grps %5 - G130
A1 Qz717 Qz9 0Qz25 A5 ... Q3
ar,l ar,17 ar,9 ar,25 ar,s ar,30
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2.15.Viterbi Decoder
2.15.1. Tail Biting Convolutional Encoder
A Tail Biting Convolutional Encoder (TBCC) with constraint length 7 and a rate of 1/3 is
defined in 3GPP 36.212 standard as shown in the figure with polynomials GO = 133,
G1=171, G2=165 (octal).

» D ‘DKL
D

Cr

A 4
o
Y
]

y
o

A
O

y
o

rL dy” G, = 133 (octal)
> >
h.

>
v b4 ) 4 v dél) G; =171 (octal)
;f_p »(1) »(l »(1) »
v > v " >
¥ ¥ v v d G, =165 (octal)
» (1) »(10) »(1) »( 1) >
> > e 4\, >

Figure [31]: Tail Biting Convolutional Encoder for NB-IOT LTE

Another requirement is defined to initialize the states of encoder’s shift register. The
initial value of the shift register is the last 6 bits of the transmitted block. This results in
having the initial state of the shift register equal to the final state of the shift register. This
increases the decoder complexity but also doesn’t affect the code rate.

2.15.2. Viterbi Algorithm
Viterbi algorithm is a maximum likelihood method to detect the ! o/oe0
most probable sequence of states given certain bits. It calculates
the similarities (Hamming Distance in hard decision decoders)
between the received bits and all trellis paths entering each state
at a time as shown in the figure. 2

2.15.3. System Requirements ;
The algorithm needed for the system must have a lower
complexity as we need to reduce the power, the winning path
must be a tail biting path as the encoder implicitly made the initial
state and the final state equal, the available states in the trellis
diagram are 64 states as we have a 6-bit shift register and the
code rate is 1/3 so the received message will be divided into 3-bit
segments. The algorithm chosen for the system is Wrap Around ® ®
Viterbi Algorithm (WAVA).

32

Messzge Length

Figure [32]: Trellis Diagram
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2.15.4.

Wrap Around Viterbi Algorithm

It is an iterative algorithm that applies the non-fixed state Viterbi algorithm and keeps
applying itself until the winning path becomes a tail biting path where the initial and final
states become equal. Steps of the algorithm are as shown:

1.
2.
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Start from all the state with state metrics setto 0

Proceed in the trellis diagram calculating Branch Metrics, Path Metrics and
Survived Paths for all states.

Perform the traceback operation to reach the initial state to evaluate the Tailbiting
Condition.

If the Tailbiting Condition is true, assert the valid signal and start the output
stream of decoded bits.

If the Tailbiting Condition is false, go to step 2 and keep the current values of the
path metrics saved for the next iteration.

If the number of iterations becomes 3, assert the valid signal and start the output
stream of decoded bits.
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2.16.Cyclic Redundancy Check
Cyclic redundancy check is an error detecting code used to validate received data integrity by
appending a specific value to the data which is the remainder in case of dividing this data by
w specific polynomial, which makes the result divisible by this polynomial so at the receiver
the result of this operation should result in Zero which means the received data is correct.

The parity bits are generated by the following cyclic generator polynomial:
9crcaaa(D) =D?* 4+ D23 4+ D18 1 D17 4 P14 L P11 L P10 4 D7 4 D6 4 DS+ D*+ D3+ D+ 1

Where the input bits are donated by a, a4, a,, as, ..., a4_1, while the parity bits are
donated by pg, p1, P2, P3) ) Pr-1

After appending the CRC parity bits, the output is donated by by, by, by, bs, ..., bg_Where
B=A+L

b, = a;, fork=0,1,2,.. A1

by = px-afork=A, A+1, A+2, ..., A+L-1.

Data CRC

Figure [33]: CRC appending

Cyclic redundancy check is implemented in the same manner in the receiver because they
use the same polynomial.
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3.1. Coarse Synchronizer
3.1.1. Top Module

clk_520
_ N
clk 32n5 cs valid
—> —>
rstn
Coarse
rx_en Synchronizer
| in cfo
= —>
in
L’
Figure [34]: Coarse Synchronizer Top Module
Table [9]: Coarse Synchronizer Interface Table
Signal Name Direction Width Description
clk_520 Input 1 1.92 MHz clock signal
clk_32n5 Input 1 30.769 MHz clock signal for internal
CORDIC units in Fine-Tuning Stage
rstn Input 1 Global reset signal
rx_en Input 1 Enable Signal that indicates the
start of NB-loT Receiver Operation
|_in Input 16 Real serial input samples
Q_in Input 16 Imaginary serial input samples
cs_valid Output 1 Valid Signal indicating the validity of
the output CFO
cfo Output 19 Estimated Carrier Frequency Offset
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3.1.2. Detailed Hardware

Figure [35]: Coarse Synchronizer Detailed Hardware

3.1.3. Design Challenges and Solutions

3.1.3.1.  High Power Consumption
Coarse Synchronizer is the most power-hungry block in the RX chain as it is one of the
largest in area and contains many arithmetic circuits for metric calculations and frame
processing. In order to minimize the power consumption, we used some of the Low
Power Design Techniques in the block design

e Operand Isolation: By inserting pipeline registers before any arithmetic operation,
this is because one of the operands bits might arrive at different time than other
bits within the same clock cycle, making the arithmetic circuit operate multiple
times within the same clock cycle. By Registering the input operands, we ensure
that the arithmetic circuit will operate only once as they are already after the
active clock edge.

—
—B>

Figure [36]: LPDT-Operand Isolation
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e Comparison Priority: Coarse Synchronizer continuously compares metric values
with the Acquisition Threshold which consumes high power as comparator
operations involve XORs which have high switching activity factor, thus,
consuming more power. So, when we have to compare large data busses, we
avoided comparing all the bits in one go but rather we compared the MSB’s first,
if it satisfies the condition, there’s no need to evaluate the rest of the bit XORing.

If not, then we compare the rest of the bus bits.
A

— NEQ

A[31]
B[31] D)
Figure [37]: LPDT-Comparison Priority

3.1.3.2. Large Memory Requirements
Coarse Synchronizer requires storing different window metric values along the NB-loT

19200432 _ ¢ KB). We solved this problem by
8+x1024

successive addition of every 16-window metric with each other and fine-tuning these
metric accumulations in the Fine-Tuning Stage to preserve the CFO extraction

120032 _ 4 6875 KB.
8x1024

frame which consumes around (

accuracy. Resulting in the need of only

3.1.3.3. Window’s Metric Huge Latency
Window sliding to calculate coarse timing requires processing on 1508 samples in
every window over the entire NB-loT frame which introduces huge latency in the
block. Thus, we decided to store the window sample multiplications so that this
processing occurs only once for the first window, and every new sample, a new
window is evaluated by subtracting the multiplication of first samples and adding the
multiplication of the newer samples. Thus, decreasing block’s latency.
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B >
Old Window New Window

Figure [38]: Window Sliding

3.1.4. MATLAB Results

MathsWorks LTE Toolbox were used to generate input vectors to the Coarse Synchronizer
MATLAB model for algorithm’s accuracy testing.

]
LI
]
il
Figure [39]: NB-IoT One Frame RE Grid
Operating on randomly generated data on SNR = —15 dB, the figure below shows the

acquisition results along with estimated coarse timing and CFO extraction errors.

107 ::Initial Acquisition::

Operating SKR = -15 dB ~-Timing Error = 11 sample(s)
-FFC Error = 114.487842 Hz
-Used Frames = 38

::IFC Extraction::
= 4 ~-Timing Error = 7 sample(s)
—-CFC Error = -45.512153 Hz
-Used Frames = 44

Melrio Value

::Refinement Stage (1) ::
-Timing Error = 3 sample(s)
= - —-CFC Error = -2Z5.578970 Hz
-Used Frames = 49

o 4 ::Refinement Stage (2)::
-Timing Error = 2 sample(s)
—-CFC Error = 5.615870 Hz
—Used Frames = 54

Figure [40]: Acquisition and CFO Extraction MATLAB Results
3.1.5.  Synthesis Results
The Figure below shows the overall synthesized area in FPGA cells on the targeted FPGA. Synthesis
is done using Vivado Design Suite which includes block’s utilization in resources (LUTs, FFs, DSPs,
etc.)
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Utilization

Resource
LuT
LUTRAM
FF

DSP

10

BUFG

Estimation

Post-Synthesis | Postimplementation

Available
2440
96
1193
43
56

Graph | Table

Utilization %
53200 459
17400 0.55
106400 112
220 21.82
200 28.00
32 6.25

Figure [41]: Coarse Synchronizer Synthesis Utilization

3.2. CP Remover and Downsampler

3.2.1.  Top Module
clk_520 o
rstn - cpdrs_valid
CP Removal
cpdrs_en & |_out
Downsampler

| _in N Q out

Q_in o

Figure [42]: CP Remover and Downsampler Top Module

Table [10]: CP Remover and Downsampler Interface Table
Signal Name Direction Width Description
clk_520 Input 1 1.92 MHz clock signal
rstn Input 1 Global reset signal
cprds_en Input 1 Enable Signal that indicates the
start block’s operation
|_in Input 16 Real serial input samples
Q_in Input 16 Imaginary serial input samples
cprds_valid Output 1 Valid Signal indicating the validity of
the output samples

|_out Output 16 Real serial output samples
Q_out Output 16 Imaginary serial output samples
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3.2.2.  Synthesis Results

Utilization Post-Synthesis | Post-Implementation
Graph | Table

Resource Estimation Available Utilization %
LuT G2 53200 01z
FF 21 106400 0.0z
o] ] 200 34.00
BUFG 1 3z 313

Figure [43]: CPRDS Synthesis Utilization

3.3. CFO Corrector
3.3.1. Top Module

clk_260 o
rstn >
CFO_en o
- CFO_valid N
I_in N
g CFO |_out N
Q_in .| Corrector
” Q_out o
Coarse Offset -~
Fine Synch Valid
Fine Synch Offset

Figure [44]: CFO Corrector Top Module

Table [11]: CFO Corrector Interface Table

Signal Name Direction Width Description
clk_260 Input 1 3.84 MHz clock signal
rstn Input 1 Global reset signal
CFO_en Input 1 Enable Signal that indicates the
start block’s operation
|_in Input 16 Real serial input samples
Q_in Input 16 Imaginary serial input samples
Coarse Offset Input 19 Estimated Carrier Frequency Offset
from Coarse Synchronizer
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Fine Synch Valid Input 1 Valid Signal indicating the validity of
Fine Synchronizer offset
Fine Synch Offset Input 19 Estimated Fine Synchronizer Offset
CFO_valid Output 1 Valid Signal indicating the validity of
the output samples after correction
|_out Output 16 Real serial output samples
Q_out Output 16 Imaginary serial output samples
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3.3.2. Detailed Hardware

Coarse Sync Offset
Offset
- Adder
Fine Sync Offset

Comparator
(0:2m)

>

XN

B

CORDIC
/ ROM
A
Sign
Extraction

—> Adder

Register

Shifter

Register

Shift Count

. CFO ROM Address
nitial Select Control Unit

Figure [45]: CFO Corrector Detailed Hardware

3.3.3. Design Challenges and Solutions
3.3.3.1. Area Utilization
There is a trade-off between CFO Corrector’s area and latency. Expanded version of a
CORDIC Unit could be implemented by using 15 parallel stages and output could be
obtained in one clock cycle. Nevertheless, this very low latency will be redundant as
CFO Corrector samples a new input every 8 clock cycles coming from Downsampler.
So, we decided to go with an iterative implementation by only using one stage and
reusing the same hardware for all CORDIC steps and operating at double the
frequency. Resulting in no wasted clock cycles and 93.5% improvement in area.

3.3.4.  Synthesis Results

Utilization Post-Synthesis | Postimplementation
Graph | Table

Resource Estimation Available Utilization %
LUT 326 53200 0.61
FF 112 106400 011
DsP 2 220 0.91
10 107 200 53.50
BUFG 1 32 313

Figure [46]: CFO Corrector Synthesis Utilization
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3.4. FFT Engine
3.4.1. Top Module

lk_260
C;)

rstn
—>

fft_en
| in
—>
Q_in

FFT Engine

|_out

Q_out

fft_valid

Figure [47]: FFT Top Module

Table [12]: FFT Engine Interface Table

Signal Name Direction Width Description
clk_260 Input 1 3.84 MHz clock signal
rstn Input 1 Global reset signal
cprds_en Input 1 Enable Signal that indicates the
start block’s operation
|_in Input 16 Real serial input samples
Q_in Input 16 Imaginary serial input samples
cprds_valid Output 1 Valid Signal indicating the validity of
the output samples
|_out Output 16 Real serial output samples
Q_out Output 16 Imaginary serial output samples
FFT Specifications:
* 16-point processing e Discrimination in Frequency (DIF)
 SDF Architecture e Radix 22 Algorithm

Data flow through stages:

At first, 16-time domain samples coming from CFO Corrector are stored in 8x4 memory and
to improve system latency the first stage will start to operate as soon as the 9™ sample is
stored in the 1% stage’s memory. Output of first stage will propagate to 2" stage, and like in
1t stage, 2"9 stage will start operating as soon as the 5% output from stage 1 arrives. This will
also happen for 3" and 4t stage until QPSK symbols begin to show at the output serially one
by one. Block’s latency is 16 clock cycle, once the pipeline is filled, a QPSK symbol will be ready

every one clock cycle.
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3.4.2. Detailed Hardware

AddrGen_1 i AddrGen_2 AddrGen_3 I} Aderendk
—
2x2 1x2
bz 2 RAM ¢ RAM
RAM < RAM < (Real) (ol
(Real) (Real)
Y
2x2 1x2
Ny a2 RAM ¢ RAM
RA.M " RA,M (Imaginary) (Imaginary)
(Imaginary) (Imaginary)
Butterfly Butterfly
Butterfly Butterfly Stage Stage
—L Sigg);a ! S‘(;?E | N | @) | (4) |
—9,) Q Q S X ) Q [+ a
twiddleFactor A A A
+ LY sS4
T S5 S6
S1 s2 S3
Twiddle Factor
ROM
FFT X
Control Unit TwAddrGen

FFT_VALID
>
Figure [48]: FFT Engine Detailed Hardware

Regarding DIF architectures, data widths increase linearly as delay-line memory depths
decrease exponentially. This means that restraining bit growth in DIF FFT processors
results in minimal savings as compared to the potential impacts of quantization.
Memories used to implement delay-lines for SDF FFT processors do not require random
access. A straightforward sequential access scheme in which read and write pointers are
simultaneously incremented for each pair of complex data samples for all four stages.

Butterfly Stage (1,3) Butterfly Stage (2,4)
Feedback RAM
(Real) (Real)
Feedback RAM | Feedback RAM
| (Imaginary) (Imaginary)

Figure [49]: Butterfly Hardware Structure
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As shown in butterfly hardware structure, BF (1,3) and BF (2,4) are identical except that
BF (2,4) have some added logic to perform a j multiplication without the need of a
complex multiplier. This is done by adding a multiplexing level to swap between Real and
Imaginary stage inputs, and a control signal coming from control unit to invert the sign in
the butterfly adders.

In the Radix-22 SDF architecture, a twiddle multiplication stage is implemented after every
two butterfly stages. At every twiddle stage, a complex hardware multiplier is used to
multiply each data sample by a corresponding complex twiddle coefficient of unit
magnitude. The product is then truncated down to the bit width of the data stream before
entering the subsequent butterfly stage.

3.4.3. Synthesis Results

Utilization Post-Synthesis | Postmplementation

Graph | Table

Resource Estimation Available Utilization %

LuT 719 53200 1.35
LUTRAM 96 17400 0.55
FF 192 106400 018
DsP 4 220 1.82
10 63 200 34.00
BUFG 1 32 313

Figure [50]: FFT Synthesis Utilization
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3.5. Resource Demapper

3.5.1. Top Module
‘ Est R1
Clk Est 11
— e
rstn Est_R2
Est 12
Fine R1
__fine R1
Fine |1
el
R Fine_R2
[ ‘ )
‘ esource e
Q Est_Rowl
Demapper YT
e
Fine_Row1
Fine Coll
Est_Row?2
l— e
: Est Col2
RM Enable L Fine_Row2
Fine Col2
.
_Rm done
El L :'c_,—l ¥_r-;n
o
Figure [51]: Resource Demapper Top Module
Table [13]: Resource Demapper Interface Table
Signal Name | Direction | Width Description
clk Input 1 260ns clock signal
Rstn Input 1 Active low reset
I Input 16 Real part of received sample from fft
Q Input 16 Imaginary part of received sample from fft
rmEnable Input 1 Block enable from the fft
Eq_col Input 4 Number of the column to be equalized
Est_rowl Input 4 The row of the needed pilot by the estimator
Est_coll Input 4 The column of the needed pilot by the estimator
Est_row?2 Input 4 The row of the needed pilot by the estimator
Est_col2 Input 4 The column of the needed pilot by the estimator
Fine_row1l Input 4 The row of the needed pilot by fine synchronizer
Fine_coll Input 4 The column of the needed pilot by fine synchronizer
Fine_row2 Input 4 The row of the needed pilot by fine synchronizer
Fine_col2 Input 4 The column of the needed pilot by fine synchronizer
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Est R1 Output 16 Received pilot real part
Est_I1 Output 16 Received pilot imaginary part
Est_R2 Output 16 Received pilot real part
Est_I2 Output 16 Received pilot imaginary part
fine_R1 Output 16 Received pilot real part
fine_I1 Output 16 Received pilot imaginary part
fine_R2 Output 16 Received pilot real part
fine_12 Output 16 Received pilot imaginary part
Eqlto Eql2 R Output 16 Received symbol’s real part to be equalized
Eqlto Eql2 | Output 16 Received symbol’s imaginary part to be equalized
Rm_done Output 1 Signal indicates that storing is done
3.5.2. Detailed Hardware
Symboll Est_Fine interface
L
Memory 1 Memory 2
Eql
Q| (12x14) (12x14) -
Symbol12 Eql2
Enable
Row counter column Symbol
counter counter
Control Unit

Figure [52]: Resource demapper detailed hardware

The block consists of two memories 12x14 each to store the whole subframe which
consists of 12 subcarriers and 14 OFDM symbol, the 15t memory takes the output of the
FFT sample by sample (QPSK symbol) constructing an OFDM symbol every 16 cycles then
after a complete OFDM symbol we start to fill the second column in the memory.

The row and column counter are used to keep tracking how many places are filled and
also used as addresses for the data in the first memory then the symbol counter is used
to count the number of OFDM symbol transferred from the 1t memory to the 2"

memory.
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After storing the whole subframe (14 OFDM symbol) the 1* memory raises the write
enable of the 2" memory and transfer to it symbol by symbol till the second memory is
full and store the whole subframe, while the 2" memory stores the subframe the 1t
memory will keep storing in the new subframe.

By this we guarantee the stability of data in the memory within our processing time

3.5.3. Design Challenges and Solutions
3.5.3.1. Timing
We need to know the processing time which is the time that we need the data to be
constant in the memory, so this time determine our memory width.

time = (NRS generation latency)(clk) + (channel estimation latency )(clk)
+ (equalizater latency )(clk)

time = 6424 X 130ns + 7 X 520ns + 1 X 520ns = 0.85ms

Knowing that the subframe time is around 0.95ms so we need to keep the whole
subframe constant using the 12 X 14 memories

3.5.3.2. Removing Dummy
The data output from our FFT has 4 dummy samples. The dummy is inserted at the Tx
because we use 16-point FFT while the OFDM symbol contain only 12 sample so 4
dummy samples are added to work with the 16-point FFT.

There was a solution of storing the whole received samples letting the 15t memory to
be 16x14 memory which we considered as high overhead because this gives 4 dummy
samples in 14 symbol each of 16bit real and 16 imaginary and this is a total of 4 *
14 %16 * 2 = 1792 bit.

The dummy samples output from the fft will not be stored as we know when they are
coming as they are at well-known places so we know when they will come and disable
the write enable of the memory so as not to store them.

3.5.3.3. Ordering
The data output from the FFT is out of order as the FFT uses DIF so its input is in order
but the output is out of order.

Instead of using complex control to control the storing in different order than the
order the data comes in with we decided to normally store the data in the 1*memory
then while transferring from the 15 memory to the 2" memory we use wiring to do
the needed ordering. By that the data in the 2" memory are in the required normal
order without adding complexity of control.
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Table [14]: Ordering table

Input Stored order
0 0
1 8
2 4
3 2
4 6
5 1
6 9
7 13
8 3
9 11
10 7
11 15
3.5.4. Results
3.5.4.1. Synthesis Result
Resource Estimation Available Utilization %
LUT 89875 64000 1543
FF 11166 128000 8.72
10 584 400 146.00
BUFG 1 32 3.13
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3.6. Channel Estimation
3.6.1. Top Module

> B 2 z
9 (e N ] I D
clk
rstn
nrsGenDone i H1
rxReall >
rximgl g . . f
» Channel Estimation >
rxReal2 >
rxlmg2 >
 row » H12
< Coll
“—Con done .
Figure [54]: Channel Estimation Top Module
Table [15]: Channel Estimation Interface Table
Signal Name Direction | Width Description
Clk Input 1 520ns clock signal
Rstn Input 1 Active low reset signal
nrsGenDone Input 1 Signal indicate that pilot generation has finished
rxReall Input 16 Real part of the received pilot
rximgl Input 16 Imaginary part of the received pilot
rxReal2 Input 16 Real part of the received pilot
rxlmg2 Input 16 Imaginary part of the received pilot
nrsLoc Input 4 Index that we get from the NRS index generator
nrsReall Input 16 Real part of locally generated pilot
nrsimgl Input 16 Imaginary part of locally generated pilot
nrsReal2 Input 16 Real part of locally generated pilot
nrsimg2 Input 16 Imaginary part of locally generated pilot
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nrsldx1 Output 3 Index used to access NRS index generator memory
nrsldx2 Output 3 Index used to access NRS index generator memory
Row Output 4 Row of the received pilot in the resource block
Coll Output 4 Column of the received pilot in the resource block
Col2 Output 4 Column of the received pilot in the resource block
H1 ... H12 Real Output 16 Estimated real part
H1..H12 Img Output 16 Estimated imaginary part
done Output 1 Signal verifies that estimation is done
3.6.2. Detailed Hardware
32 =z Z
28 2 |= g
rxReall )
rximgl
row |
¢ —p H1
coll 1 I
» —>
> <
nrsl Complex Mul »
> —» > —>
=
Get Data Adder —» Memory > Interpolation —»
rxReal2 rx2 > Ly )
rximg2 nrs2 | Complex Mul _:
> —
—» H12
Lz

——>
z|eaysiu
—_—>

7l SYN

Figure [55]: Channel Estimation detailed hardware

The estimation process is done through the following steps:

1-

We gather the needed data which is the received pilots (noisy) and the locally
generated pilots (noiseless) the received are stored in the resource demapper and the
generated in the NRS generation memory.

Calculate the channel frequency response by dividing which is implemented as
multiplication by conjugate
Getting the average and store them in the memory

A combinational interpolation block to interpolate between the calculated four values
to get the twelve-channel estimate.
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3.6.3. Results
3.6.3.1. Matlab vs RTL

=H 12x1 complex double
1
-2.1200e+02 + 1.0380e+03
9.3200e+02 + 2.3140e+03
2.0770e+03 + 3.5890e+03
3.2220e+03 + 4.8650e+03
-2.9400e+02 + 47510e+03
-3.8100e+03 + 4.6370e+03
-7.3250e+03 + 4.5240e+03
-4.2700e+03 + 2.5890e+03
-1.2140e+03 + 6.5300e+02
1.8410e+03 - 1.2820e+03
4.8960e+03 - 3.2170e+03
7.9520e+03 - 5.1520e+03

W o0 = o

— ] ] —
=]

Figure [57]: Matlab estimates

& hireal[15:0]

B hlimg[15:0]
B h2real[15:0]
B h2img[15:0]
® h3real[15:0]
B h3img[15:0]
B hdreal[15:0]
' h4img[15:0]
B hSreal[15:0]
B hSimg[15:0]
B horeal[15:0]
B hbimg[15:0]
B hireal[15:0]
B h7img[15:0]
& h8real[15:0]
& h8img[15:0]
& h9real[15:0]
B h%img[15:0]
¥ h10real[15:0]
¥ h10img[15:0]
B hitreal[15:0]
B h11img[15:0]
® h12real[15:0]
B h12img[15:0]

Figure [56]: RTL estimates
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77 |Page



3.6.3.2. Synthesis Results

Resource Estimation Available Utilization %
LUT 1553 64000 243
FF 169 128000 0.13
DSP 16 160 10.00
10 538 400 134.50
BUFG 1 32 3.13

Figure [58]: Channel Estimation Synthesis results
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3.7. NRS Value Generator
3.7.1.  Top module

rstn

> 16
» Channel Estimation1_r
Clk > 16 p Channel Estimationl_i
< 3 Addr1
Demapper Done
4 nf >l 10 p Channel Estimation2_r
N RS Va I u e 16 P Channel Estimation2_i
9 N_celllD - > 3 Addr2
G e n e ra to r 16 p fineSynchl_r
1166 »fir}eSynchl_i
- fineSynch2_r
16 p fineSynch2_i
¢ 3 AddrFinel
¢ 3 AddrFine2
Valid
Figure [59]: NRS Value Generator top module
Table [16]: NRS Value Generator interface table
Signal Name Direction | Width Description
Clk Input 1 130ns clock signal
Rstn Input 1 Active low reset signal
demapperDone Input 1 Signal indicates that storing subframe is done
Nf Input 4 Subframe number
N_celllD Input 9 Cell ID
Addrl Input 3 Address of first pilot from channel estimation
Addr2 Input 3 Address of second pilot channel estimation
Addrfinel Input 3 Address of first pilot from fine synchronization
Addrfine2 Input 3 Address of second pilot from fine synchronization
ChannelEstimationl _r | Output 16 First pilot real part
ChannelEstimation1_i | Output 16 First pilot imaginary part
ChannelEstimation2_r | Output 16 Second pilot real part
ChannelEstimation2_r | Output 16 Second pilot imaginary part
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fineSynch1 _r Output 16 First pilot real part
fineSynch1 i Output 16 First pilot imaginary part
fineSynch2_r Output 16 Second pilot real part
fineSynch2_i Output 16 Second pilot imaginary part
Valid Output 1 Signal verifies that generation is done

3.7.2. Detailed Hardware

X1

X2

X2 initialization Generator

12

-1N2

——<1&— - Channel Estimation1_r
L} — <16 g Channel Estimationd_i
la——— Addn1

—m—b Channel Estimation2_r
NRS Register File ﬂlﬁ—b Channel Estimation2_i

8 Registers [ Addn2
16+16 bits 16
[—~—————pwfineSynchl_r
16
[—<——————»fineSynchl_i
l————  AddrFinel

16

|—<————pfineSynch2_r
16

[——————fineSynch2_i
3

[—————— AddrFine2

Figure [60]: NRS Value Generator detailed hardware

The pilot value is either iz or — Lz depending on the value of the golden sequence. So,

NG}

NG}

x2 initialization generator generates the initializing sequence for x2 then both are XORed
giving the golden sequence to choose which value is to be stored in the register file. Other
blocks will interface with this register file accessing it with the required address to extract
the needed generated pilot.
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3.7.3. Results
3.7.3.1. Matlab vs RTL
For subframe number=0and N_celllD=1

R )P x|
BH 8x1 complex double BEI 8x1 complex double
1 1

0.7071 + 0.7071i[ 0.7071 + 0.7071i

-0.7071 + 0.7071i -0.7071 + 0.7071i
-0.7071 - 0.7071i -0.7071 - 0.7071i
0.7071 + 0.7071i 0.7071 + 0.7071i
0.7071 - 0.7071i 0.7071 - 0.7071i
-0.7071 - 0.7071i -0.7071 - 0.7071i
0.7071 - 0.7071i 0.7071 - 0.7071i
0.7071 + 0.7071i 0.7071 + 0.7071i

o ~N & AW N =
0 ~N O U AW N =

Figure [61]: MATLAB function vs Our function

~ BP realPilots[0:71[15:01 02d4,fd2c,fd2c0: Array

> B [0][15:.0] 724 Array
> B [1][15:0] -724 Array
> B [2][15:0] -724 Array
> [3][15:0] 724 Array
> B [4][15:0] 724 Array
> B# [5][15:0] -724 Array
> B [6][15:0] 724 Array
> B [71[15:0] 724 Array
~ B imagPilots[0:7][15:0. 02d4,02d4,fd2¢,0 Array
> B [0][15:0] 724 Array
> B [11150] 724 Array
> B [2][15.0] -724 Array
> B [3][15:0] 724 Array
> R [4][15:0) -724 Array
> B [5][15:0] 724 Array
> B [6][15:0] -724 Array
> B [7][15:.0] 724 Array

Figure [62]: RTL results
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3.7.3.2. Synthesis Results

Resource Utilization Available Utilization %
LuT 190 64000 0.30
FF 125 128000 0.10
DSP 1 160 0.63
10 157 400 39.25
BUFG 1 32 3.13

Figure [63]: NRS Values Generator Synthesis results
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3.8. NRS Index Generator
3.8.1. Top module

rstn

- 4

P ChannelEstldx
Clk 2

> - EstldxAddr
Demapper Done

PP - 4

P  FineSyncldx
2

-t Fine Index address

NRS Index

3 N_celllDmod6

Generator )
p NRS_Removalidx 1
4 - NRS_Removal idx 2
/4 p NRS_Removal idx 3
4 P NRS_Removal idx 4
Generation Done
Figure [64]: NRS Index Generator top module
Table [17]: NRS Index Generator interface table
Signal Name Direction | Width Description
Clk Input 1 520ns clock signal
Rstn Input 1 Active low reset signal
demapperDone Input 1 Signal indicates that storing subframe is done
N_celllDmod6 Input 3 Cell ID modulus 6
EstldxAddr Input 2 Address of pilot needed by channel estimation
FineSyncAddr Input 2 Address of pilot needed by fine synchronization
ChannelEstldx Output 4 Index of the pilot needed by channel est. in RB
FineSyncldx Output 4 Index of the pilot needed by fine sync. in RB
NRSremovalldx1 Output 4 Index of first pilot to be given to NRS removal
NRSremovalldx2 Output 4 Index of second pilot to be given to NRS removal
NRSremovalldx3 Output 4 Index of third pilot to be given to NRS removal
NRSremovalldx4 Output 4 Index of fourth pilot to be given to NRS removal
GenerationDone Output 1 Signal verifies that index generation is done
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3.8.2. Detailed hardware

~——

0
3

H

T Vshift

Figure [65]: NRS Index Generator detailed hardware

’r 4-bits

Register
File

4 channelEstldx

| ——————EstldxAddr
— 2 = FineSyncldx
l-¢——— FineldxAddr

4 » NRS_Removalidx 1
4 » NRS_Removalidx 2
4 - NRS_Removalidx 3
4—>NR57Removal idx 4

Generation Done

The design intends to implement the equations in the standard to calculate the value of

the indices to extract them from the subframe

3.8.3.  Design Challenges and Solutions
3.8.3.1. Calculations

Instead of using adders or any arithmetic block the design is implemented as
multiplexer this is because the pilots are always in OFDM symbol number 5 or 6 and

the rest of the equation are all set of choices from certain values

By that we reduce the consumed power using multiplexers instead of arithmetic units.

3.8.3.2. Memory

As the pilots are always in pair per subcarrier and always at OFDM symbol 5 or 6. So,
we only need to know four values of the four subcarriers and there is no need to store
eight values as every subcarrier of the calculated four has two pilots also no need to
store the number of OFDM symbol as it is well known to any block in the system that

the pilots are at OFDM symbol 5 and 6.

By that we have used half the size of the memory storing four numbers other than

eight.
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3.8.4. Results

3.8.4.1. Matlab vs RTL
For subframe number=1and N_celllD=0
11 813 double +H k1 0
1 2 Hi2 6
1 0 5 E k3 3
2 8  Hu 9
3 3 6
4 9 6 =l ?
H1i2 g
Figure [66]: MATLAB function vs Our function
v B oidxMem[0:3][3:0] 0,6,3,9
> & [0][3:0] 0
> B [1][3:0] 5]
> B [2][3:0] 3
> B [3][3:0] 9
Figure [67]: RTL results
3.8.4.2. Synthesis Results
Resource Estimation Available Utilization %
LUT 17 230400 0.01
FF 20 460800 0.01
10 35 360 8972
BUFG 1 544 0.18

Figure [68]: NRS Index Generator Synthesis results
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3.9. Channel Equalizer
39.1. Top module

Rx Rx12

Clk

rstn
» EqReal

chdone
- » Egimg

Channel Equalizer

L col
—P> done

Figure [69]: Channel Equalizer top module

Table [18]: Channel Equalizer interface table

Signal Name Direction | Width Description
Clk Input 1 520ns clock signal
Rstn Input 1 Active low reset signal
chDone Input 1 Signal indicates that channel estimation is done
H1..H12 Input 16 Channel estimates per subcarrier
Rx1 ... Rx12 Input 16 OFDM symbol to be equalized
Col Output 4 Number of required OFDM symbol to be equalized
EqgReal Output 12 MSB of real part of the equalized symbol
Eqimg Output 12 MSB of imaginary part of the equalized symbol
Done Output 1 Signal indicates that symbol has equalized
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3.9.2.

Detailed Hardware

Complex Multiplier

Complex Multiplier

Complex Multiplier

Complex Multiplier

Complex Multiplier

Complex Multiplier

Complex Multiplier

Complex Multiplier

Complex Multiplier

Complex Multiplier

Complex Multiplier

Complex Multiplier

Figure [70]: Channel Equalizer detailed hardware

The design is a set of twelve complex multiplier (conjugate) to equalize the data symbols
by diving them by the channel estimated value.

There is a counter that counts the number of equalized OFDM symbols, the value of the
counter is sent to the resource demapper to extract the need OFDM symbol to equalized.

Also, this counter value will be used to detect the last column as we need to know when
we reached the last OFDM symbol to achieve the timing needed in Parallel to Serial block.
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3.9.3. Design Challenges and Solutions
There was a challenge in communication between this block and parallel to serial block
because the data are stored in the resource demapper for certain time which doesn’t
include the overhead of converting each symbol to serial and this conversion takes around
12 clock cycles.

The counter is passed to the parallel to serial and it gets registered there to be used as
the storing time of RB is enough for all Symbols except the last one.

3.9.4. Results

3.9.4.1. Matlab vs RTL
| Qutput \ _ :
— > B eqireal[15:0] -1537 Array
1 12x1 complex double > ea;‘ms:[t:::;l T;::m irray
» B eq2rea . - rray
1 " eq2img[15:0] 18665 Array
2 W eq3real[15:0] 911 Array
1 -1.5360e+03 - 4.3010e+03i s ® eqlimgli50) 1019 Array
2 -1.5545e+04 + 1.8665e+04i %l eqareal[15:0) 14459 Array
. w9 eqdimg[15:0] -2031 Array
3 9.1300e+02 - 1.0220e+03i » 9 eqSreal[15:0] 8524 Array
4 1.4462¢+04 - 2.0280e +03i QP B o
5 85270e+03 - 1.0636e+04i % cqimol1s0] 4177 Array
. ® eq7real[15:0] 2025 Arra
6  -2.6700e+02 - 4.1810e+03i P per vy
7 2.0200e+03 - 1.9694e+04i W eabreall10] | 68 Aray
» B eq8img[15:0] 769 Array
8 6.8800e+02 + 7.6900e+02i . W eqoreal[15:0] -308 Array
. > B eq9img[15:0] 5541 Array
9 -3'0800e+02 b 55440e+03| > B eqlOreal[15:0] 30744 Array
10 3.0752e+04 - 3.3890e+03i . ® eq10img[15:0] -3384 Array
: » B eqlireal[15:0] -1221 Array
1 -1.2190e+03 - 3.6500e+02i o eqttimal150l 365 Array
12 1.9860e+03 - 2.1600e+03i > % eql2real[15:0] 1983 Array
- % eql12imgl15:0] -2157 Array
¥ done 1 Logic

Figure [72]: Matlab equalized OFDM symbol
Figure [71]: RTL equalized OFDM symbol

3.94.2. Synthesis results
Resource Estimation Available Utilization %
LUT 391 230400 0.17
FF 33 460800 0.01
DsP 48 1728 2.78
10 800 360 22222
BUFG 1 544 0.18

Figure [73]: Equalizer Synthesis results
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3.10.Parallel to Serial and NRS removal

3.10.1. Top module
rstn >
Clk >
chgone -
egdone >
eqcol > Sign(1) .
. Parallel to Serial .
In Sign(Q) >
12 and
Qn -
NRS Removal
nrsRemovalldx1 4 DemodEn
> .
nrsRemovalldx2 4
>
nrsRemovalldx3 4
R [Idx4 4 >
nrsRemova >

Figure [74]: Parallel to Serial and NRS removal top module

Table [19]: Parallel to Serial and NRS removal interface table

Signal Name Direction | Width Description
Clk Input 1 520ns clock signal
Rstn Input 1 Active low reset signal
chDone Input 1 Signal indicates that channel estimation is done
Eqdone Input 1 Signal indicates that channel equalization is done
In Input 12 MSB of the real part of the equalized symbol (sign)
Qn Input 12 MSB of the imaginary part of the equalized symbol (sign)
Eqcol Input 4 Number of equalized OFDM symbol
nrsRemovalldx1 Input 4 Index of first pilot to be removed
nrsRemovalldx2 Input 4 Index of second pilot to be removed
nrsRemovalldx3 Input 4 Index of third pilot to be removed
nrsRemovalldx4 Input 4 Index of fourth pilot to be removed
Signi Output 1 Sign of real part
SignQ Output 1 Sign of imaginary part
DemodEn Output 1 Enable signal to bit processing indicate valid data

As the demodulation is hard demodulation so it needs only the sign of the QPSK symbol
the equalizer send us 12 bits representing the sign of every QPSK symbol in the OFDM
symbol. Here we take these bits in payload shift register and start outputting this bits in

serial.
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3.10.2. Design Challenges and Solutions
The main challenge was in handling the last OFDM symbol as the time of storing the
subframe doesn’t include converting it to serial data.

The time was sufficient to convert every OFDM symbol except for the last one for that the
design has special registers to store the needed values for the last column.

We register the last set of QPSK symbols to be output in serial then manage to disable the
enable after all the subframe has been converted.

3.10.3. Results

3.10.3.1. Synthesis results
Resource Estimation Available Utilization %
LUT 47 230400 0.02
FF 19 460800 0.01
10 51 360 1417
BUFG 1 544 0.18

Figure [75]: Parallel to Serial and NRS removal Synthesis results
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3.11.Fine Synchronizer
3.11.1. Top Module

Clk RM_row

Reset
RM_Column

I_received

NRS_Location
Q_received
_ L recewved

_generated | F|ne NRS_generated_address
agenerted [ Synchronization

RFO

NRS_index —

Fine_Enable Valid
_—

Figure [76]: Fine Synchronization Top Module

Table [20]: Fine Synchronization Interface Table

Signal Name Direction Width Description
Clk_260 Input 1 3.84 MHz clock signal
Reset Input 1 Global reset signal
Fine_Enable Input 1 Enable signal for the Fine

Synchronization module from the NRS
Value Generator

|_receivedl Input 16 Real value of the first-time domain
received NRS signal

Q_ receivedl Input 16 Imaginary value of the first-time
domain received NRS signal

|_received? Input 16 Real value of the second-time domain
received NRS signal

Q_ received? Input 16 Imaginary value of the second-time
domain received NRS signal
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|_generatedl Input 16 Real value of the first-time domain
generated NRS signal
Q_ generatedl Input 16 Imaginary value of the first-time
domain generated NRS signal
|_generated2 Input 16 Real value of the second-time domain
generated NRS signal
Q_ generated2 Input 16 Imaginary value of the second-time
domain generated NRS signal
NRS_index Input 4 NRS index from the NRS Index
Generator block
RM_rowl Output 4 Row address to the Resource De-
Mapper to get the first received NRS
RM_Columnl Output 4 Column address to the Resource De-
Mapper to get the first received NRS
RM_row?2 Output 4 Row address to the Resource De-
Mapper to get the second received NRS
RM_Column2 Output 4 Column address to the Resource De-
Mapper to get the second received NRS
NRS_Location Output 3 NRS Location to the NRS Index
Generator block
NRS_generated addressl Output 3 NRS address to the NRS Value
Generator block to get the second
received NRS
NRS_generated address2 Output 3 NRS address to the NRS Value
Generator block to get the second
received NRS
RFO Output 19 Residual Frequency offset to the CFO
Block
valid Output 1 Valid signal that verifies the integrity of

the output bus data
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3.11.2. Detailed Hardware

NRS_generatedl ArCta n

NRS._generated? Complex Multiplier ——f

) RFO
Divider —H Core — Refine >

Complex
P —> Accumulator |—» Angle

Multiplier —

Sign Check
Comparator

NRS_receivedl -

Complex Multiplier

NRS_received2

Figure [77]: Fine Synchronization Detailed Design
Fine Synchronization Description:
e Fetching each pair takes place as
1. The block first sends the grid Location of this pair to the NRS address generation block.
2. The NRS address generation block sends back the row indices of these pairs.

3. The block then sends the NRS address in the Resource Element De-Mapper as row and
column addresses in order to fetch the received NRS. And also sends the NRS address
to the locally generated NRS memory in the NRS value generation block.

e Each pair of received NRS is complex multiplied as well as each pair of locally generated
NRS signals

e The received complex product result is divided by the generated complex product result,
but instead of division we use complex multiplication by using the complex conjugate.
There is no need to account for the magnitude in this operation because the complex
division will not affect the magnitude as it results in unity factor.

e The above operations are repeated for four iterations and each time the accumulator
accumulates the resulting phase

e Frequency offset can be extract by using the Arctan function
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Arctan Synchronization Description:

The Low power implementation of the arctan is using the linear range of the arctan
function in order to obtain the real arctan value.

z=[0,1]

6= [0:45] n

arctan (2)

Figure [78]: Arctan Linear Range

The implementation of the arctan is divided into 5 stages

Checking the sign of the real and imaginary parts of the complex quantity that we are
calculating the arctan of and storing their sign to be used later in the Redefine angle
stage.

Passing the absolute values of the x (real part) and y (imaginary part), compare them
and the smaller one is then used as numerator for the division operation while the
greater is the numerator. This is in order to guarantee that the division z quantity is in
range of [0,1].

As the numerator and denominator of the division are identified in the comparator
stage, this stage divides them using Non-restoring Algorithm

Core is the main stage of this arctan which uses the value of this division to get the
result of the angle from [0:45] using the following equations:

56z, 0<z<0.25

tan-1z = 50z+1.5, 0.25<z<0.5
" )40z + 6.5, 0.5<z<0.75

32z + 13, 0.75<z<x1

If the numerator was the real part, x<y then 8 = 90 —tan™'z

If the numerator was the imaginary part, y<x then 6 = tan™! z

The resulted 6 lies in the first quadrature in range of [0:90]
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¢ Inthe Refine angle block, final value of 6y is determined through the full range of
[0:360] using the stored signs in the first stage using the following equations:

0, x +ve, y+ ve
0 _)180—90, x —ve,y+ve
final = ) 9 — 180, X —ve, y—ve
-0, x+ve, y—ve

The Calculated RFO value is a 19 bits result used by the CFO Correction block. 10 for the
fraction and 9 for the integer.

3.11.3. Design Challenges and Solutions

The non-restoring algorithm divides absolute numbers and gives the final results based
on this. So, it will not work well with the used fixed-point representation. The solution
was to shift right the denominator by 10 as the fixed-point representation has 10 bits for
the fraction and 6 bits for the integer. That’s how it is guaranteed that the quotient which
is the final division result is following the fixed-point representation.

3.11.4. Results
3.11.3.1. MATLAB vs. RTL

RFO_calculated =

_ 135.5205
& rfo[18:0] 138432
o valid

RFO matlab =

135.46€98

Figure [79]: Fine Synchronizer RTL Results

138432 in fixed point representation. To convert it, 138432/1024 = 135.1875.

3.11.3.2. Synthesis Results

Utilization Post-Synthesis | Post-Implementation

Graph | Table

Resource Estimation Available Utilization %

LUT 473 230400 0.21

FF 196 460800 0.04

DSP 12 1728 0.69

10 180 360 50.00

BUFG 1 544 0.18

Figure [80]: Fine Synchronizer Synthesis Results
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3.12.Demodulator

3.12.1. Top Module
Clk
Enable »
Sgnll__ 5 Demodulator
——»Data bit
Sign(Q)——— |
Done
Figure [81]: Demodulator Top Module
Table [21]: Demodulator Interface Table
Signal Name Direction Width Description
Clk_260 Input 1 3.84 MHz clock signal
Reset Input 1 Global reset signal
Enable Input 1 Enable signal for the Demodulator
module to start operating
Sign_| Input 1 sign of In-phase component
received from the P/S block
Sign_Q Input 1 sign of Quadrature component
received from the P/S block
Data_bit Output 1 Serial data bits output to
descrambler
Done Output 1 signal that verifies the integrity of
the output bus data
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3.12.2. Detailed Hardware

Sign(1)
Data_bit
_—

XN

Sign(Q)

selection DO— Togglin
g

control

A

Tcm_zso

selection

Figure [82]: Demodulator Detailed Hardware

3.12.3. Results
All the upcoming MATLAB results are for a transport block size of 24 bits that consists of

12 bits of zeros and 12 bits of ones.

3.12.3.1. MATLAB vs. RTL

> Demodulator Output
T T

I 1 | I I
0 20 40 80 80 100 120 140

Figure [83]: Demodulator MATLAB Results

Figure [84]: Demodulator RTL Results
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3.12.3.2. Synthesis Results

Utilization Post-Synthesis | Post-lmplementation
Graph | Table

Resource Estimation Available Utilization %
LUT 2 230400 0.01

FF 1 460800 0.01

10 7 360 1.94
BUFG 1 544 0.18

Figure [85]: Demodulator Synthesis Results
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3.13.Descrambler
3.13.1. Top Module

clk
Reset
—_—
Enable
Data Data_out .
Descrambler
RNTI
Ns
—_— Valid
Nf >
Cell_ID
Figure [86]: Descrambler Top Module
Table [22]: Descrambler Interface Table
Signal Name Direction Width Description
Clk_260 Input 1 3.84 MHz clock signal
Reset Input 1 Global reset signal
Enable Input 1 Enable signal for the Scrambler
module to start operating
Data Input 1 Serial input data bits from
demodulator
RNTI Input 16 Radio Network Temporary
Identifier which is an upper layer
parameter
Ns Input 5 First slot of transmission
Nf Input 1 First frame of transmission
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Nsf Input 4 Number of subframes used in

codeword
Nrep Input 12 Number of repetitions used in
codeword
Cell_ID Input 9 The Cell Identifier which is an
upper layer parameter
Data_out Output 1 Serial output data bits to the rate
matcher
Valid Output 1 signal that verifies the integrity of

the output bus data

3.13.2. Detailed Hardware

u
= o

Y
N

A
Y
e

\Le—

Figure [87]: Descrambler Detailed Design

Description: The two linear feedback shift registers are initialized with their values and
then they take 1600 clock cycle to reach the desired golden sequence than should be XOR-
ed with the input bitstream, until it finishes the received codeword from the
demodulator. the codeword that is successive repetitions of the codeword subframes.

The linear feedback shift registers are re-initialized every min(Nrep, 4) transmissions of
the codeword.
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3.13.3. Results
TBS =24, Nf§' =1, ns =20, ns=0, ngyy = 1000

D Output
2 T FI

1 Il
0
0 20 40 60 80 100 120 140

Figure [88]: Descrambler MATLAB Results

LEO_C'MEOUT ;D |m

Figure [89]: Descrambler RTL Results

Utilization Post-Synthesis | Post-Implementation
Graph | Table

Resource Estimation Available Utilization %
LUT 71 230400 0.03

FF 94 460800 0.02

10 53 360 14,72
BUFG 1 544 0.18

Figure [90]: Descrambler Synthesis Results
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3.14.Rate De-Matcher

3.14.1.

Top Module

Clk

—_—

Reset

Enable

Data

TBS

Rate Dematcher

Valid

Data_outl
IR L SEEN

Data_out2
LN L SN

| Data_out3

Memory Read Address
= e

Memory Read

Memory Write Address
ey s

Data to write

Figure [79]: Rate Dematcher Top Module

Table [23]: Rate De-Matcher Interface Table

Signal Name Direction Width Description
Clk_260 Input 1 3.84 MHz clock signal
Clk_130 Input 1 7.69 MHz clock signal
Reset Input 1 Global reset signal
Enable Input 1 Enable signal for the Rate De-matcher.
Data Input 1 Serial input data bits from Descrambler.
E Input 24 Size of the input data to the Block.
TBS Input 12 Transport Block Size of the incoming data
Matcher_repeat Input 1 If decode didn’t decode correctly at first trial
Data_outl Output 1 First output to decoder
Data_out2 Output 1 Second output to decoder
Data_out3 Output 1 Third output to decoder
Valid Output 1 signal that verifies the integrity of the output

bus data
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3.14.2. Detailed Hardware

Bit stream > Average Data In g d(l)
|- = > RAM 1 -
/ Address >
Circular ‘ ‘ Datan e
Input Buff X _I_r‘ RAM 2 _k>
urrer - :§> Addre§:>
i era—
= o Address > RAM 3
et (-
E . A s
IBS_; Control Unit E
Clock 3
RSTP and Address °
Enable Generation
A
Permutation
Pattern
Figure [80]: Rate De-Matcher Detailed Design
Description:

e The input data is collected at the bit collecting memory whenever there’s an enable
signal high which indicates that the input from the descrambler is valid.

e Bits are written to the first memory until reach the circular buffer length. If the
incoming stream is not over, the write pointer rolls over to the start of the circular
buffer again to read the memory content and add the incoming input stream to them.

e when from the input data length E is received, bit collection memory output is
averaged by dividing them by the number of repetitions and taking the majority vote.

e The data after majority vote is stored in each RAM each at a time, and the inter-
column permutation matrix is performed by changing the address using the control
unit.

e The control unit generated the addresses based on the ROM storing the intercolumn
permutation pattern. And it also generates the write enable for each memory

e when the 3 RAMs are filled, they are read each row at a time without the dummy bits
and the output is given to the decoder.
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The Rate De-matcher control unit executes the following state machines in order to
perform the block operations correctly without interfering with the reception of the next
transport block as the reception is continuous in time. So, to handle this the control unit
is built as two separate finite state machines that once the first once finishes it triggers

the operation of the second state machine which perform the interleaving process and
the output.

Address generation unit handles the three RAMs filling in order to account for the first Ny
dummy bits and then store data at the right locations. Memory unrolling is performed in
order to make the memory easier with only one address decoder instead of two row and
column decoders.

Write Pointer < CB length

write pointer < CB Length
&8 write pointer < E

Enable=0 Write Pointer == CB length

E< CB Length

OUTPUT
FSM
TRIGGER

STORING

E == CB Length

E=CB length
Input Counter == E

input counter < E

output counter < TBS output counter < 2*TBS output counter < 3*TBS

RAM 2 RAM 3
Filling Filling

trigger=0

Output
Initialize

QUTPUT

Matcher Repeat

MATCHER
REPEAT

Figure [91]: Rate De-Matcher Control Finite State Machines
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3.14.3. Design Challenges and Solutions
The block’s first memory in the bit collecting stage cannot stop for the time interval that
the three rams are being filled as the received subframes are continuous in time and every
new subframe has data that propagates down the chain and needs to be stored correctly.
In order to fix this the first memory has to be a dual port memory so the reading and
writing processes are decoupled from each other. The first port is read/write port and the
second port is a read only port.

A new problem arises from this implementation that in case of repetitions the memory
has to read first the memory content and then add the incoming input to the stored value
so for this to happen the first port has to operate at twice the frequency of the block with
flock clock of 130 nsec. This solution was chosen because this new clock as already
generated and used in our system chain at different other blocks so no overhead would
appear from such scenario

3.14.4. Results
3.14.4.1. MATLAB v. RTL

2 Rate De-Matcher Output d0
T T

15

10 LTI U 1]

20 25 30 5 40 45

2 Rate De-Matcher Output d1
T T T

U LT s

0 5 10 15 20 25 30 s 40 a5

2 Rate De-Matcher Output d2
T T T

+ LI I | Rt

Figure [93]: Rate De-Matcher RTL Results
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3.14.4.2.

106 | Page

Utilization

Resource
LUT

FF

BRAM

10

BUFG

Synthesis Results

Post-Synthesis | Post-lmplementation

Graph | Table

Estimation Available Utilization %
479 230400 0.21

267 460800 0.06

4.50 312 1.44

46 360 12.78

2 544 0.37

Figure [94]: Rate De-Matcher Synthesis Results



3.15.Viterbi Decoder
3.15.1. Block Interface

i_Clk_260

Reset

TBS

—>

Input

Message

—>

Decoder_Enable
—>

Viterbi Decoder

Decoded out
—>

Repeat Input
—

Valid
Figure [95]: Decoder Interface
Table [24]: Decoder Interface Table
Signal Name Direction Width Description
Clk Input 1 Clock signal to the block (260ns)
Reset Input 1 Reset signal to the block
TBS Input 12 Transport Block Size
Input Message Input 3 Inputs divided to 3 parallel bits
Decoder_Enable Input 1 Signal to enable the decoder
Decoded_out Output 1 Output serial decoded bits
Valid Output 1 Valid signal to next block
Repeat_Input Output 1 Signal to previous block to repeat
the input for another iteration
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[127:0]BMO

Detailed Hardware

BMUO Register

ter

[127:0]BM1 |

egis

3.15.2.
Branch
—1  Metric
3 Input
bits Unit
3.15.2.1.

BMU1 Ri

PmEnable -—‘ Path Metrics Register[511:0]|

3er,m¢,ISe\tc:l7/

Path
Metric
Unit

Survived Paths

1

[

Updated Metrics

FinalMetrics

I

[

512'd0 |

Branch Metric Unit (BMU)

Get Minimum

Path
Record
Memory
(64x2560)

Survived Path
Branch Type

—WE

Control Unit

LIFO

I

l

Address
Generator

——=AddressControl

TBS 12'd0

Figure [96]: Detailed hardware of the decoder

FinalMetrics

AddressLoadSelect

This block is responsible for calculating the hamming distance 0
between the input 3 bits and the expected outputs from all
branches in the trellis diagram. Every state has two output 1
branches as shown in the figure. This means that we need 128
Hamming Distance Units for 64 states.
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3.15.2.2. Path Metric Unit (PMU)
This block contains Add-Compare-Select units that work in this following flow:

1. Add the branch metrics to the saved path metrics. ) 5 3 8
2. Compares the two input paths to the next states. 3.%—. x...--/.
3. Selects the path with higher metric. 2@ . /3/ ®
4. Accumulates this metric in the path metrics memory. = J'x.//

5. Saves the selected path (high or low branch) in the path ) .//

record memory.
In the shown figure, we can see an example of the path metric
unit operation. The example shows that there’s two different ° ® °
paths that are entering the same next state. The key to
differentiate between them is to compare the path metrics of
them after adding the new branch metrics to the path metrics . ® o

Figure [98]: Example of Path

then selecting the path that has the larger metric to be our Metric Unit operation
survived path in this state. For this example, at the left side, we
can see that the survived path that enters the first state is the path that has all green
branches.

3.15.2.3. Path Record Memory
This block is a memory that saves the transitions in each state and used in the
traceback unit. The size of the memory is 64x2560 bits as we need to store the
condition of the branch entering the state whether it’s the upper branch (0 is stored)
or the lower branch (1 is stored). The encoding of the stored values will be elaborated
in the next section.

3.15.2.4. Control Unit
It controls the entire operation of the decoding algorithm using a finite state machine

that has these operations: erotles0 Enable=1
° Manages' the calcula.\t|on and saving of Calculate &
the survived paths in the path record Write

memory.

e Performs the traceback operation by
evaluating the winning path and reading
from the path record memory.

Finished Output Counter_up=TB5+24

e Checking the Tailbiting condition and Traceback
controls the output flow from the LIFO & Read
memory. Counter_down =0

e Performs the Wrap Around Viterbi Tailoiing = 1

Or Tailbiting = 0 and Iteration= 3

Algorlthm (WAVA) elaborated before. Figure [99]: Finite State Machine implemented in the

control unit
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3.15.2.5. LIFO Memory
A LIFO Memory of size (1x2560) is implemented to store the decoded bits from the
traceback operation. Last-In-First-Out mechanism is required as the traceback
operation starts from the last bit of the message to the start bit of the message.

3.15.3. Hardware Challenges and Solutions
3.15.3.1. Path Metrics are Monotonically Increasing
As the decoder proceeds in the trellis structure, the path metrics are being
accumulated due to the Add-Compare-Select (ACS) operation. Moreover, the values
are monotonically increasing as the branch metrics are positive values from 0 to 3.
Also, given the fixed size of the path metrics registers (8 bits), these registers will
overflow and the decoder will not operate correctly.

To avoid the overflow of these registers, in
the shown figure, a simple hardware that is
controlled by the control unit is added to
subtract the minimum value stored in these
registers occasionally before the overflow
occurs. This avoids the overflow problem and

also will not affect the operation as it only Path
cares about the relation between the path Metric
metrics not the actual values of them. Unit

I
PmEnable « Path Metrics Register[511:0]

PmLoadSelect 7/

512'd0 |

Get Minimum

Figure [100]: Hardware added to avoid overflow
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3.15.3.2. Path Record Memory Size
Traceback operation is done by knowing the branch and the two states connected to
it in order to find the actual decoded bit and to go to the previous state. These
parameters can be calculated in the first stages but they need to be stored as the
traceback operation must start from the end of the message to the start of it. We can
calculate the size of the memory using:

Memory Size = Ngpgres * L0gy Ngiares * Message length

In our case, the memory size will approximately be

983,040 bits. This is a very large memory to be t t+1
implemented. To reduce this size, a better traceback 0
implementation is done that only encodes all the :
parameters said before to a single bit that tells whether ! i
the branch that is connecting the two states together is 2 ®

an upper or lower branch then with a simple left shift

operation, we can figure out the previous state simply as
shown in the figure.

The figure shows an example of the used traceback
operation method where the current state is 23 and the
previous state is required to complete tracing back to the
initial state. The available two previous states are 46 and
47 only according to the trellis diagram of the encoder.
The control unit reads the bit stored in the location of the Message Length
path record memory that is [t+1][23] and then performs
a shift left operation to the current value 23 thenfinally [ O | 1[ Of 1| T 1
adds the stored bit read from the memory. If the saved
bit was 0’, the previous state will be 46. And if the saved
bit was 1’, the previous state will be 47. In conclusion, by
saving only one bit, we could perform the traceback — 1 ]0]1]1]1 [0]4®
operation correctly without having a very large memory.

— 1 (0| 1| 1| 1]1]47

Figure [101]: Another implementation of
traceback operation to reduce memory size
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3.15.4. MATLAB Results
High Level Implementation of the algorithm was done on MATLAB and was tested with a
random vector with the maximum transport block size (2560). The figure below shows
the different error counts against different SNR values.

WAVA Performance
1200 T T T

1000

8oo

Error Count
2
=3
=

SNR in dB

Figure [102]: MATLAB Implementation of WAVA Results

3.15.5. Synthesis Results
The Figure below shows the overall synthesized area in FPGA cells on the targeted FPGA.

Synthesis is done using Vivado Design Suite which includes block’s utilization in resources
(LUTs, FFs, DSPs, etc.)

Resource Estimation Available Utilization %

LUT 4571 53200 8.59
FF 615 106400 0.58
BRAM 8 140 571
10 21 200 10.50
BUFG 1 32 313

Figure [103]: Viterbi Decoder Synthesis Utilization
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3.16.Cyclic Redundancy Check
3.16.1. Top Module

Clk
Reset
Data_out
Data
CRC | Ak
—T1.s
Figure [104]: CRC Top Module
Table [25]: CRC Interface Table
Signal Name Direction Width Description
Clk_260 Input 1 3.84 MHz clock signal
Reset Input 1 Global reset signal
Enable Input 1 Enable signal for the Demodulator
module to start operating
Data Input 1 Data received from the decoder
TBS Input 12 Transport Block Size of the
incoming data
Data_out Output 1 Serial data bits output
Ack Output 1 Ack to indicate data validity
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3.16.2. Detailed Hardware

Figure [105]: CRC Detailed Design

Description:

The CRC value is generated by XORing the input bit with the value of the final register and
the result is used as feedback to all the XORs implementing the polynomial. This
implementation reduces the number of cycles taken to perform the check.

The Register at first is initialized to 0 then after passing the received data bitstream of
length equal TBS+ 24 bits CRC the register should contain Zeros once again and that’s
when the acknowledge signal is asserted.

3.16.3. Results
3.16.3.1. MATLAB vs. RTL

cRe ouTRUT

Figure [106]: CRC MATLAB Results

ol el i

Figure [107]: CRC RTL Results

3.16.3.2. Synthesis Results

Utilization Post-Synthesis | Post-lmplementation

Graph | Table

Resource Estimation Available Utilization %

LuT 35 64000 0.05

FF 38 128000 0.03

10 18 400 450

BUFG 1 32 3.13

Figure [108]: CRC Synthesis Results
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Chain Results charter O4 N

4.1. Synopsys Design Compiler Synthesis Results
4.1.1. Coarse Synchronizer

4.1.1.1. Area Results
Cell Count

285 ,,——_—_—_——————

40 Hierarchical Cell Count: 256

41 Hierarchical Port Count: 20302

42 Leaf Cell Count: 64753

15 Buf/Inv Cell Count: 9328

44 CT Buf/Inv Cell Count: 1]

45 Combinational Cell Count: 58963

45 Sequential Cell Count: 5780

=47 Macro Count: 0

e

50

51 Area

1] Combinational Area: 108330.628376

i Honcombinational Area: 27328.041517

=1 Buf/Inv Area: 6le4d.0175928

SE Het Area: 0.000000

BT e

58 Cell Area: 135658.665853

I Design Area: 135658.665853

Figure [109]: Coarse Synchronizer DC Area Results
4.1.1.2. Power Results

46 Internal Switching Leakage Total
47 Power Group Power Power Power Power { % } Attrs
jé io_pad 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
50 memory 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
51 black box 0.0000 0.0000 0.0000 0.0000 ( ©.00%)
52 clock network 40.2665 33.8177 3.2332:2404 10€.4160 ( 12.15%)
53 register 144.2135 0.1875 1.0016e+05 244.5638 ( 27.92%)
54 sequential 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
55 combinational 66.1815 81.5036 3.77292+05 524.9745 | 59.93%)
:: Total 250.6615 uW 115.5088 uW 5.097%=+05 nW 875.9543 uW
58 1

Figure [110]: Coarse Synchronizer DC Power Results
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4.1.2. CP Remover and Downsampler

4.1.2.1.

4.1.2.2.

~J

Power Group

.

io_pad
memory

black box
clock_network
register
sequential
combinational

=]

NN NN ofnonon o fnoin o in s s s
WO =] & LN L

£
[
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Area Results
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Cell Count

Hierarchical Cell Count:
Hierarchical Port Count:
Leaf Cell Count:

Buf/Inv Cell Count:

CT Buf/Inv Cell Count:
Combinational Cell Count:
Sequential Cell Count:
Macro Count:

Lrea

Combinational Area: 158.
Honcombinational Area: 111.
Buf/Inv Area: 1a0.
Het Area: 0.
Cell Area: 270.
Design Area: 270.

Power Results

Internal
Power

L0812

155

138

536001
T20004
108000
Q00000
256005
256005

Figure [111]: CP Remover and Downsampler DC Area Results

Switching Leakage

Power Power
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.0000 0.0000
0.9466 371.2713
3.828¢ 876.841%8

uwW 4.5752 uW 1.2481e+03 nW

Figure [112]: CP Remover and Downsampler DC Power Results
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Chain Results _

4.1.3. CFO Corrector

4.1.3.1.

4.1.3.2.

Power Group

io_pad
MEMOrY

black box
clock network
registcer
sequential
combinational

Area Results

24

%]

=1

o

T T Y S T R

o

[ Y Y Y S e T e TR T TN s O s O e T TN TN s Y % Y % T % T %

[T T % T S

T R Y
i N s

Cell Count

Hierarchical Cell Count: 20
Hierarchical Port Count: 1221
Leaf Cell Count: 3401
Buf/Inv Cell Count: 342
CT Buf/Inv Cell Count: 1]
Combinational Cell Count: 32885
Sequential Cell Count: 112
Macro Count: 0
Area

Combinational Area: 6415.112010
Honcombinational Area: 555.840015
Buf/Inv Area: 151.786001
Het Area: 0.000000
Cell Areca: T7014.5852029
Design Area: T014.552029

Figure [113]: CFO Corrector DC Area Results

Power Results

Internal Switching Leakage Total
Power Power Power Power {
0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 Q.0000 0.0000
0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 Q.0000 0.0000
47.9756 5.0820 2.03492+03 55.1025
74,4077 €3.8070 2.5655=+04 1€63.59699 |
122.3833 uW €8.9990 uW 2.7690e+04 nW 219.0724 uW

Figure [114]: CFO Corrector DC Power Results
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4.1.4. FFT Engine

4.1.4.1.

4.1.4.2.
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1y
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Area Results
Cell Count

w3
S

26 Hierarchical Cell Count: 33
27 Hierarchical Port Count: 1956
28 Leaf Cell Count: 5326
29 Buf/Inv Cell Count: 658
30 CT Buf/Inv Cell Count: 0
31 Combinational Cell Count: 4686
32 Sequential Cell Count: &40
33 Macro Count: ]
36
37 Areca
39 Combinational Arca: 8883.602024
40 Honcombinational Arca: 2926.797905
41 Buf/Inv Area: 365.484002
42 Het Areca: 0.0Q00000
44 Cell Area: 11210.39959249
45 Design Arca: 11210.39959249
Figure [115]: FFT Engine DC Area Results
Power Results
Internal Switching Leakage
Power Power Power
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
170.2248% 14.3775 1.082Te+04
114.4933 174.1690 3.5801e+04
284.7182 uW 188.5465 uW 4.6728e+04 nW

Figure [116]: FFT Engine DC Power Results

L9951 uwW



n

s

Nl

[ = S
O W g

w
O o o

]
iy

o]

ko

[T, RV, R |
~ O 0o W

4.1.5. Resource Demapper
4.1.5.1. Area Results

24 Cell Count
2 - """¥—""-"-"——¥—-—-——————————
26 Hierarchical Cell Count: 2
277 Hierarchical Port Count: 1366
28 Leaf Cell Count: 52845
29 Buf/Inv Cell Count: 14861
30 CT Buf/Inv Cell Count: 0
31 Combinational Cell Count: 41689
32 Sequential Cell Count: 11156
33 Macro Count: 0
34 - —————————————
35
36
37 Area
38 -----—-——-""-"""-""-"¥-"-""""""""—-
39 Combinational Area: 53577.188558
40 Noncombinational Area: 59040.031784
41 Buf/Inv Area: 10€11.803801
42 Net Area: 0.000000
43 - —————————
44 Cell Area: 112¢17.220342
45 Design Area: 112€17.220342

46

Figure [117]: Resource Demapper Area report

4.1.5.2. Power Results
Internal Switching Leakage Total

Power Group Power Power Power Power ( % ) Attrs
io_pad 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
memory 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
black_box 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
clock network 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
register 223.0584 0.1518 1.972%e+05 420.5371 ( 55.85%)
sequential 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
combinational 3.247¢ 13.8096 3.1540e+05 332.4582 ( 44.15%)
Total 226.3460 uw 13.9614 uw 5.126%9e+05 nw 752.9954 uw

1

Figure [118]: Resource Demapper Power report
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4.1.6.

Channel Estimation

4.1.6.1. Area Results

24 Cell Count

25 @ —-———- - - - - -

26 Hierarchical Cell Count: 91

27 Hierarchical Port Count: €129

28 Leaf Cell Count: 9681

29 Buf/Inv Cell Count: 1526

30 CT Buf/Inv Cell Count: 0

3. Combinational Cell Count: 89513

32 Sequential Cell Count: 168

33 Macro Count: 0

34  —-——— -— - - - -

35

36

37 Area

38  —-—— - - - - -

39 Combinational Area: 18878.020079

40 Noncombinational Area: 893.760029

4: Buf/Inv Area: 903.069999

42 Net Area: 0.000000

43  —-———— -— - - - -

44 Cell Area: 19771.780108

45 Design Area: 12771.780108

46

Figure [119]: Channel Estimation Area report
4.1.6.2. Power Results

45 Internal Switching Leakage Total
46 Power Group Power Power Power Power ( % ) Attrs
a7
48  io pad 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
49 memory 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
S0 black box 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
S1  clock network 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
52 register 1.6089 0.1219 3.0614=+03 4.7923 ( 5.51%)
52  sequential 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
S4 combinational 3.1737 3.1101 7.58682+04 82.1514 ( 94.49%)
S6 Total 4.7826 uwW 3.2320 uwW 7.8929e+04 nW 26.9436 uW
57 1
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Figure [120]: Channel Estimation Power report
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4.1.7. NRS Values Generator

4.1.7.1. Area Results
24 Cell Count
2% -----—-———-——-——
26 Hierarchical Cell Count: 5
27 Hierarchical Port Count: 304
28 Leaf Cell Count: 2207
29 Buf/Inv Cell Count: 241
30 CT Buf/Inv Cell Count: 0
31 Combinational Cell Count: 1874
32 Sequential Cell Count: 333
33 Macro Count: 0
34 -
35
36
37 Area
28 e
39 Combinaticonal Area: 2703.091985
40 Noncombinational Area: 1799.490056
41 Buf/Inv Area: 173.165997
42 Net Area: 0.000000
43 -
44 Cell Area: 4502 .582040
45 Design Area: 4502 .582040
46

Figure [121]: NRS Values Generator Area report

4.1.7.2. Power Results
Internal Switching Leakage Total

Power Group Power Power Power Power ( % ) Attrs
io_pad 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
memory 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
black_box 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
clock network 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
register 14.0364 5.109%e-02 5.6948e+03 19.7823 ( 56.59%)
sequential 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
combinational 0.7627 1.647¢9 1.27€7e+04 15.1777 ( 43.41%)
Total 14.7991 uw 1.6990 uw 1.8462e+04 nw 34,9600 uw

1

Figure [122]: NRS Values Generator Power report
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4.1.8. NRS Index Generator

4.1.8.1. Area Results

24 Cell Count

25 @ -——

26 Hierarchical Cell Count: 2

27 Hierarchical Port Count: 52

28 Leaf Cell Count: 113

29 Buf/Inv Cell Count: 13

30 CT Buf/Inv Ccell Count: 0

31 Combinational Cell Count: 93

32 Sequential Cell Count: 20

33 Macro Count: 0

34 -

35

36

37 Area

= —_—_——

39 Combinational Area: 109.325999

40 Noncombinational Area: 106.400003

41 Buf/Inv Area: 7.182000

42 Net Area: 0.000000

43 -

44 Cell Area: 215.72&€003

45 Design Area: 215.726003

46

Figure [123]: NRS Index Generator Area report
4.1.8.2. Power Results

45 Internal Switching Leakage Total
46 Power Group Power FPower Power Power { % ) Attrs
as ic_pad 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
49 memory 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
50 black box 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
51 clock_network 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
52 register 0.2137 1.2599e-02 349.6761 0.5760 ( 47.60%)
53  sequential 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
54 combinational 1.7619e-02 2.3247e-02 593.1061 0.6340 ( 52.40%)
56 Total 0.2313 uwW 3.5846e-02 uW 942.7822 nwW 1.2100 uwW
57 1

Figure [124]: NRS Index Generator Power report
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4.1.9. Channel Equalizer

4.1.9.1. Area Results
24 Cell Count
25 -
26 Hierarchical Cell Count: 132
27 Hierarchical Port Count: 9888
28 Leaf Cell Count: 30919
29 Buf/Inv Cell Count: 2866
30 CT Buf/Inv Cell Count: 0
31 Combinational Cell Count: 30886
32 Sequential Cell Count: 33
33 Macro Count: 0
34 -
35
36
37 Area
38 -
39 Combinational Area: ©1535.642101
40 Noncombinational Area: 175.56000¢
41 Buf/Inv Aresa: 1605.310007
42 Net Area: 0.000000
43 -
44 Cell Area: ©1711.202107
45 Design Area: ©1711.202107
48

Figure [125]: Channel Equalizer Area report

4.1.9.2. Power Results
Internal Switching Leakage Total

Power Group Power Power Power Power ( % ) Attrs
io pad 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
memory 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
black box 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
clock network 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
register 0.3335 2.6553e-03 589.7083 0.9258 ( 0.28%)
sequential 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
combinational 42,4840 34.284¢ 2.495%e+05 326.3558 ( 99.72%)
Total 42 .8175 uw 34.2872 uw 2.5018e+05 nwW 327.2816 uw

1

Figure [126]: Channel Equalizer Power report
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4.1.10. Parallel to Serial and NRS removal

4.1.10.1. Area Results

24 Cell Count

25 -——= -— -— -— -

26 Hierarchical Cell Count: 0

27 Hierarchical Port Count: 0

28 Leaf Cell Count: 196

29 Buf/Inv Cell Count: 43

30 CT Buf/Inv Cell Count: 0

31 Combinational Cell Count: 177

32 Sequential Cell Count: 19

33 Macro Count: 0

34 —_——— - - - -

35

36

37 Area

38 —_——— - - - -

39 Combinational Area: 211.736000

40 Noncombinational Area: 95.424001

41 Buf/Inv Area: 23.142000

42 Net Area: 0.000000

43 -——= -— -— -— -

44 Cell Area: 307.230001

45 Design Area: 307.230001

46

Figure [127]: Parallel to Serial and NRS removal Area report
4.1.10.2. Power Results

45 Internal Switching Leakage Total
46 Power Group Power Power Power Power ( % ) Attrs
a8 io pad 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
49 memory 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
50 black box 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
51 clock network 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
52  register 0.1828 2.4141e-02 330.8464 0.5378 ( 30.30%)
53  sequential 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
54 combinational 6.52072-02 4.2960e-02 1.1291e+03 1.2372 ( 69.70%)
56 Total 0.2480 uwW 6.7101e-02 uw 1.459%e+03 nW 1.7750 uwW

1

Figure [128]: Parallel to Serial and NRS removal Power report
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4.1.11.

Fine Synchronizer

4.1.11.1. Area Results

24 Cell Count

25 - - -

26 Hierarchical Cell Count: 45

27 Hierarchical Port Count: 3363

28 Leaf Cell Count: 5948

29 Buf/Inv Cell Count: 931

30 CT Buf/Inv Cell Count: 0

31 Combinational Cell Count: 8738

32 Sequential Cell Count: 210

33 Macro Count: 0

34 - - -

35

36

37 Area

38 — — —

39 Combinational Area: 17132.794030

40 Noncombinational Area: 1117.20003¢&

41 Buf/Inv Area: 528.542002

42 Net Area: 0.000000

43 - - -

44 Cell Area: 18249.99406¢

45 Design Area: 18249.99406¢

46

Figure [129]: Fine Synchronization Area Report
4.1.11.2. Power Results
Internal Switching Leakage Total

Power Group Power Power Power Power ({ % ] Attrs
io pad 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
memory 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
black box 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
clock network 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
register 4.2890 0.2169 3.7918e+03 8.2977 (  9.39%)
sequential 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
combinaticnal 4.8291 5.1848 7.0050e+04 80.0642 ( 90.61%)
Total 9.1181 uwW 5.4017 uwW 7.3842e+04 nwW 88.3618 uw

1

Figure [130]: Fine Synchronization Power Report
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4.1.12.

Demodulator

4.1.12.1. Area Results
24 Cell Count
25 @ --——
26 Hierarchical Cell Count: 0
27 Hierarchical Port Count: 0
28 Leaf Cell Count: 5
29 Buf/Inv Cell Count: 2
30 CT Buf/Inv Cell Count: 0
31 Combinational Cell Count: 4
32 Sequential Cell Count: 1
33 Macro Count: 0
A
35
36
37 Area
== ——_——_,———— =
39 Combinational Area: 4.256e000
40 Noncombinational Area: 5.320000
41 Buf/Inv Area: 1.330000
42 Net Area: 0.000000
a2 | -—
44 Cell Area: 9.57¢000
45 Design Area: 9.57€000
46
Figure [131]: Demodulator Area Report
4.1.12.2. Power Results
45 Internal Switching Leakage Total
4 Power Group Power FPower Power FPower ( % ) Attrs
io pad 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
) memory 0.0000 0.0000 0.0000 0.0000 0.00%)
S0 black box 0.0000 0.0000 0.0000 0.0000 ¢ 0.00%)
51 clock network 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
52  register .6281e-02 3.0077e-03 18.8780 4.8166e-02 | 62.66%)
53 sequential 0.0000 0.0000 0.0000 0.0000 ¢ 0.00%)
combinational .7401e-03 1.7533e-03 21.2143 2.8708e-02 [ 37.34%)
Total .2021e-02 uw 4.7610e-03 uw 40.0922 nW 7.6874e-02 uw

126 | Page

Figure [132]: Demodulator Power Report
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4.1.13. Descrambler

4.1.13.1. Area Results
24 Cell Count
SO $z————————————————————————————— ———
26 Hierarchical Cell Count: 1
27 Hierarchical Port Count: 22
28 Leaf Cell Count: 344
29 Buf/Inv Cell Count: 43
30 CT Buf/Inv Cell Count: 0
31 Combinational Cell Count: 249
32 Sequential Cell Count: 95
33 Macro Count: 0
34 @ ————
35
36
37 Area
39 Combinational Area: 298.718000
40 Noncombinational Area: 500.08001¢
41 Buf/Inv Area: 28.196000
42 Net Area: 0.000000
43
44 Cell Area: 798.79801¢
45 Design Area: 798.79801¢
46

Figure [133]: Descrambler Area Report

4.1.13.2. Power Results
Internal Switching Leakage Total

Power Group Power Power Power Power { % ] Attrs
io pad 0.0000 0.0000 0.0000 0.0000 0.00%)
memory 0.0000 0.0000 0.0000 0.0000 0.00%)
black_box 0.0000 0.0000 0.0000 0.0000 0.00%)
clock network 0.0000 0.0000 0.0000 0.0000 0.00%)
register 1.9440 5.8881le-02 1.6997e+03 3.702¢ ( e©l.22%)
sequential 1.946le—-03 4.0243e—-03 17.107 2.3131e-02 | 0.38%)
combinational 0.1122 0.1356 2.0746e+03 2.3224 ( 38.40%)
Total 2.0582 uw 0.1985 uw 3.7915e+03 nwW ©.0481 uw

1

Figure [134]: Descrambler Power Report
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4.1.14. Rate De-Matcher

4.1.14.1. Area Results

37 Cell Count

38 - - - - - -

39 Hierarchical Cell Count: 23

40 Hierarchical Port Count: 877

41 Leaf Cell Count: 543222

42 Buf/Inv Cell Count: 135794

43 CT Buf/Inv Cell Count: 0

44 Combinational Cell Count: 443091

45 Sequential Cell Count: 100131

46 Macro Count: 0

50 Area

51 - - - - - -

52 Combinational Area: 581779.773¢6l¢6

53 Noncombinational Area:

54 453003.037664

55 Buf/Inv Area: 81€23.961754

56 Net Area: 0.000000

58 Cell Area: 1034782.811280

59 Design Area: 1034782.811280

a0

Figure [135]: Rate De-Matcher Area Report
4.1.14.2. Power Results
45 Internal Switching Leakage Total
¢ Power Group Power Power Power Power { % ) Attrs
: io pad 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
memory 0.0000 0.0000 0.0000 0.0000 ( 0.00%)

S0 black box 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
51 clock network 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
52 register .7736e+03 0.1911 1.6205e+06 5.3942e+03  ( 67.47%)
53 sequential 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
4  combinational 15.4917 83.0457 2.5021e+06 2.6006e+03 ( 32.53%)
56 Total .7891e+03 uwW 83.2368 uw 4.1226e+06 nwW 7.99492+03 uwW

1
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Figure [136]: Rate De-Matcher Power Report
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51
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55
56
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4.1.15. Viterbi Decoder

4.1.15.1.

4.1.15.2.

Power Group

Area Results
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Cell Count

Hierarchical Cell Count: 337
Hierarchical Port Count: 13286
Leaf Cell Count: 559134
Buf/Inv Cell Count: 112022
CT Buf/Inv Cell Count: o]
Combinationmal Cell Count: 351825
Sequential Cell Count: 187309
Macro Count: a
Area

Combinational Area: 4700859 .565%9689

Honcombinational Area:

T5e817T.054965%5

Buf/Inv Lrea:
Het Area:

§5838.157507

0.000000

Cell Area: 1226906.6249348

Design Area:

1226906.6249348

Figure [137]: Viterbi Decoder Area Reports

Power Results

io pad
MEMOLY

black box
clock network
register
seguential
conkbinational

Total
Power { E i
0.0000 | 0.00%)
Q.0000 | 0.00%)
0.0000 | 0.00%)
Q.0000 | 0.00%)
6.1031e+03 ( 64.34%)
Q.0000 | 0.00%)
3.38249e+03 ( 35.66%)

Internal Switching Leakage
Fower Fower Power
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
0.0000 0.0000 0.0000
.2318e+03 1.9562 2.869%96e+06
0.0000 0.0000 0.0000
25.9603 99,1986 3.25T73e+06
.25T8e+03 uW 101.1548 uW 6.126%=+06 nW

Figure [138]: Viterbi Decoder Power Reports

9.4856e+03 uW
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4.1.16. Cyclic Redundance Check

4.1.16.1. Area Results
Cell Count
Hierarchical Cell Count: 1
Hierarchical Port Count: 24
Leaf Cell Count: 169
Buf/Inv Cell Count: 34
3 CT Buf/Inv Cell Count: 0
3 Combinational Cell Count: 131
32 Sequential Cell Count: 38
33 Macro Count: 0
34 @ - -
35
36
37 Area
39 Combinational Area: 171.836002
40 Noncombinational Area: 202.160007
41 Buf/Inv Area: 19.418000
42 Net Area: 0.000000
43 mmmmmmmmmmm -
44 Cell Area: 373.99¢008
45 Design Area: 373.9%96008
Y7
Figure [139]: CRC Area Report
4.1.16.2. Power Results
45 Internal Switching Leakage Total
L& Power Group Power Power Power Power ( % )  Attrs
a8 io_pad 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
49 memory 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
50 black box 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
51 clock network 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
52 register 0.7795 3.8260e-02 693.2999 1.5111 ( 55.58%)
53 sequential 0.0000 0.0000 0.0000 0.0000 ( 0.00%)
54 combinational 7.649%e-02 9.0566e—-02 1.0404e+03 1.2075 ( 44.42%)
56 Total 0.8560 uw 0.1288 uwW 1.7337e+03 nwW 2.7186 uw
57 1
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Figure [140]: CRC Power Report



4.2. DC Results for RX Chain

4.2.1. Timing

R R R R R R R R R R R R R R R R R R R R R R R R R
Report @ timing
—-path full
—delay max
-max_paths 10
Design @ rx top
Version: G-2012.06-5P2

Date : Wed Jul 12 21:33:50 2022
LR R R R R

WHS (ns) THS (ns) TMNS5 Failing Endpoints THS Total Endpoints

A1l user specified timing constraints are met.

Figure [141]: Timing Report

WHS (ns) THS (ns)

All specified timing constrains have been met with total available slack of 21.643 ns.
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4.2.2. Area Utilization

Area Utilization (um?)
T T

a8k @ -3 S g ot G < 9}
1 8} o o o P it 1 T 1 3¢ i & o o
e o‘??‘ s % @ <2 & o Q\)'o\‘ A4 “{Dn\ D@,\m L 4\3\” 0@\;0 (v

A e S W - o

% o o o5 o o
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o o e o “ o S N

o @

Figure [142]: Area Utilization Histogram

Table [26]: Area Utilization Table

A R R R R R R R R R R R R R R R R R R R R

Block Area (Hmz) 3 Report : gor
Coarse Synchronizer 135658.669893 @ Design : rx top
CP Remover & Downsampler 270.256005 B oo e RO S i1 2022
CFO Corrector 7014.952029 T AR AR AN AR AR A AR A ARE AR RN AA R A AR S
FFT Engine 11810.399929 -
Resource Demapper 112617.220342 10 e
Channel Estimation 19771.780108 Dl orarciical Tell Commt: it
NRS Value Generator 4502.582040 13 Leaf Cell Count: 1283116
NRS Index Generator 215.726003 : E}rlféiz}’liiléeii“g;m: 27376;
Channel Equalizer 61711.202107 16 Combinational Cell Count: 996472
Parallel to Serial 307.230001 a Sequential Cell Count: 2Zgead
Fine Synchronizer 18249.994066 - e :
Demodulator 9.576 -
Descrambler 798.798016 . Area
Rate Dematcher 1034782.81128 23 TTTTTTTTTTTTTToTT oo
Viterbi Decoder 1226906.624348 Bl o A s one-76048
CRC 373.996008 & 1307306, 16762

Total Area Reported = 2639612.9281 um?
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188124.77340

0.000000
Cell Area: 2639612.928100
Design Area: 263860l2.928100

Buf/Inv Area:
Het Area:

Figure [143]: Area Utilization DC Report



4.2.3. Power Consumption

Power Consumption (pm?)
T T T T T T T

G@ﬁw ?@.300 o ¢® w2
Figure [144]: Power Consumption Histogram
Table [27]: Total Power Consumption Table
Block Total Power (LW)
Coarse Synchronizer 875.9543
CP Remover & Downsampler 16.9145
CFO Corrector 219.0724
FFT Engine 519.9951
Resource Demapper 752.9954
Channel Estimation 86.9436
NRS Value Generator 34.96
NRS Index Generator 1.21
Channel Equalizer 327.2816
Parallel to Serial 1.775
Fine Synchronizer 88.3618
Demodulator 1.05
Descrambler 6.0481
Rate Dematcher 7994.9
Viterbi Decoder 9485.6
CRC 2.7186
_ Report @ power
—analysis_effort low
Design : rx top
Version: G-2012.06-5P2
7 Date : Wed Jul 13 07:52:31 2022
10 Internal Switching Leakage Total
11 Power Group Power Power Power Power { % ) Attrs
i_ in_pad 0.0000 0.0000 0.0000 0.0000 { 0.00%)
14 MEMOTY 0.0000 0.0000 0.0000 0.0000 { 0.00%)
15 black_box 0.0000 0.0000 0.0000 0.0000 { 0.00%)
le clock network 40.2665 33.8177 3.2332=+04 106.4160 { 0.51%)
17 register 73%96.1260 3.0161 43.038e+05 12.2029e+03 { 60.27%)
18 sequential 369.1974 21.0250 2.2530e+04 412.7523 { 0.00%)
;E_ combinational 366.11595 572.6384 69.350e+05 7.8736e+03 { 35.22%)
E_ Total 8.1718e+03 uW €30.4972 uW 11.7937=+06 nW 20.5960e+03 uW
22 1

Figure [145]: Total Power DC Report

Total Power Consumption = 20596 pW
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4.3. FPGA Implementation Results
Targeted FPGA: ZYNQ-7 ZC702 Evaluation Board

4.3.1. Post-Implementation FPGA View

Figure [146]: Post-Implementation FPGA View

4.3.2. Timing

Copyright 1986-2019 Xilinx, Inc. ALl Rights Reserved.

Tool Version : Vivado v.2019.1 (win€4) Build 2552052 Fri May 24 14:49:42 MDT 201%

|

| Date : Sat Jul 2 22:30:56 2022

| Host : Jarvis running 64-bit major zelease (build 9200)

| Command : report_timing_summary -max_paths 10 -file wrapper_timing_summary routed.rpt -pb wrapper_timing_summary_routed.pb -rpx wrapper_timing_summary_routed.rpx -warn_on_viclation
| Design i wrapper

| Device : 72020-clgese

| Speed File : -1 PRODUCTION 1.11 2014-08-11

WHS (ns) INS(ns) TNS Failing Endpoints TNS Total Endpoints WHS (ns) THS(ns) THS Failing Endpoints THS Total Endpoints WEWS (ns) TPWS (ns) TPWS Failing Endpoints TPWS Total Endpoints

21,643 ©.000 o 29814 0.044 0.000 [ 29814 15,750 0.000 [ 14584

22 B11 user specifisd Timing CORSTIAints are met.

Figure [147]: Vivado Timing Report
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Area Utilization

Utilization Post-Synthesis | Postdmplementation
Graph | Table

Resource Utilization Available Utilization %
LUT 16893 53200 3175
LUTRAM 216 17400 1.24
FF 14315 106400 13.45
BRAM 15.50 140 11.07
DSP 131 220 59.55
10 128 200 64.00
BUFG 4 32 12.50

Figure [148]: FPGA Area Utilization

4.3.4. Power Consumption:

Summary

Power analysis from Implemented netlist. Activity derived from constraints
files, simulation files or vectarless analysis.

Total On-Chip Power: 011w
Design Power Budget: Not Specified
Power Budget Margin; NIA

Junction Temperature: 26.3°C
Thermal Margin: ABTC (49W)
Effective 3JA; 11.5°CIW
Power supplied to off-chip devices: 0W
Confidence level: Low

Figure [149]: FPGA Power Consumption Summary
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FPGA Deployment crarrer OS I

5.1. FPGA Deployment

|
1l

id
!

BERRILfI i an R0
B2ZEga83882°

ll”ll

Figure [150]: FPGA Deployment Schematic

We are targeting ZYNQ-7 ZC702 Evaluation Board. This kit contains 3 user push buttons, 2 user
switches and 8 user LEDs along with a reset switch. The available 1/O’s are not sufficient for our
design to be deployed, so, we used built-in IPs in Vivado that allow us to use as many I/O pins as
we need. These IPs are Virtual I/O (VIO), Integrated Logic Analyzer (ILA) and Clocking wizard and
connected them with our design as shown in figure (149) above.

VIO: Virtual Input/Output (VIO) It is a configurable core IP that has real-time monitoring and
driving capabilities for internal FPGA signals. To interact with the FPGA design, the input and
output ports' size, number, and width may all be changed. The design outputs are the inputs into
VIO, and vice versa.

ILA: Integrated Logic Analyzer (ILA) IP core is a logic analyzer core that can be used for analyzing
and monitoring the internal signals of a design. ILA is used to visualize the design’s outputs in a
waveform.

Clocking Wizard: The Clocking Wizard simplifies the process of configuring the clocking resources
in Xilinx FPGAs. Its input is an external differential clock and its output is the operating frequency
for the design.
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FPGA Deployment

We assumed perfect synchronization while testing on the chain using 3 NB-loT subframes using
number of repetitions (Nrep) = 2 with data transport block size (TBS) = 136. As shown in the
example shown in the figure below, the CRC Ack’s indicating a successfully received transport
block bits.

Name Value

0

Figure [151]: RX Chain Output

We calculated receiver’s performance and plotted the BER vs. SNR curve for the same Nrep and
TBS as shown in the figure below.

NPDSCH Performance
0.6 T T

T T
—w—Nrep = 2, TBS = 136

20

SNR (dB)

Figure [152152]: BER vs SNR Curve
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